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The purpose of this study is to introduce and demonstrate a fully automated process for optimizing the airfoil cross-section of a
vertical-axis wind turbine (VAWT). The objective is to maximize the torque while enforcing typical wind turbine design constraints
such as tip speed ratio, solidity, and blade profile. By fixing the tip speed ratio of the wind turbine, there exists an airfoil cross-
section and solidity for which the torque can be maximized, requiring the development of an iterative design system. The design
system required to maximize torque incorporates rapid geometry generation and automated hybrid mesh generation tools with
viscous, unsteady computational fluid dynamics (CFD) simulation software. The flexibility and automation of the modular design
and simulation system allows for it to easily be coupled with a parallel differential evolution algorithm used to obtain an optimized
blade design that maximizes the efficiency of the wind turbine.

1. Introduction

1.1. Alternative Energy. As the world continues to use up
nonrenewable energy resources, wind energy will continue
to gain popularity. A new market in wind energy technology
has emerged that has the means of efficiently transforming
the energy available in the wind to a usable form of energy,
such as electricity. The cornerstone of this new technology is
the wind turbine.

A wind turbine is a type of turbomachine that transfers
fluid energy to mechanical energy through the use of blades
and a shaft and converts that form of energy to electricity
through the use of a generator. Depending on whether
the flow is parallel to the axis of rotation (axial flow) or
perpendicular (radial flow) determines the classification of
the wind turbine.

1.2. Wind Turbine Types. Two major types of wind turbines
exist based on their blade configuration and operation. The
first type is the horizontal-axis wind turbine (HAWT). This
type of wind turbine is the most common and can often
be seen littered across the landscape in areas of relatively

level terrain with predictable year round wind conditions.
HAWTs sit atop a large tower and have a set of blades that
rotate about an axis parallel to the flow direction. These wind
turbines have been the main subject of wind turbine research
for decades, mainly because they share common operation
and dynamics with rotary aircraft.

The second major type of wind turbine is the vertical
axis wind turbine (VAWT). This type of wind turbine rotates
about an axis that is perpendicular to the oncoming flow,
hence, it can take wind from any direction. VAWTs consist
of two major types, the Darrieus rotor and Savonius rotor.
The Darrieus wind turbine is a VAWT that rotates around a
central axis due to the lift produced by the rotating airfoils,
whereas a Savonius rotor rotates due to the drag created by
its blades. There is also a new type of VAWT emerging in
the wind power industry which is a mixture between the
Darrieus and Savonius designs.

1.2.1. Vertical-Axis Wind Turbines. Recently, VAWTs have
been gaining popularity due to interest in personal green
energy solutions. Small companies all over the world have
been marketing these new devices such as Helix Wind,
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Urban Green Energy, and Windspire. VAWTs target indi-
vidual homes, farms, or small residential areas as a way of
providing local and personal wind energy. This reduces the
target individual’s dependence on external energy resources
and opens up a whole new market in alternative energy
technology. Because VAWTs are small, quiet, easy to install,
can take wind from any direction, and operate efficiently
in turbulent wind conditions, a new area in wind turbine
research has opened up to meet the demands of individuals
willing to take control and invest in small wind energy
technology.

The device itself is relatively simple. With the major
moving component being the rotor, the more complex
parts like the gearbox and generator are located at the
base of the wind turbine. This makes installing a VAWT
a painless undertaking and can be accomplished quickly.
Manufacturing a VAWT is much simpler than a HAWT
due to the constant cross-section blades. Because of the
VAWTs simple manufacturing process and installation, they
are perfectly suited for residential applications.

The VAWT rotor, comprised of a number of constant
cross-section blades, is designed to achieve good aerody-
namic qualities at various angles of attack. Unlike the HAWT
where the blades exert a constant torque about the shaft
as they rotate, a VAWT rotates perpendicular to the flow,
causing the blades to produce an oscillation in the torque
about the axis of rotation. This is due to the fact that the local
angle of attack for each blade is a function of its azimuthal
location. Because each blade has a different angle of attack
at any point in time, the average torque is typically sought
as the objective function. Even though the HAWT blades
must be designed with varying cross-sections and twist, they
only have to operate at a single angle of attack throughout
an entire rotation. However, VAWT blades are designed such
that they exhibit good aerodynamic performance throughout
an entire rotation at the various angles of attack they
experience leading to high time averaged torque. The blades
of a Darrieus VAWT (D-VAWT) accomplish this through the
generation of lift, while the Savonius-type VAWTs (S-VAWTs)
produce torque through drag.

1.3. Computational Modeling. The majority of wind tur-
bine research is focused on accurately predicting efficiency.
Various computational models exist, each with their own
strengths and weaknesses that attempt to accurately pre-
dict the performance of a wind turbine. Descriptions of
the general set of equations that the methods solve can
be found in Section 2. Being able to numerically predict
wind turbine performance offers a tremendous benefit over
classic experimental techniques, the major benefit being
that computational studies are more economical than costly
experiments.

A survey of aerodynamic models used for the prediction
of VAWT performance was conducted by [1, 2]. While
other approaches have been published, the three major
models include momentum models, vortex models, and
computational fluid dynamics (CFD) models. Each of the
three models are based on the simple idea of being able

to determine the relative velocity and, in turn, the tangen-
tial force component of the individual blades at various
azimuthal locations.

1.3.1. Computational Fluid Dynamics. Due to its flexibility,
CFD has been gaining popularity for analyzing the complex,
unsteady aerodynamics involved in the study of wind
turbines [3, 4] and has demonstrated an ability to generate
results that compare favorably with experimental data [5,
6]. Unlike other models, CFD has shown no problems
predicting the performance of either high- or low-solidity
wind turbines or for various tip speed ratios. However, it is
important to note that predicting the performance of a wind
turbine using CFD typically requires large computational
domains with sliding interfaces and additional turbulence
modeling to capture unsteady affects; therefore, CFD can be
computationally expensive.

1.4. Objectives. The objective of the present work is to
demonstrate a proof-of-concept optimization system and
methodology similar to that which was introduced by [8],
while aiming to maximize the torque, hence, the efficiency
of a VAWT for a fixed tip speed ratio. To accomplish this,
an appropriate model for predicting the performance of a
VAWT is to be selected along with a robust optimization
algorithm and flexible family of airfoil geometries.

Recent research has been conducted coupling models
used for performance prediction with optimization algo-
rithms. Authors in [9] used CFD coupled with a design of
experiments/response surface method approach, focusing on
only symmetric blade profiles in two dimensions using a
seven-control-point Bezier curve. Bourguet only simulated
one blade with a low solidity as to avoid undesirable unsteady
effects. He found that when there exists a possibility of
several local optima, stochastic optimization algorithms are
better suited for the job as they tend to be more efficient
than gradient-based algorithms. Authors of [10] and [11]
coupled-low order performance prediction methods with
optimization algorithms in a multicriteria optimization
routine. Both of their approaches focused on HAWTs rather
than VAWTs. Research has also led to patented blade designs
using CFD coupled with optimization [12]. Other than
using optimization techniques, inverse design methods can
also be used to find an optimum design for a fixed tip
speed ratio that satisfied the specified design performance
characteristics. However, inverse design techniques require
experience and intuition in order to specify desired per-
formance, whereas optimization allows for designs to be
generated that are more often than not beyond the intuition
of a designer.

After reviewing the available models and recent research
efforts, CFD was chosen as the appropriate tool for predicting
the performance of a VAWT because of its flexibility and
accuracy. Due to the possibility of local optima, and the
requirement for floating-point optimization for geometric
flexibility, a parallel stochastic differential evolution algo-
rithm was chosen for the optimization. The NACA 4-
series family of wing sections was chosen as the geometry



ISRN Renewable Energy 3

to be parameterized for the optimization, allowing either
symmetric or cambered airfoil shapes to be generated.
What separates this approach from all previous work is
the consideration of both symmetric and cambered airfoil
geometries, along with a full two-dimensional, unsteady
simulation for a three-bladed wind turbine for various design
points.

2. Vertical Axis Wind Turbine Performance

2.1. Wind Speed and Tip Speed Ratio. According to the
National Climatic Data Center, the average annual wind
speed in the United States is approximately 4 m/s [13].
Realizing that the majority of wind turbines that have been
developed to this day typically start producing power in
winds as low as 3 m/s, the standard rated wind speed is still as
high as 12 m/s. Determining the wind speed at which a wind
turbine will operate is the most important step in predicting
its performance and even aids in defining the initial size
of the wind turbine. Once the operating wind speed of the
turbine has been decided upon, the first step in wind turbine
design is to select a operating tip speed ratio [14] which can
be expressed by

λ = ωr

V∞
(1)

or the ratio of the rotational velocity of the wind turbine ωr
and the freestream velocity component (wind speed) V∞.

2.2. Geometry Definition. Once λ has been chosen, the geom-
etry of the VAWT can be defined through a dimensionless
parameter known as the solidity

σ = Nc

d
, (2)

which is a function of the number of blades N , the chord
length of the blades c, and the diameter of the rotor d. The
solidity represents the fraction of the frontal swept area of the
wind turbine that is covered by the blades.

2.3. Performance Prediction. With λ chosen and the basic
geometry of the VAWT defined, the next step is to predict
the actual performance of the wind turbine. To do this, it
is important to determine the forces acting on each blade.
This is governed by the relative wind component W and
the angle of attack α seen in the snapshot of a D-VAWT
blade cross-section in Figure 1. As the blade rotates, the
local angle of attack α for that blade changes due to the
variation of the relative velocity W . The induced velocity
Vi and the rotating velocity ωr of the blade govern the
orientation and magnitude of the relative velocity. This in
turn changes the lift L and the drag D forces acting on the
blade. As the lift and drag change both their magnitude and
orientation, the resultant force FR changes. The resultant
force can be decomposed into both a normal component
FN and a tangential component FT . It is this tangential force
component that drives the rotation of the wind turbine and
produces the torque necessary to generate electricity.

D

FN

FR

FT

L

Vi

Rotation
direction

r

ωr
W

α

Figure 1: Velocity and force components for a Darrieus-type
VAWT.

2.3.1. Average Torque. Close inspection of the underlying
physics involved in wind turbine aerodynamics reveals that
α is governed by the tip speed ratio λ and, once determined,
L and D can be found using empirical data or calculated
using CFD. L andD are then nondimensionalized by dividing
through by the dynamic pressure to obtain the coefficient of
lift Cl and the coefficient of drag Cd. These coefficients are
used to calculate the tangential force coefficient

Ct = Cl sinα− Cd cosα. (3)

To retrieve the actual tangential force, Ct is multiplied by the
dynamic pressure

FT = 1
2
CtρchW

2, (4)

where ρ is the air density and h is the height of the
wind turbine. It is important to note that (4) represents
the tangential force at only a single azimuthal position.
Therefore, the process of determining α, Ct, and FT must be
repeated at all azimuthal locations before the torque can be
calculated.

Because FT is calculated at all azimuthal locations, it is
said to be a function of θ and the average tangential force for
a single rotation of one blade is

FTavg = 1
2π

∫ 2π

0
FT(θ)dθ, (5)

where the average torque for N blades located at radius r
from the axis of rotation is given by

τ = NFTavgr. (6)
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2.3.2. Power and Efficiency. The final step in predicting the
performance of the wind turbine is determining the power
it is able to extract from the wind and how efficiently it can
accomplish that task. The amount of power the wind turbine
is able to draw from the wind is given by

PT = τω. (7)

Therefore, the efficiency of the wind turbine is simply the
ratio of the power produced by the wind turbine and the
power available in the wind given by the expression

COP = PT
PW

= τω

1/2ρdhV∞3 . (8)

Equation (8) is significant in this work because it represents
a nondimensional coefficient of performance (COP) that is
a function of the torque to be used as the objective function
for the aerodynamic shape optimization.

It should be mentioned that the goal in designing a wind
turbine is to do so in such a way to extract as much energy as
possible. Analyzing (5) and (8) reveals that, while an increase
in the height of the wind turbine would increase FT , hence
τ, theoretically COP would remain unaffected. However, if
an increase in PT is all that is desired, the height of the wind
turbine could be increased. In order to increase the efficiency
of the wind turbine for a given λ, the blade shape and σ
would have to be adjusted. Equation (5) is a function of Ct

and c, where Ct is a function of the blade shape and c is
a function of σ . Because the shape of the blade, σ , and Ct

are tightly coupled, it makes it difficult to select a geometry
that maximizes the efficiency. Therefore, accomplishing this
task is not straightforward and requires an iterative approach
and the implementation of a simple, automated optimization
methodology.

3. Methodology

3.1. Requirements. For the objectives of the current study to
be feasible, the requirement for a straightforward, modular,
and automated design framework became realized. Success-
fully taking a physical system, such as a wind turbine, and
attempting to adjust, analyze, and optimize the design to
satisfy an objective, or multiple objectives, required more
than a few bundled files and programs requiring user input.
In fact, it was this realization that sparked the idea of a sim-
ple, automated optimization methodology. The optimization
methodology proposed is a unique and modular system
aimed at relaxing the ties between the computer and operator
and simplifying the design process so more time can be spent
analyzing a solution and understanding the physics of the
problem.

3.2. Unique Modular Design. A modular system is one in
which entire parts of the system can be removed and
replaced without compromising the process flows within
the system. Therefore, for a module to be removed and
replaced, it must be substituted with a module of equivalent
functionality. Figure 2 illustrates the concept as it applies

to wind turbine optimization and the methodology used
in this work. The first step in the optimization process is
generating the geometry. This geometry is described as a set
of cartesian coordinates and is passed to the mesh generation
module. This tool is used to discretize the fluid domain
and output a specific file to the CFD solver module. This
module calculates a solution and passes information to the
postprocessing module. The postprocessing tools manipulate
the data, calculate the objective function value, and pass
it to the optimizer. If the objective function is considered
a maximum value, the optimization terminates. If not, the
process starts over. Details pertaining to each of the modules
used in this work will be discussed in the next section.

4. Toolbox

4.1. Geometry Generation. The objective of the optimization
was to find an aerodynamic shape that for a fixed tip speed
ratio would maximize the efficiency of the wind turbine.
The first step was to select a suitable shape, or series of
shapes, that could be adjusted throughout the optimization
process. An obvious choice was the NACA 4-series airfoil.
The majority of VAWTs utilize NACA airfoil sections because
they are easy to manufacture and their characteristics are
widely available.

4.1.1. NACA 4-Series Airfoils. The NACA 4-series airfoil
sections are defined by a mean camber line and a thickness
distribution. In Figure 3, the mean camber line is the dashed
line that splits the airfoil in half. The chord line is simply a
straight line connecting the leading edge to the trailing edge
of the airfoil whose length is defined as the chord length.
The maximum thickness t is located at 30% of the chord
for NACA 4-series airfoil sections. The maximum camber m,
or maximum ordinate of the mean camber line, is located a
distance p from the leading edge of the airfoil. The values
of m, p, and t are expressed as percentages of the chord
length and represent the four digits defining the NACA 4-
series airfoil and are the parameters used in the optimization.

Reference [15] introduced the equations used to define
the shape of a NACA 4-series airfoil. The mean camber
line of the airfoil was described as an analytically defined
curve which was the combination of two parabolic arcs that
are tangent at the point of maximum camber. For an x-
coordinate, the ordinate of the mean camber line can be
expressed as

yc =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

m

p2

(
2px − x2

)
,

forward of maximum ordinate,

m(
1− p

)2

[(
1− 2p

)
+ 2px − x2

]
,

aft of maximum ordinate,

(9)

where m is the maximum camber and p is the chordwise
location of the maximum camber. Once the camber line has
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Figure 2: VAWT optimization methodology.
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Figure 3: NACA 4424 4-series airfoil.

been defined, the thickness distribution can be found by the
following equation:

±yt = t

0.20

(
0.29690

√
x − 0.12600x − 0.35160x2

+ 0.28430x3 − 0.10150x4),
(10)

where t is the maximum thickness of the airfoil located at
30% of the chord. After the camber and thickness distri-
bution have been defined for various x locations (typically
ranging from 0 to 1), the coordinates of the upper and lower
airfoil surfaces can be obtained.

4.1.2. Airfoil Constraints. For the purposes of maintaining
high cell quality during the grid generation process and
a converged CFD solution, constraints were placed on the
parameters defining the airfoils that could be generated
for the optimization and were normalized from 0 to 1 for
the optimization. The idea was to avoid airfoil geometries
with large leading and trailing edge camber leading to local
boundary layer cell collisions during the grid generation
procedure. While placing constraints on the airfoils to be
generated leads to a smaller solution space, it was done so
after numerous tests to ensure that optimized geometries
were found in the solution space and not on the boundaries.
While this may leads one to believe that a smaller solution
space leads to less feasible designs, because the optimization
algorithm chosen used floating-point values to define the

parameters, essentially an infinite number of airfoil designs
were attainable.

4.2. Grid Generation. After the airfoil geometry for the
VAWT had been defined, the next step was to discretize
the computational domain as a preprocessing step in the
CFD process. The act of discretizing the domain is termed
grid generation and is one of the most important steps
in the CFD process. For simple geometries where the
direction of the flow is known beforehand, creating the
grid is usually straightforward. For flows such as this, high-
quality structured grids can be used that can accurately
capture the flow physics. However, as geometry becomes
complex and the flows more difficult to predict with the
onset of turbulence and separation, grid generation is no
longer a trivial task. For flows such as this, unstructured
grids consisting of triangles and tetrahedra provide increased
flexibility and are often used.

4.2.1. Grid Considerations. Because either structured or
unstructured techniques can be used to discretize a compu-
tational domain, it is important to exercise the capabilities
of the solver to determine its sensitivity to the varying cell
types. A good rule of thumb proposed by [7] can be seen
in Figure 4. From the figure, a multiblock structured grid
is said to provide the highest level of viscous accuracy; yet,
it also suggests that a hybrid grid topology would provide
a balanced level of accuracy and automation, an important
characteristic for the optimization process.

Before a final decision was to be made on the type of
grid used for the VAWT simulation, a comprehensive grid
dependency study was conducted to find a grid independent
solution. For this work, a family of multiblock structured
grids were created alongside a family of equivalent hybrid
grids. The torque was calculated for each of the grids, and a
grid-independent solution was found. Details regarding the
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Figure 4: Grid-type accuracy versus ease of use [7].

grid generation and dependency studies will be discussed
further in Section 5.

As a result of the grid dependency study and the
extensive work done in the areas of aerodynamic design and
optimization using unstructured grid generation techniques
[16–19], a hybrid grid was chosen as the most appropriate
for this work. The hybrid grid consists of a structured
boundary layer transitioning to isotropic triangles in the far
field and can be seen for the leading edge of a VAWT blade
in Figure 5. This choice provided a flexible and completely
automated approach to the grid generation of numerous
VAWT geometries.

4.2.2. Pointwise. Pointwise V16.02 was used to generate the
grids used for the VAWT study. For the grid dependency
study, structured grids were constructed manually, while
automated grid generation techniques were used to construct
the hybrid grids. The far field was split into a rotating and
nonrotating zone and was discretized using either structured
or unstructured elements. The scripting capabilities of
Pointwise were exercised while constructing the hybrid grids
and allowed for the grid generation of the airfoil geometries
to easily be integrated into the optimization process. A
Pointwise script was written in Glyph2, based on Tcl, that
imported the airfoil geometry as a list of x, y coordinates and
constructed the hybrid grid based on several user-defined
parameters such as the initial cell height in the boundary
layer and the solidity of the wind turbine. The automated
script also set up the appropriate boundary conditions and
exported the file for the solver.

4.3. Solver. Once the computational domain had been
discretized, the equations governing fluid flow were solved
using an appropriate discretization technique in order to
calculate the torque. The commercial solver FLUENT v6.3
was used for this work [20]. FLUENT uses the finite volume
method to discretize the integral form of the governing
equations.

4.3.1. Numerical Method. For the simulation, a pressure-
based segregated solver was chosen where the SIMPLE

Figure 5: Leading edge boundary layer grid for blade geometry.

algorithm was used to handle the pressure-velocity coupling
that exists. A 2nd-order interpolation scheme for pressure
was used along with a 2nd-order upwind discretization
scheme for the momentum equation and modified turbulent
viscosity. The gradients required for the discretization of
the convective and diffusive fluxes were computed using
a cell-based approach. Because the simulation was time
dependent, a 2nd-order implicit time integration was chosen
for the temporal discretization. A time step was chosen small
enough to reduce the number of iterations per time step and
to properly model the transient phenomena.

Turbulence modeling was accomplished through the
use of the Spalart-Allmaras one-equation turbulence model
where a transport equation is solved for the eddy viscosity
[21]. The y+ for the blades varied at different azimuthal
locations, but consistently placed the first cell centroid of
the wall-adjacent cells inside the viscous sublayer (y+ < 5)
of the boundary layer. Therefore, because the grid was fine
enough to resolve the viscous sublayer, the laminar stress-
strain relationship u+ = y+ was used to determine the wall
shear stress.

The system of equations resulting from the discretization
and linearization of the governing integral equations were
solved using an algebraic multigrid (AMG) method coupled
with a point implicit Gauss-Seidel solver [22]. Due to
the size and unsteady nature of the problem, the overall
average computation time to achieve a quasisteady state took
approximately 2.5 hours on a 2.83 GHz Intel Core2Quad
processor.

4.3.2. Computational Domain and Boundary Conditions. The
interior domain containing the wind turbine blades was
considered as a moving mesh, while the outer domain
was stationary. The interior sliding domain rotated with a
given rotational velocity for a specified λ. The inlet to the
computational domain was defined as a velocity inlet with
a uniform velocity component and a modified turbulent
viscosity ν̃ equal to 5ν, where ν is the molecular kinematic
viscosity of air. The outlet was marked as a pressure outlet
with the gauge pressure set to zero.

4.4. Postprocessing. Once the solution had been calculated
using FLUENT and all relevant data had been written to a
file, the average torque could then be determined. A small
script parsed through the output file and saved only the
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torque values that were recorded every 15 time steps. This
file then contained torque as a function of time. A graph of
the torque versus time can be seen in Figure 6. At a certain
point, the flow became quasi-steady, and the oscillations were
more uniform. One single rotation of the wind turbine has
been outlined in the figure. The three peaks in the torque
represent the times at which each blade passed around the
front of the wind turbine, while the three valleys represent
the times at which each blade moved around the back of
the wind turbine. Therefore, more blades would result in a
higher frequency oscillation for the same rotation speed. In
order to calculate a single scalar value of the torque for the
optimizer, the oscillating torque was averaged.

4.4.1. Average Torque. In Section 2, the tangential force
component driving the wind turbine, and also used to
compute the torque, was a function of azimuthal location.
During the simulation process, the torque was recorded as a
function of time; therefore, it is important to introduce the
average value of a function f (t) over the interval [a, b] as

favg = 1
b − a

∫ b

a
f (t)dt, (11)

where a would represent the time at the beginning of a single
rotation and b is the time at the end of a single rotation.
This equation states that the average value of the function
f (t) is equal to the integral of that function for a single
rotation divided by the time required to complete a single
rotation. Using the trapezoidal rule, the definite integral can
be expressed by

∫ b

a
f (t)dt = b − a

2n

⎡
⎣ f (to) + 2

n−1∑
i=1

f (ti) + f (tn)

⎤
⎦, (12)

where n is the number of segments used to split the interval
of integration. Using (11) and (12) and replacing n by (tn −
to)/Δt, the average value of the torque for a single rotation of
the wind turbine is defined as

τavg = Δt

2(tn − to)

⎡
⎣τ(to) + 2

n−1∑
i=1

τ(ti) + τ(tn)

⎤
⎦, (13)

where to is the time at the beginning of a rotation, tn is
the time at the end of the rotation, and Δt is the time step
used when recording the torque in FLUENT. Using (13), the
average torque for the final rotation of the wind turbine was
calculated and used as the objective function value driving
the optimization algorithm.

4.5. Optimization. In order to maximize the average torque
of the wind turbine given the NACA 4-series airfoil design
parameters (Section 4.1) and the solidity and tip speed ratio
design constraints, a simple and robust optimization algo-
rithm was required. This act of searching for the minimum or
maximum value of a function while varying the parameters,
or values of that function, and incorporating any constraints
is called optimization. In optimization, the function is often

To
rq

u
e

Time

One rotation

Figure 6: Variation of torque as a function of time.

termed the objective function or cost function, and it is the
goal of the optimization algorithm to find the true minimum
or maximum of that objective function as efficiently as
possible. However, in design the objective function may be
a rather complex, nonlinear, or nondifferentiable function
that is under the influence of many parameters and design
constraints. This possibility rules out any simple, gradient-
based optimization algorithms such as the method of
steepest descent or Newton’s method, as these algorithms
require the objective function to be differentiable and are
only efficient at finding local minimum or maximum values.
Therefore, global optimization algorithms are favored for
design optimization.

4.5.1. Differential Evolution. The differential evolution (DE)
algorithm is a global, stochastic direct search method aimed
at minimizing or maximizing an objective function based
on constraints that are represented by floating-point values
rather than binary strings like most evolutionary algorithms
[23–25]. The DE algorithm is robust, fast, simple, and easy
to use as it requires very little user input. These traits lead to
the choice of DE as the algorithm used in the current study.

4.5.2. Initialization. In order to determine the maximum
value of the objective function, the DE algorithm starts with a
randomly populated initial generation of NP D-dimensional
parameter vectors, where NP is the number of parents in
a population and D is the number of parameters. For this
work two optimizations were conducted. A 3-parameter
optimization (D = 3) for a fixed tip speed ratio and solidity,
as well as, a 4-parameter optimization (D = 4) where the
solidity became a parameter, providing complete geometric
flexibility. For both cases NP = 14.

4.5.3. Mutation. After initializing the population, each target
vector �xi,G in that generation undergoes a mutation opera-
tion given by

�vi,G+1 = �xr1,G + F
(
�xr2,G −�xr3,G

)
, (14)

where the index r represents a random population member
in the current generation, F is a scaling factor ∈ [0, 2]
dictating the amplification of the difference vector (�xr2,G −
�xr3,G), and the result �vi,G+1 is called the mutant vector. A
scaling factor F = 0.8 was selected for this work. This mutant
operation is a characteristic of a variant of DE that utilizes
a single difference operation; therefore, NP ≥ 4 such that
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the index i is different than the randomly chosen values of
r1, r2, r3.

Other variants of DE exist that utilize more difference
operations to determine the mutant vector. The DE strategy
used in this work DE/best/2/exp utilizes two difference
vectors. The idea is that by using two difference vectors the
diversity of large populations can be improved, increasing
the possibility that members of a population span the
entire solution space and reducing the risk of premature
convergence. The mutation operation for the DE variant
used in this work is given by

�vi,G+1 = �xbest,G + F
(
�xr1,G +�xr2,G −�xr3,G −�xr4,G

)
, (15)

where�xbest,G represents the best performing parameter vector
from the current population. This is different than the
previous strategy that utilized a random population member
to perform the mutation operation. The hope is that by using
the best parameter vector in the population, the number of
generations required for convergence will decrease.

4.5.4. Crossover. The crossover operation generates a trial
vector by selecting pieces of the target vector and mutant
vector. The trial vector is determined by

�uji,G+1 =
⎧⎨
⎩
�vji,G+1, if

(
randb

(
j
) ≤ CR

)
or j = rnbr(i),

�xji,G, if
(
randb

(
j
)
> CR

)
and j /= rnbr(i),

(16)

where CR is the crossover constant, or crossover probability
∈ [0, 1], and randb( j) is a randomly chosen number∈ [0, 1]
evaluated during the jth evaluation, where j = 1,2,3,. . .,D. If
the value of randb( j) happens to be less than or equal to
CR, the trial vector gets populated with a parameter from
the mutant vector. However, if the random number that has
been generated happens to be larger than CR, the trial vector
gets a parameter from the target vector. To ensure that at
least one parameter value is chosen from the mutant vector, a
random value ∈ 1, 2, 3, . . . ,D is chosen as rnbr(i). If CR = 1,
all trial vector parameters will come from the mutant vector.
This illustrates that the choice in CR works to control the
crossover probability. In this work, CR = 0.6.

4.5.5. Selection. The last step in the DE algorithm is selection.
Once the trial vector has been formed, it must be decided
whether or not it should move to the next generation.
Therefore, in the selection process, if the trial vector performs
better than the target vector, resulting in a larger objective
function value, the trial vector moves on to the next
generation. However, if the newly generated trial vector is
outperformed by the original target vector, the target vector
remains a population member in the next generation.

In this work, the DE code generated new airfoil param-
eters for the first case, and new airfoil parameters and
solidities for the second case of each generation through
mutation, crossover, and selection operations. Each new
set of parameters was used to generate the airfoils of the
VAWT for which the torque could then be calculated using

the FLUENT solver. The torque was then averaged by the
postprocessing module and used as the objective function
value driving the DE algorithm.

5. Results

The overall objective of the work was to successfully
demonstrate a proof-of-concept optimization system capable
of maximizing the efficiency of a three-bladed VAWT. Two
test cases were conducted to demonstrate the robustness
of the optimization system. The first test case was a 3-
parameter optimization where the both the solidity and
tip speed ratio were fixed. The second test case was a 4-
parameter optimization for a fixed tip speed ratio. Before the
final results of the optimization are presented, an overview
of the grid dependency studies will be introduced. Next,
the performance of a baseline geometry will be presented.
Finally, the results of the two optimization test cases will
be introduced and compared with the performance of the
baseline geometry.

5.1. Grid Dependency Studies. For this work, a family of
structured and equivalent hybrid grids were created in
hope to find a grid that provided adequate resolution of
the unsteady phenomena while the construction of the
grid would remain highly automated for the optimization
process.

To begin, a simple blade shape was used for the grid
study. The VAWT consisted of three 60 degree semicircular
blades with a constant thickness of 0.025 m giving the rotor
a solidity σ = 1.5. Each blade was separated by 60 degrees at
a radius of 1 m from the axis of rotation, providing a simple
geometry with which to define the initial topology. Because
the blades had to spin in the simulation, an interior sliding
domain was to be constructed with a radius of 25 m. The
outer stationary domain, and the extent of the far field, was
defined to be 50 m. The far field domain was large enough
such that the unsteady flow characteristics would develop
and dissipate inside the domain, eliminating the concern for
reverse flow.

5.1.1. Structured and Hybrid Grids. Both structured and
hybrid grid families were constructed for the grid depen-
dency study. Structured grids were constructed using quadri-
lateral elements; therefore, opposing grid lines must contain
the same number of points to construct a domain consisting
of purely quadrilateral cells. A characteristic, and even a
disadvantage of the structured grid topology, is that the
local blade resolution used to resolve the boundary layer is
propagated into the far field. This tends to lead to larger cell
counts when using structured grids.

The hybrid grid topology used for this study consisted
of a structured boundary layer transitioning to unstruc-
tured triangles. Unlike the structured grid, the hybrid grid
topology was easy to construct and automate. The boundary
layer was constructed using a normal hyperbolic extrusion
technique in Pointwise [26]. The user need only to specify
the initial cell height, growth rate, and the number of layers
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Figure 7: Structured and hybrid grid family comparison.

for the extrusion. A benefit from using the hybrid topology
was that appropriate boundary layer resolution was obtained
while maintaining a low cell count in the far field. Unlike
the structured grids, the far field and boundary layer were
almost entirely decoupled, resulting in a much lower cell
count.

A comparison of the structured and hybrid grid families
can be seen in Figure 7. The local blade resolution was
preserved using the normal hyperbolic extrusion technique
during the construction of the hybrid grids. As was men-
tioned earlier, the resolution and spacing constraints placed
on the structured grid near the blade can be seen propagating
away from the blade itself, whereas for the hybrid case there
is a clear boundary that separates the boundary layer grid
from the rest of the far field. For instance, while the coarse
grids contain 50,000 cells for the same local blade resolution,
once the spacing was adjusted to achieve higher resolution,
the structured grid contained 100,000 cells as opposed to the
hybrid grid containing only 55,000 cells. In this case, the local
blade resolution that was enforced for the structured grid
propagated into the far field. However, while the local blade
resolution changed for the hybrid grid, the far field remained
unaffected.

5.1.2. Grid-Independent Solution. The torque was calculated
for each grid using the FLUENT solver, the settings of which
were discussed in Section 4. A time step of Δt = 2π/ωN
was used where ω is the rotation rate, and N is the number
of cells in the circumferential direction. This was calculated
for the 100,000 cell structured mesh with ω = 10 rad/s to
be approximately 0.001 s, the time step that was used for
all simulations. This represents the amount of time for the
sliding domain to move one grid point in the circumferential
direction and was found adequate for the simulation.

Convergence was monitored by observing the residuals
as well as the torque. In the ideal case, the residuals should
converge to true zero. However, a more relaxed convergence
criteria of 1e-5 was enforced for continuity, momentum, and
modified turbulent viscosity. The residuals were monitored
every time step, while the torque was recorded every 15 time
steps. The solution consistently became quasi-steady after 5
rotations, approximately 3150 time steps. The time step used
for the simulation allowed the solution to converge after 30
iterations per time step, resulting in nearly 100,000 iterations
to achieve a quasi-steady state.

The average torque was calculated for the last rotation
of the wind turbine for each of the grids. From this
grid dependency study, it was found that the 100,000 cell
structured grid and 55,000 cell hybrid grid seem to exhibit
grid convergence. However, due to the complexity of the
topology required to construct the structured grid and the
difficulty of applying this topology to varying geometries,
the 55,000 cell hybrid grid topology was chosen for the
optimization.

To demonstrate the automation and quality of the
hybrid grid topology for arbitrary blade geometries, a hybrid
grid was constructed for a high-solidity VAWT geometry
and a low-solidity geometry seen in Figure 8. The normal
hyperbolic extrusion created layers of quads that marched
smoothly away from the blade, transitioning to isotropic
triangles. Utilizing this technique resulted in high-quality,
automated hybrid grid generation for all airfoil geometries
analyzed throughout the optimization process.

5.2. Baseline Geometry. A baseline VAWT geometry was
selected with which the results of the optimization could
be compared. The idea was to select a typical VAWT airfoil
cross-section. Therefore, the NACA 0015 was selected as the
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(a) (b)

Figure 8: Hybrid grids for VAWT geometry, σ = 1.5 (a) and σ = 0.4 (b).

baseline airfoil cross-section simply due to the fact that a
number of researchers attribute this geometry with good
overall aerodynamic performance [3–5]. The NACA 0015
airfoil cross-section can be seen in Figure 9.

5.2.1. Baseline Performance. The performance of the baseline
three-bladed VAWT utilizing NACA 0015 airfoil cross-
sections was evaluated for σ = 1.5 and λ = [0.5, 1.5].
By keeping ω constant at 10 rad/s for σ = 1.5, V∞ was
adjusted to control λ. This provided relevant performance
data surrounding λ = 1, the tip speed ratio design constraint
for the optimization. A total of 5 simulations were run to
build up a performance envelope for the baseline geometry.
The average torque was calculated for each simulation and
was used to determine the coefficient of performance. The
results of the analysis can be seen in Figure 10.

Figure 10 defines the performance envelope for a VAWT
utilizing the NACA 0015 airfoil for σ = 1.5. It can be
seen that there exists a point at which the efficiency is
highest (λ ≈ 1.2) and can be described as the optimum
tip speed ratio for the geometry. As expected, as the wind
speed changes, driving the tip speed ratio away from the
optimum, the efficiency decreases. From this figure, it can be
deduced that, in order for the baseline wind turbine design
to perform optimally at λ = 1, the solidity of the rotor would
have to be changed while retaining the NACA 0015 airfoil
cross-section. This would give the wind turbine even more
geometric flexibility and lead to the decision to allow the
solidity to become a design parameter in the 4-parameter
optimization test case. However, in order to compare the
results of the NACA 0015 with the optimization test cases
and demonstrate how VAWT design can benefit from using
optimization, the solidity of the baseline geometry was not
adjusted.

5.3. Case 1: 3-Parameter Optimization. The first test case to
run through the optimization system was the 3-parameter
case. The idea was to maximize the torque of the VAWT
for a fixed solidity and tip speed ratio. The case ran for
approximately 1 week on the cluster described in Section 4,

−0.2

−0.1

0

0.1

0.2

0 0.2 0.4 0.6 0.8 1

x/c

y/
c

Figure 9: NACA 0015 baseline geometry.

after which the maximum number of user specified genera-
tions was reached (G = 11). Because there was no guarantee
that the optimization algorithm would find the optimum
design, the goal was to obtain an improved design that was
able to achieve a higher efficiency than the baseline geometry.

To demonstrate the capabilities of the optimization
system and show that 1 week was enough time to achieve an
optimized geometry, 2 unique initial populations that were
randomly generated by the DE code were run through the
optimization system. The results of the 2 unique runs will
be presented and compared with the baseline geometry. The
optimization is said to have been successful if the VAWT
utilizing the optimized airfoil cross-section achieved a higher
efficiency than the baseline geometry at the design tip speed
ratio (λ = 1).

5.3.1. Optimization Results. Due to the nature of the DE
algorithm, the initial population is random and completely
different for the 2 runs conducted. The reason for starting
with 2 different initial populations was to ensure that 11 gen-
erations was a sufficient amount time to find an optimized
design while avoiding premature convergence or stagnation.

The diversity of the population for all generations can
seen in Figure 11. This figure illustrates how the COP
varies with generation. NACAopt-RUN1 and NACAopt-
RUN2 refer to the 2 unique runs conducted for the 1st
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Figure 10: NACA 0015 performance envelope, σ = 1.5.
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Figure 11: COP versus generation for all population members, 1st
test case.

test case. It can be seen that the populations for each of
the first 5 generations are quite diverse. However, after the
5th generation the populations begin to converge while
still remaining somewhat diverse, a characteristic of the
stochastic nature of the DE algorithm.

While Figure 11 illustrates the diversity of the population
for each generation, Figure 12 provides a history of the
best overall objective function value throughout the opti-
mization. If the COP at the current generation happens to
be higher than the previous maximum, it is replaced and
the new airfoil design parameters are used to generate the
next population. After 11 generations NACAopt-RUN1 and
NACAopt-RUN2 were able to achieve a maximum COP of
0.373 and 0.374, respectively, despite the fact that each run
was initialized from a different initial population.

The optimized geometry for both runs can be seen in
Figure 13 compared with the NACA 0015 cross-section. The
NACAopt-RUN1 airfoil has a maximum camber of 0.0094c,
a maximum camber location of 0.599c, and a maximum
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Figure 12: Max COP versus generation, 1st test case.
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Figure 13: Optimized NACA 4-series airfoil geometry, 1st test case.

thickness of 0.177c, where c is the chord length of the
airfoil. The choice in a cambered airfoil geometry over a
symmetric cross-section could be an indication that slight
camber increases the efficiency of high-solidity rotors that
experience undesirable blade vortex interactions. The fact
that the maximum COP and the optimized airfoil cross-
section for both runs are indistinguishable indicates that
11 generations is sufficient. Therefore, it is unnecessary
to discuss the performance of both VAWTs and only the
performance of the NACAopt-RUN1 will be presented.

The performance envelope for the VAWT using the
NACAopt airfoil cross-section can be seen in Figure 14.
Because the optimization was run for λ = 1, the blade shape
was tailored to perform as best as possible at this value.
Therefore, the optimum tip speed ratio is much closer to
1, signifying that the solidity of the rotor would have to be
adjusted to achieve maximum efficiency at λ = 1.

5.3.2. Baseline Comparison. While the optimization algo-
rithm was able to find an optimized NACA 4-series geometry
for σ = 1.5 and λ = 1 with very little user input and little or
no designer intuition or experience, it had to be compared
with the baseline geometry to quantify the performance
gained by using such approach. The performance envelopes
for the NACAopt and NACA 0015 VAWT designs are shown
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Figure 14: NACAopt performance envelope, 1st test case.

0.2

0.25

0.3

0.35

0.4

0.45

0.5 0.75 1 1.25 1.5

Tip speed ratio

NACAopt
NACA 0015

C
oe

ffi
ci

en
t 

of
 p

er
fo

rm
an

ce

Figure 15: NACAopt versus NACA 0015 performance, 1st test case.

in Figure 15. For the design tip speed ratio λ = 1, the
NACAopt design has a COP = 0.373, 2.4% higher than the
NACA 0015 baseline geometry, which over the lifetime of the
VAWT is considered a significant improvement.

In order to understand the mechanism for improved
efficiency over the baseline geometry, the torque for a
single rotation was observed, seen in Figure 16. While the
frequency of the oscillation in the torque is the same for both
geometries, the peak-to-peak amplitude for the NACA 0015
is higher than that of the NACAopt geometry. The higher
thickness of the NACAopt geometry allows for such a cross-
section to achieve a slightly higher angle of attack before
stall than that of the NACA 0015 airfoil. Therefore, due to
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Figure 16: NACAopt versus NACA 0015 torque for λ = 1, 1st test
case.

the increase in drag associated with the dynamic stall of the
NACA 0015, a higher cyclic loading is observed. Not only did
the NACAopt obtain a higher efficiency, but also a reduction
in cyclic loading which could lead to a longer lifespan than
the NACA 0015 geometry.

Interesting flow field phenomena were captured when
visualizing the vorticity seen in Figure 17. The image clearly
reveals that the wake of one blade actually interacts with the
trailing blade, a characteristic typical of high-solidity rotors.
This interaction disturbs the flow, altering the velocity field
around the trailing blade, and is most likely the reason a
cambered airfoil was chosen for this high-solidity geometry.
In the pair of images labeled b, a leading edge separation
bubble can be seen forming on the lower left blade for the
NACA 0015 geometry. However, the same phenomena is not
observed for the NACAopt geometry. In c and d as the blade
continues to rotate counterclockwise the separation bubble
becomes larger and eventually separates, contributing the
trailing vortex and increasing its strength. The increase in
the efficiency of the NACAopt geometry can be attributed
to the airfoil cross-section’s favorable characteristics at
higher angles of attack, leading to the elimination of the
leading edge separation bubble and a reduction in cyclic
loading.

5.4. Case 2: 4-Parameter Optimization. The second test case
to run through the optimization system was the 4-parameter
case. For this case, the idea was to maximize the torque
of the VAWT for a fixed tip speed ratio and let the
solidity of the rotor become a design variable. Allowing
the solidity to become a parameter gave the wind turbine
complete geometric flexibility. Not only was the blade shape
allowed to change, but also the size of the blade. The case
ran for approximately 10 days on the cluster described
in Section 4, after which the maximum number of user
specified generations was reached (G = 20). The goal for
this case was to demonstrate that, with increased geometric
flexibility, a VAWT could be designed that outperformed the
baseline NACA 0015 geometry, providing a solution that was
beyond the intuition of the designer. Similar to the first case,
the optimization was run for λ = 1.
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Figure 17: NACAopt (a) and NACA 0015 (b) vorticity contours, 1st test case.
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5.4.1. Optimization Results. The objective function value,
COP, can be seen for each generation in Figure 18. Similar to
the first case, this figure illustrates how the COP varies with
generation. For the first 8 generations, the stochastic nature
of the DE algorithm is evident. However, after the 8th gener-
ation the populations begin to converge and lose their
diversity.

The history of the maximum COP throughout the opti-
mization is shown in Figure 19. After just the 2nd generation,
the maximum COP does not change for 9 generations, sig-
nifying the possibility of premature convergence. However,
looking back at Figure 18, the population has not lost its
diversity, an indication that the algorithm did not converge
prematurely. After the 9th generation the maximum COP
began changing every couple of generations and eventually
reached a COP of 0.409 after the 20th generation.

The optimized airfoil cross-section can be seen in
Figure 20. The NACAopt airfoil is symmetric with a max-
imum thickness of 0.237c and a rotor solidity of 0.883.
The blade is 58% thicker than the NACA 0015 and the
solidity has been reduced by 40%. The choice in a symmetric
airfoil is significant. Because low-solidity rotors do not
experience strong blade vortex interactions, the positive and
negative angles of attack that the blades experience are
of the same magnitude; therefore, symmetric airfoils are
typically used. Compared with the 3-parameter optimization
this dramatic change in geometry indicates that, when
given the opportunity, the optimization tends to seek out
symmetric airfoil cross-sections. In the previous case, a
slightly cambered geometry was chosen; this was most likely
the result of the smaller design space associated with the 3-
parameter optimization.

The performance envelope for the NACAopt geometry
can be seen in Figure 21. Allowing the solidity to become a
design parameter improved the peak performance over both
the baseline geometry and the 3-parameter optimization.
However, contrary to initial belief, the optimum tip speed
ratio is not equivalent to the design tip speed ratio. While
the 4-parameter optimization allowed the entire geometry to
adjust for best performance, this was accomplished only for
a single tip speed ratio, the design tip speed ratio. Therefore,
there was no guarantee that the optimum tip speed ratio and
design tip speed ratio would coincide, a claim that has been
considered a topic for future research.

5.4.2. Comparison. The optimization algorithm was able to
find an optimized NACA 4-series airfoil cross-section with
σ = 0.883 for λ = 1 in 20 generations, the performance of
which was compared with the baseline NACA 0015 geometry
shown in Figure 22. The NACAopt design was able to achieve
a COP = 0.409 at λ = 1, ultimately resulting in a 6% increase
in efficiency over the baseline NACA 0015 geometry and even
a 3.6% increase in efficiency when compared with the 3-
parameter optimization. This case successfully demonstrated
that allowing the solidity to become a parameter, and
hence providing complete geometric flexibility, resulted in a
significant increase in the efficiency.
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Figure 18: COP versus generation for all population members, 2nd
test case.
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Figure 19: Max COP versus generation, 2nd test case.
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Figure 20: Optimized NACA 4-series airfoil geometry (σ = 0.883),
2nd test case.

In an attempt to determine the reason for the higher
efficiency associated with the NACAopt geometry, the torque
for a single rotation of the optimized design was compared
with the baseline geometry, shown in Figure 23. While the
frequency of the oscillation is the same because both designs
operate at λ = 1, there is an obvious phase shift in the torque
oscillations resulting in the maximum performance of the
NACAopt design occurring slightly earlier than the NACA
0015 rotor. The NACAopt designs 40% reduction in solidity
coupled with the 58% increase in thickness allowed for such
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Figure 21: NACAopt performance envelope, 2nd test case.
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Figure 22: NACAopt versus NACA 0015 performance, 2nd test
case.

a cross-section to achieve a higher overall peak performance
when compared with the 15% thick NACA 0015 geometry.

6. Conclusions

This work successfully demonstrated a fully automated
process for optimizing the airfoil cross-section of a VAWT.
The generation of NACA airfoil geometries, hybrid mesh
generation, and unsteady CFD were coupled with the DE
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Figure 23: NACAopt versus NACA 0015 torque for λ = 1, 2nd test
case.

algorithm subject to tip speed ratio, solidity, and blade
profile design constraints. The optimization system was then
used to obtain an optimized blade cross-section for 2 test
cases, resulting in designs that achieved higher efficiency
than the baseline geometry. The optimized design for the
1st test case achieved an efficiency 2.4% higher than the
baseline geometry. The increase in efficiency of the optimized
geometry was attributed to the elimination of a leading edge
separation bubble that was causing a reduction in efficiency
and an increase in cyclic loading. For the 2nd test case, the
VAWT was given complete geometric flexibility as both the
blade shape and rotor solidity were allowed to change during
the optimization process. This resulted in a geometry that
achieved an efficiency 6% higher than the baseline NACA
0015 geometry. This increase in efficiency was a result of the
40% decrease in solidity coupled with the 58% increase in
thickness, leading to a slight phase shift in the torque and
higher overall peak performance. While this study is signif-
icant, it represents an initial step towards the development
of an operational VAWT utilizing an optimized blade cross-
section and requires further research and development.
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