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Abstract
In this paper, the initial value problems of singular fractional differential equations are
discussed. New criteria on the existence and uniqueness of solutions are obtained.
The well-known Picard iterative technique is then extended for fractional differential
equations which provides computable sequences that converge uniformly to the
solution of the problems discussed. We obtain not only the existence and uniqueness
of solutions for the problems, but we also establish iterative schemes for uniformly
approximating the solutions. Two examples are given to illustrate the main theorems.
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1 Introduction
Fractional differential equations have been proved to be new and valuable tools in the
modeling of many phenomena in various fields of engineering, physics, and economics.
We can find numerous applications in viscoelasticity, electrochemistry, control, and elec-
tromagnetism. There has been a significant development in fractional differential equa-
tions; see the text books [, ] and the references therein.
Consider the initial value problems (IVP) for the fractional differential equation

⎧⎨
⎩

cDα
t+
x = f (t,x(t)), t > t,

x(t) = x,
and

⎧⎨
⎩
Dα

t+
x = f (t,x(t)), t > t,

I–α
t+

x(t) = x,
()

where α ∈ (, ), x ∈ R, cDα
t+
is the fractional derivative in the sense of Caputo’s definition,

Dα
t+

is the fractional derivative in the sense of Riemann-Liouville’s definition, I–α
t+

is the
fractional integral in the sense of Riemann-Liouville’s definition, the function f is defined
on R×R. The local existence and uniqueness of solutions of IVP () were studied in [–].
Let a >  and b > , denote J = [t – a, t + a], J = [t, t + b], B = [x – b,x + b] and

E = J × B. In , Lakshmikantham and Vatsala [] gave the following existence result
for IVP ().

TheoremA ([]) Assume that f ∈ C(J ×B,R) and let |f (t,x)| ≤ M on J ×B. Then the IVP
() possesses at least one solution x(t) on [t, t + h], where h =min{a, ( b

M�(α + ))/α}.
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In , Lin [] obtained the following local existence results for IVP ().

Theorem B ([]) Assume that the function f : E → R satisfies the following conditions:
(H) f (t,x) is Lebesgue measurable with respect to t on J ;
(H) f (t,x) is continuous with respect to x on B;
(H) there exists a real-valued function m ∈ L(J) such that |f (t,x)| ≤ m(t) for almost

every t ∈ J and all x ∈ B.
Then, for / < α < , there at least exists a solution of the IVP () on the interval [t – h,

t + h] for some positive number h.

Theorem C ([]) All the assumptions of Theorem B hold. Assume that
(H) there exists a real-valued function μ ∈ L(J) such that |f (t,x) – f (t, y)| ≤ μ(t)|x – y|

for almost every t ∈ J and all x, y ∈ B.
Then, for / < α < , there exists a unique solution of the IVP () on [t – h, t + h] with

some positive number h.

In Remark . of [], it is mentioned that Theorems B and C could be generalized to the
case where α ∈ (, /) provided thatm is bounded on [t – a, t + a].
In , Zhou [] proved the following local existence results for IVP ().

Theorem D ([]) Assume that the function f : E → R satisfies the following conditions of
Caratheodory type:

(i) f (t,x) is Lebesgue measurable with respect to t on J ;
(ii) f (t,x) is continuous with respect to x on B;
(iii) there exist a constant β ∈ (,α) and a real-valued function m ∈ L/β (J) such that

|f (t,x)| ≤ m(t) for almost every t ∈ J and all x ∈ B.
Then, for α ∈ (, ), there at least exists a solution of the IVP () on the interval [t – h,

t + h], where h =min{a, ( b�(α)M ( α–β

–β
)–β )/(α–β)} and M = (

∫ t+a
t

(m(s))/β ds)β .

Theorem E ([]) All the assumptions of Theorem D hold. Assume that
(iv) there exist a constant γ ∈ (,α) and a real-valued function μ ∈ L/γ (J) such that

|f (t,x) – f (t, y)| ≤ μ(t)|x – y| for almost every t ∈ J and all x, y ∈ B.
Then, for α ∈ (, ), there exists a unique solution of the IVP () on the interval [t – h,

t + h], where h =min{a, ( b�(α)M
( α–γ

–γ
)–γ )/(α–γ )} and M = (

∫ t+a
t

(μ(s))/γ ds)γ .

One finds that the existence and uniqueness of solution of () were proved, but the it-
erative scheme for uniformly approximating the solutions of () was not given in [–].
Indeed, often it is very hard to solve fractional differential equations, so we do need a
numerical process that can approximate the solution.
Motivated by this reason, in this paper, by using some different methods and new tech-

niques, we obtain criteria on existence and uniqueness of solutions for the following IVPs:

⎧⎨
⎩

cDα
t+
x = f (t,x(t)), t > t,

x(t) = x,
()
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and
⎧⎨
⎩
Dα

t+
x = f (t,x(t)), t > t,

limt→t (t – t)–αx(t) = x,
()

where α ∈ (, ], x ∈ R is a initial value, the fractional derivative cDα
t+

is in the sense of
Caputo’s definition, Dα

t+
is in the sense of Riemann-Liouville’s definition, the function f

satisfies assumption given in Section  and may be singular at t = t.
A function x is said to be a solution of IVP () if there exists h >  such that x ∈ C[t,

t + h] satisfies the equation cDα
t+
x(t) = f (t,x(t)) a.e. on (t, t + h], and the condition

x(t) = x. A function x is said to be a solution of IVP () if there exists h >  such that
x ∈ C(t, t + h] satisfies the equation Dα

t+
x(t) = f (t,x(t)) a.e. on (t, t + h], and the condi-

tion limt→t (t – t)–αx(t) = x.
Our results improve/extend Theorems A, B, C, D and E by generalizing the restrictive

condition imposed on f .Without the assumption of the existence of lower and upper solu-
tion and the monotonic properties of f (t,x), we obtain not only the existence and unique-
ness of solutions for the problems, but also we establish iterative schemes for uniformly
approximating the solutions.
The remainder of the paper is organized as follows: the main results are given in Sec-

tion , examples are given in Section  and a conclusion is given in Section .

2 Main results
In this section, we prove our main results. Let the beta and gamma functions be defined,
respectively, by

�(x) =
∫ +∞


sx–e–s ds, B(x, y) =

∫ 


( – s)x–sy– ds, x > , y > .

Definition . ([]) The Riemann-Liouville fractional integral of order α >  of a function
f : (,∞)→ R is given by

Iα+f (t) =


�(α)

∫ t


(t – s)α–f (s)ds,

provided that the right-hand side exists.

Definition . ([]) The Riemann-Liouville fractional derivative of order α >  of a con-
tinuous function f : (,∞)→ R is given by

Dα
+ f (t) =


�(n – α)

dn

dtn

∫ t



f (s)
(t – s)α–n+

ds,

where n –  < α ≤ n, provided that the right-hand side is point-wise defined on (,∞).

Definition . ([]) The Caputo fractional derivative of order α >  of a continuous func-
tion f : (,∞) → R is given by

Dα
+ f (t) =


�(n – α)

∫ t



f (n)(s)
(t – s)α–n+

ds,

where n –  < α ≤ n, provided that the right-hand side is point-wise defined on (,∞).
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For a >  and b > , denote J = [t, t + a], J = (t, t + a], B = [x – b,x + b] and Bt =
{x : |x(t – t)–α – x| ≤ b} for t ∈ J. The following assumptions will be used in the main
results:
(A) (t,x)→ f (t,x) is defined on J × B and satisfies

(i) x → f (t,x) is continuous on B for all t ∈ J, t → f (t,x) is measurable on J for
all x ∈ B;

(ii) there exist k > –α andM ≥  such that |f (t,x)| ≤ M(t – t)k holds for all t ∈ J
and x ∈ B.

(A) (t,x)→ f (t, (t – t)α–x) is defined on J × Bt satisfies
(i) x → f (t, (t – t)α–x) is continuous on Bt for all t ∈ J, t → f (t, (t – t)α–x) is

measurable on J for all x ∈ Bt ;
(ii) there exist k > – andM ≥  such that |f (t, (t – t)α–x)| ≤ M(t – t)k holds for

all t ∈ J and x ∈ Bt .
Choose h =min{a, ( b

M
�(α)

B(α,k+) )
/(α+k)}. The first result is as follows:

Theorem . Suppose that (A) holds and there exist k > –α and L >  such that |f (t,x) –
f (t,x)| ≤ L(t – t)k|x – x| for all t ∈ (t, t + h] and x,x ∈ B. Then IVP () has a unique
solution φ defined on J = [t, t + h] and limn→∞ φn(t) with

φ(t) = x, t ∈ [t, t + h],

φn(t) = x +
∫ t

t

(t – s)α–

�(α)
f
(
s,φn–(s)

)
ds, t ∈ [t, t + h],n = , , . . . .

Choose h =min{a, ( b
M

�(α)
B(α,k+) )

/(+k)}. The second result is as follows.

Theorem . Suppose that (A) holds and there exist k > – and L >  such that |f (t,
(t – t)α–x) – f (t, (t – t)α–x)| ≤ L(t – t)k|x – x| for all t ∈ (t, t + h] and x,x ∈ B.
Then IVP () has a unique solution φ defined on (t, t +h] and φ(t) = (t–t)α– limn→∞(t–
t)–αφn(t) with

φ(t) = x(t – t)α–, t ∈ (t, t + h],

φn(t) = x(t – t)α– +
∫ t

t

(t – s)α–

�(α)
f
(
s,φn–(s)

)
ds, t ∈ (t, t + h],n = , , . . . .

Lemma . Suppose that (A) holds. Then x : [t, t + h] → R is a solution of IVP () if
and only if x : [t, t + h] → R is a solution of the following integral equation:

x(t) = x +
∫ t

t

(t – s)α–

�(α)
f
(
s,x(s)

)
ds. ()

Proof Suppose that x : [t, t + h] → R is a solution of IVP (). Since f is defined in J ×B,
then |x(t) – x| ≤ b for all t ∈ [t, t + h]. From (A), there exist k > –α and M ≥  such
that |f (t,x(t))| ≤ M(t – t)k for all t ∈ (t, t + h]. Then we have

∣∣∣∣
∫ t

t

(t – s)α–

�(α)
f
(
s,x(s)

)
ds

∣∣∣∣ ≤
∫ t

t

(t – s)α–

�(α)
Mr(s – t)k ds =Mr(t – t)α+k

B(α,k + )
�(α)

.
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It is easy to see that

x(t) = x +
∫ t

t

(t – s)α–

�(α)
f
(
s,x(s)

)
ds, t ∈ (t, t + h].

Since k > –α, then x ∈ C[t, t +h] is a solution of (). On the other hand, it is easy to see
that x : [t, t +h] → R is a solution of () implies that x is a solution of IVP () defined on
[t, t + h]. The proof is completed. �

Choose a Picard function sequence as

φ(t) = x, t ∈ [t, t + h],

φn(t) = x +
∫ t

t

(t – s)α–

�(α)
f
(
s,φn–(s)

)
ds, t ∈ [t, t + h],n = , , . . . .

Lemma . Suppose that (A) holds. Then φn is continuous on [t, t + h] and satisfies
|φn(t) – x| ≤ b.

Proof From (A), there exist k > –α andM ≥  such that |f (t,x)| ≤ M(t – t)k for all t ∈ J
and |x – x| ≤ b. If n = , then φ(t) = x +

∫ t
t

(t–s)α–
�(α) f (s,x)ds. Then

∣∣∣∣
∫ t

t

(t – s)α–

�(α)
f (s,x)ds

∣∣∣∣ ≤
∫ t

t

(t – s)α–

�(α)
M(s – t)k ds =M(t – t)α+k

B(α,k + )
�(α)

.

It is easy to see that φ ∈ C[t, t + h] and

∣∣φ(t) – x
∣∣ ≤ M(t – t)α+k

B(α,k + )
�(α)

≤ Mhα+k


B(α,k + )
�(α)

= b, t ∈ [t, t + h].

Now suppose that φn ∈ C[t, t + h] and |φn(t) – x| ≤ b for all t ∈ [t, t + h]. By

φn+(t) = x +
∫ t

t

(t – s)α–

�(α)
f
(
s,φn(s)

)
ds.

It is easy to see that φn+ ∈ C[t, t + h] and

∣∣φn+(t) – x
∣∣ ≤

∫ t

t

(t – s)α–

�(α)
M(s – t)k ds =M(t – t)α+k

B(α,k + )
�(α)

≤ Mhα+k


B(α,k + )
�(α)

≤ b.

So the result is correct when n+. Then by themathematical inductionmethod, the result
holds for all n. �

Lemma . Suppose that x > . Then �(x) = limm→+∞ mxm!
x(x+)(x+)···(x+m) .

Proof The proof can be found in [] and is omitted. �

http://www.advancesindifferenceequations.com/content/2014/1/102


Yang and Liu Advances in Difference Equations 2014, 2014:102 Page 6 of 17
http://www.advancesindifferenceequations.com/content/2014/1/102

Lemma . Suppose that (A) holds and there exists L >  such that |f (t,x) – f (t,x)| ≤
L(t – t)k|x – x| for all t ∈ (t, t + h] and x,x ∈ B. Then {φn(t)} is convergent uniformly
on [t, t + h].

Proof Consider

φ(t) +
[
φ(t) – φ(t)

]
+

[
φ(t) – φ(t)

]
+ · · · + [

φn(t) – φn–(t)
]
+ · · · , t ∈ [t, t + h].

We have by the proof of Lemma .

∣∣φ(t) – φ(t)
∣∣ ≤ M(t – t)α+k

B(α,k + )
�(α)

, t ∈ [t, t + h].

Now, we have by Lemma .

∣∣φ(t) – φ(t)
∣∣ ≤

∫ t

t

(t – s)α–

�(α)
∣∣f (s,φ(s)

)
– f

(
s,φ(s)

)∣∣ds

≤
∫ t

t

(t – s)α–

�(α)
L(s – t)k

∣∣φ(s) – φ(s)
∣∣ds

≤
∫ t

t

(t – s)α–

�(α)
L(s – t)kM(s – t)α+k

B(α,k + )
�(α)

ds

= LM
B(α,k + )

�(α)

∫ t

t

(t – s)α–

�(α)
(s – t)α+k ds

= LM
B(α,k + )

�(α)
B(α,α + k + )

�(α)
(t – t)α+k .

Now suppose that

∣∣φn+(t) – φn(t)
∣∣ ≤ LnM(t – t)(n+)α+(n+)k

n∏
i=

B(α, iα + (i + )k + )
�(α)

.

We have

∣∣φn+(t) – φn+(t)
∣∣

≤
∫ t

t

(t – s)α–

�(α)
∣∣f (s,φn+(s)

)
– f

(
s,φn(s)

)∣∣ds

≤
∫ t

t

(t – s)α–

�(α)
L(s – t)k

∣∣φn+(s) – φn(s)
∣∣ds

≤
∫ t

t

(t – s)α–

�(α)
L(s – t)kLnM(t – t)(n+)α+(n+)k

n∏
i=

B(α, iα + (i + )k + )
�(α)

ds

= Ln+M(t – t)(n+)α+(n+)k
n+∏
i=

B(α, iα + (i + )k + )
�(α)

.
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So the result is correct when n + . Then by the mathematical induction method, we get

∣∣φn+(t) – φn+(t)
∣∣ ≤ Ln+M(t – t)(n+)α+(n+)k

n+∏
i=

B(α, iα + (i + )k + )
�(α)

≤ Ln+Mh(n+)α+(n+)k

n+∏
i=

B(α, iα + (i + )k + )
�(α)

=MLn+h(n+)(α+k)

n+∏
i=

�(iα + (i + )k + )
�((i + )α + (i + )k + )

. ()

Consider

∞∑
n=

un =:
∞∑
n=

MLn+h(n+)(α+k)

n+∏
i=

�(iα + (i + )k + )
�((i + )α + (i + )k + )

.

By Lemma ., we get

un+
un

= Lhα+k


�((n + )α + (n + )k + )
�((n + )α + (n + )k + )

= Lhα+k


limm→+∞ m(n+)α+(n+)k+m!
((n+)α+(n+)k+)((n+)α+(n+)k+)···((n+)α+(n+)k++m)

limm→+∞ m(n+)α+(n+)k+m!
((n+)α+(n+)k+)((n+)α+(n+)k+)···((n+)α+(n+)k++m)

= Lhα+k
 lim

m→+∞

m(n+)α+(n+)k+m!
((n+)α+(n+)k+)((n+)α+(n+)k+)···((n+)α+(n+)k++m)

m(n+)α+(n+)k+m!
((n+)α+(n+)k+)((n+)α+(n+)k+)···((n+)α+(n+)k++m)

= Lhα+k
 lim

m→+∞m–α
((
(n + )α + (n + )k + 

)(
(n + )α + (n + )k + 

) · · ·

× (
(n + )α + (n + )k +  +m

))
/
((
(n + )α + (n + )k + 

)(
(n + )α + (n + )k + 

) · · ·
× (

(n + )α + (n + )k +  +m
))
.

One sees that

((n + )α + (n + )k + )((n + )α + (n + )k + ) · · · ((n + )α + (n + )k +  +m)
((n + )α + (n + )k + )((n + )α + (n + )k + ) · · · ((n + )α + (n + )k +  +m)

is bounded for allm, n. Then limn→∞ un+
un = . Then

∑∞
n= un is convergent. Hence

φ(t) +
[
φ(t) – φ(t)

]
+

[
φ(t) – φ(t)

]
+ · · · + [

φn(t) – φn–(t)
]
+ · · · , t ∈ [t, t + h]

is uniformly convergent. Then {φn(t)} is convergent uniformly on [t, t +h]. The proof is
complete. �

Lemma . Suppose that (A) holds and there exists L >  such that |f (t,x) – f (t,x)| ≤
L(t – t)k|x – x| for all t ∈ (t, t +h] and x,x ∈ B. Then φ(t) = limn→∞ φn(t) is a unique
continuous solution of () defined on [t, t + h].

http://www.advancesindifferenceequations.com/content/2014/1/102
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Proof By φ(t) = limn→∞ φn(t) and Lemma ., we see |φ(t) – x| ≤ b. Then

∣∣f (t,φn(t)
)
– f

(
t,φ(t)

)∣∣ ≤ L(t – t)k
∣∣φn(t) – φ(t)

∣∣, t ∈ (t, t + h].

It follows that

(t – t)–k
∣∣f (t,φn(t)

)
– f

(
t,φ(t)

)∣∣ ≤ L
∣∣φn(t) – φ(t)

∣∣ → 

uniformly as n→ ∞ on (t, t + h].

Hence

φ(t) = lim
n→∞φn(t) = lim

n→∞

[
x +

∫ t

t

(t – s)α–

�(α)
f
(
s,φn–(s)

)
ds

]

= x + lim
n→∞

∫ t

t

(t – s)α–

�(α)
f
(
s,φn–(s)

)
ds

= x + lim
n→∞

∫ t

t

(t – s)α–

�(α)
(s – t)k(s – t)–kf

(
s,φn–(s)

)
ds

= x +
∫ t

t

(t – s)α–

�(α)
(s – t)k lim

n→∞(s – t)–kf
(
s,φ(s)

)
ds

= x +
∫ t

t

(t – s)α–

�(α)
f
(
s,φ(s)

)
ds.

Then φ is a unique continuous solution of () defined on [t, t + h].
Suppose that ψ defined on [t, t + h] is also a solution of (). Then |ψ(t) – x| ≤ b for

all t ∈ [t, t + h] and

ψ(t) = x +
∫ t

t

(t – s)α–

�(α)
f
(
s,φ(s)

)
ds, t ∈ [t, t + h].

We need to prove that φ(t) ≡ ψ(t) on [t, t + h]. By (A), there exist k > –α and M ≥ 
such that |f (t,ψ(t))| ≤ M(t – t)k for all t ∈ (t, t + h]. Then

∣∣φ(t) –ψ(t)
∣∣ =

∣∣∣∣
∫ t

t

(t – s)α–

�(α)
f
(
s,ψ(s)

)
ds

∣∣∣∣
≤

∫ t

t

(t – s)α–

�(α)
M(s – t)k ds =M(t – t)α+k

B(α,k + )
�(α)

.

Furthermore, we have

∣∣φ(t) –ψ(t)
∣∣ =

∣∣∣∣
∫ t

t

(t – s)α–

�(α)
(
f
(
s,φ(s)

)
– f

(
s,ψ(s)

))
ds

∣∣∣∣
≤

∫ t

t

(t – s)α–

�(α)
L(s – t)k

∣∣φ(s) –ψ(s)
∣∣ds

≤
∫ t

t

(t – s)α–

�(α)
L(s – t)kM(s – t)α+k

B(α,k + )
�(α)

ds

= LM
B(α,k + )

�(α)
B(α,α + k + )

�(α)
(t – t)α+k .
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Now suppose that

∣∣φn(t) –ψ(t)
∣∣ ≤ LnM(t – t)(n+)α+(n+)k

n∏
i=

B(α, iα + (i + )k + )
�(α)

.

Then

∣∣φn+(t) –ψ(t)
∣∣

=
∣∣∣∣
∫ t

t

(t – s)α–

�(α)
(
f
(
s,φn(s)

)
– f

(
s,ψ(s)

))
ds

∣∣∣∣
≤

∫ t

t

(t – s)α–

�(α)
L(s – t)k

∣∣φn(s) –ψ(s)
∣∣ds

≤
∫ t

t

(t – s)α–

�(α)
L(s – t)kLnM(s – t)(n+)α+(n+)k

n∏
i=

B(α, iα + (i + )k + )
�(α)

ds

= Ln+M(t – t)(n+)α+(n+)k
n+∏
i=

B(α, iα + (i + )k + )
�(α)

.

Hence

∣∣φn+(t) –ψ(t)
∣∣ ≤ LnM(t – t)(n+)α+(n+)k

n∏
i=

B(α, iα + (i + )k + )
�(α)

≤ LnMh(n+)α+(n+)k

n∏
i=

B(α, iα + (i + )k + )
�(α)

= LnMh(n+)α+(n+)k

n∏
i=

�(iα + (i + )k + )
�((i + )α + (i + )k + )

.

From Lemma . and the proof of Lemma ., we have

∞∑
n=

LnMh(n+)α+(n+)k

n∏
i=

�(iα + (i + )k + )
�((i + )α + (i + )k + )

is convergent. Then

LnMh(n+)α+(n+)k

n∏
i=

�(iα + (i + )k + )
�((i + )α + (i + )k + )

→  as n→ ∞.

Then limn→∞ φn(t) = ψ(t) uniformly on [t, t + h]. Then φ(t) ≡ ψ(t). The proof is com-
plete. �

Proof of Theorem . From Lemma . and Lemma ., φ(t) = limn→∞ φn(t) is a unique
continuous solution of IVP () defined on [t, t + h]. The proof is ended. �
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Lemma . Suppose that (A) holds. Then x : [t, t + h] → R is a solution of IVP () if
and only if x : (t, t + h] → R is a solution of the following integral equation:

x(t) = x(t – t)α– +
∫ t

t

(t – s)α–

�(α)
f
(
s,x(s)

)
ds. ()

Proof Suppose that x : (t, t +h] → R is a solution of IVP (). Then |(t– t)–α|x(t)–x| ≤
b for all t ∈ (t, t + h]. From (A), there exist k > – andM ≥  such that

∣∣f (t,x(t))∣∣ = ∣∣f (t, (t – t)α–(t – t)–αx(t)
)∣∣ ≤ M(t – t)k for all t ∈ (t, t + h].

Then we have

∣∣∣∣
∫ t

t

(t – s)α–

�(α)
f
(
s,x(s)

)
ds

∣∣∣∣ ≤
∫ t

t

(t – s)α–

�(α)
M(s – t)k ds =M(t – t)α+k

B(α,k + )
�(α)

.

Then

lim
t→t

(t – t)–α

∫ t

t

(t – s)α–

�(α)
f
(
s,x(s)

)
ds = .

It is easy to see that

x(t) = x(t – t)α– +
∫ t

t

(t – s)α–

�(α)
f
(
s,x(s)

)
ds, t ∈ (t, t + h].

Since k > –, then x ∈ C(t, t + h] is a solution of (). On the other hand, it is easy to see
that x : [t, t + h] → R is a solution of () implies that x is a solution of IVP () defined
on [t, t + h]. The proof is completed. �

Choose Picard function sequence as

φ(t) = x(t – t)α–, t ∈ (t, t + h],

φn(t) = x(t – t)α– +
∫ t

t

(t – s)α–

�(α)
f
(
s,φn–(s)

)
ds, t ∈ (t, t + h],n = , , . . . .

Lemma . Suppose that (A) holds. Then φn is continuous on (t, t + h] and satisfies
|(t – t)–αφn(t) – x| ≤ b.

Proof From (A), there exist k > – and M ≥  such that |f (t, tα–x)| ≤ M(t – t)k for all
t ∈ J and |x(t – t)–α – x| ≤ b. If n = , then φ(t) = x(t – t)α– +

∫ t
t

(t–s)α–
�(α) f (s,xsα–)ds.

Then

∣∣∣∣
∫ t

t

(t – s)α–

�(α)
f
(
s,φ(s)

)
ds

∣∣∣∣ ≤
∫ t

t

(t – s)α–

�(α)
M(s – t)k ds =M(t – t)α+k

B(α,k + )
�(α)

.
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It is easy to see that φ ∈ C(t, t + h] and

∣∣(t – t)–αφ(t) – x
∣∣ ≤ (t – t)–αM(t – t)α+k

B(α,k + )
�(α)

≤ Mh+k
B(α,k + )

�(α)
= b, t ∈ [t, t + h].

Now suppose that φn ∈ C[t, t + h] and |(t – t)–αφn(t) – x| ≤ b for all t ∈ [t, t + h].
By

φn+(t) = x(t – t)α– +
∫ t

t

(t – s)α–

�(α)
f
(
s,φn(s)

)
ds.

It is easy to see that φn+ ∈ C(t, t + h] and

∣∣(t – t)–αφn+(t) – x
∣∣ ≤ (t – t)–α

∫ t

t

(t – s)α–

�(α)
M(s – t)k ds

=M(t – t)+k
B(α,k + )

�(α)
≤ Mh+k

B(α,k + )
�(α)

≤ b.

So the result is correct when n+. Then by themathematical inductionmethod, the result
holds for all n. �

Lemma . Suppose that (A) holds and there exists L >  such that |f (t, (t – t)α–x) –
f (t, (t – t)α–x)| ≤ L(t – t)k|x – x| for all t ∈ (t, t + h] and x,x ∈ Bt . Then {(t –
t)–αφn(t)} is convergent uniformly on [t, t + h].

Proof Consider

(t – t)–αφ(t) + (t – t)–α
[
φ(t) – φ(t)

]
+ · · · + (t – t)–α

[
φn(t) – φn–(t)

]
+ · · · ,

t ∈ [t, t + h].

We have by the proof of Lemma .

(t – t)–α
∣∣φ(t) – φ(t)

∣∣ ≤ M(t – t)+k
B(α,k + )

�(α)
, t ∈ [t, t + h].

Now, we have by Lemma . that

(t – t)–α
∣∣φ(t) – φ(t)

∣∣ ≤ (t – t)–α

∫ t

t

(t – s)α–

�(α)
∣∣f (s,φ(s)

)
– f

(
s,φ(s)

)∣∣ds

≤ (t – t)–α

∫ t

t

(t – s)α–

�(α)
L(s – t)k

∣∣φ(s) – φ(s)
∣∣ds

≤ (t – t)–α

∫ t

t

(t – s)α–

�(α)
L(s – t)kM(s – t)+k

B(α,k + )
�(α)

ds

= LM
B(α,k + )

�(α)
(t – t)–α

∫ t

t

(t – s)α–

�(α)
(s – t)+k ds

= LM
B(α,k + )

�(α)
B(α, k + )

�(α)
(t – t)+k .
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Now suppose that

(t – t)–α
∣∣φn+(t) – φn(t)

∣∣ ≤ LnM(t – t)(n+)+(n+)k
n∏
i=

B(α, (i + )(k + ))
�(α)

.

We have

(t – t)–α
∣∣φn+(t) – φn+(t)

∣∣
≤ (t – t)–α

∫ t

t

(t – s)α–

�(α)
∣∣f (s,φn+(s)

)
– f

(
s,φn(s)

)∣∣ds

≤ (t – t)–α

∫ t

t

(t – s)α–

�(α)
L(s – t)k

∣∣φn+(s) – φn(s)
∣∣ds

≤ (t – t)–α

∫ t

t

(t – s)α–

�(α)
L(s – t)kLnM(t – t)(n+)+(n+)k

n∏
i=

B(α, (i + )(k + ))
�(α)

ds

= Ln+M(t – t)(n+)+(n+)k
n+∏
i=

B(α, (k + )(i + ))
�(α)

.

So the result is correct when n + . Then by the mathematical induction method, we get

(t – t)–α
∣∣φn+(t) – φn+(t)

∣∣ ≤ Ln+M(t – t)(n+)+(n+)k
n+∏
i=

B(α, (k + )(i + ))
�(α)

≤ Ln+Mh(n+)+(n+)k

n+∏
i=

B(α, (k + )(i + ))
�(α)

=MLn+h(n+)(+k)

n+∏
i=

�((k + )(i + ))
�(α + (i + )(k + ))

. ()

Consider

∞∑
n=

un =:
∞∑
n=

MLn+h(n+)(+k)

n+∏
i=

�((k + )(i + ))
�(α + (i + )(k + ))

.

By a similar method to the one used in the proof of Lemma ., we get

un+
un

= Lhα+k


�((n + )(k + ))
�(α + (n + )(k + ))

→  as n → ∞.

Then
∑∞

n= un is convergent. Hence

(t – t)–αφ(t) + (t – t)–α
[
φ(t) – φ(t)

]
+ · · · + (t – t)–α

[
φn(t) – φn–(t)

]
+ · · · ,

t ∈ [t, t + h]

is uniformly convergent. Then {(t – t)–αφn(t)} is convergent uniformly on [t, t + h].
The proof is complete. �
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Lemma . Suppose that (A) holds and there exists L >  such that |f (t, (t – t)α–x) –
f (t, (t – t)α–x)| ≤ L(t – t)k|x – x| for all t ∈ (t, t + h] and x,x ∈ Bt . Then φ(t) = (t –
t)α– limn→∞(t – t)–αφn(t) is a unique continuous solution of () defined on [t, t + h].

Proof By φ(t) = (t – t)α– limn→∞(t – t)–αφn(t) and Lemma ., we see (t – t)–α|φ(t) –
x| ≤ b. Then

∣∣f (t,φn(t)
)
– f

(
t,φ(t)

)∣∣ ≤ L(t – t)k(t – t)–α
∣∣φn(t) – φ(t)

∣∣, t ∈ (t, t + h].

It follows that

(t – t)–k
∣∣f (t,φn(t)

)
– f

(
t,φ(t)

)∣∣ ≤ L(t – t)–α
∣∣φn(t) – φ(t)

∣∣ → 

uniformly as n→ ∞ on (t, t + h].

Hence

(t – t)–αφ(t) = lim
n→∞φn(t) = lim

n→∞

[
x + (t – t)–α

∫ t

t

(t – s)α–

�(α)
f
(
s,φn–(s)

)
ds

]

= x + lim
n→∞(t – t)–α

∫ t

t

(t – s)α–

�(α)
f
(
s,φn–(s)

)
ds

= x + (t – t)–α lim
n→∞

∫ t

t

(t – s)α–

�(α)
(s – t)k(s – t)–kf

(
s,φn–(s)

)
ds

= x + (t – t)–α

∫ t

t

(t – s)α–

�(α)
(s – t)k lim

n→∞(s – t)–kf
(
s,φn–(s)

)
ds

= x + (t – t)–α

∫ t

t

(t – s)α–

�(α)
f
(
s,φ(s)

)
ds.

It follows that

φ(t) = x(t – t)α– +
∫ t

t

(t – s)α–

�(α)
f
(
s,φ(s)

)
ds.

Then φ is a unique continuous solution of () defined on [t, t + h].
Suppose that ψ defined on (t, t + h] is also a solution of (). Then (t – t)–α|ψ(t)| ≤ b

for all t ∈ (t, t + h] and

ψ(t) = x(t – t)α– +
∫ t

t

(t – s)α–

�(α)
f
(
s,φ(s)

)
ds, t ∈ (t, t + h].

We need to prove that φ(t) ≡ ψ(t) on (t, t + h]. By (A), there exist k > – and M ≥ 
such that

∣∣f (t,ψ(t)
)∣∣ = ∣∣f (t, (t – t)α–(t – t)–αψ(t)

)∣∣ ≤ M(t – t)k for all t ∈ (t, t + h].
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Then

(t – t)–α
∣∣φ(t) –ψ(t)

∣∣ = (t – t)–α

∣∣∣∣
∫ t

t

(t – s)α–

�(α)
f
(
s,ψ(s)

)
ds

∣∣∣∣
≤ (t – t)–α

∫ t

t

(t – s)α–

�(α)
M(s – t)k ds

=M(t – t)+k
B(α,k + )

�(α)
.

Furthermore, we have

(t – t)–α
∣∣φ(t) –ψ(t)

∣∣ = (t – t)–α

∣∣∣∣
∫ t

t

(t – s)α–

�(α)
(
f
(
s,φ(s)

)
– f

(
s,ψ(s)

))
ds

∣∣∣∣
≤ (t – t)–α

∫ t

t

(t – s)α–

�(α)
L(s – t)k

∣∣φ(s) –ψ(s)
∣∣ds

≤ (t – t)–α

∫ t

t

(t – s)α–

�(α)
L(s – t)kM(s – t)+k

B(α,k + )
�(α)

ds

= LM
B(α,k + )

�(α)
B(α, k + )

�(α)
(t – t)+k .

Now suppose that

(t – t)–α
∣∣φn(t) –ψ(t)

∣∣ ≤ LnM(t – t)(n+)(k+)
n∏
i=

B(α, (k + )(i + ))
�(α)

.

Then

(t – t)–α
∣∣φn+(t) –ψ(t)

∣∣
= (t – t)–α

∣∣∣∣
∫ t

t

(t – s)α–

�(α)
(
f
(
s,φn(s)

)
– f

(
s,ψ(s)

))
ds

∣∣∣∣
≤ (t – t)–α

∫ t

t

(t – s)α–

�(α)
L(s – t)k

∣∣φn(s) –ψ(s)
∣∣ds

≤ (t – t)–α

∫ t

t

(t – s)α–

�(α)
L(s – t)kLnM(s – t)(n+)(k+)

n∏
i=

B(α, (k + )(i + ))
�(α)

ds

= Ln+M(t – t)(n+)(k+)
n+∏
i=

B(α, (k + )(i + ))
�(α)

.

Hence

(t – t)–α
∣∣φn+(t) –ψ(t)

∣∣ ≤ LnM(t – t)(n+)(k+)
n∏
i=

B(α, (k + )(i + ))
�(α)

≤ LnMh(n+)(k+)

n∏
i=

B(α, (k + )(i + ))
�(α)

= LnMh(n+)(k+)

n∏
i=

�((k + )(i + ))
�(α + (i + )(k + ))

.
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From a similar method to the one used in the proof of Lemma . and the proof of
Lemma ., we find that

∞∑
n=

LnMh(n+)(k+)

n∏
i=

�((k + )(i + ))
�(α + (k + )(i + ))

is convergent. Then

LnMh(n+)(k+)

n∏
i=

�((k + )(i + ))
�(α + (i + )(k + ))

→  as n→ ∞.

Then limn→∞(t – t)–αφn(t) = (t – t)–αψ(t) uniformly on [t, t + h]. Then φ(t) ≡ ψ(t)
on (t, t + h]. The proof is complete. �

Proof of Theorem . From Lemma . and Lemma ., φ(t) = (t – t)α– limn→∞(t –
t)–αφn(t) is a unique continuous solution of IVP () defined on (t, t + h]. The proof
is ended. �

3 Examples
In this section, we present two examples to illustrate the main theorems proved in Sec-
tion .

Example . Consider the following IVP:

⎧⎨
⎩

cD/
+ x = t–/( + x(t)), t > ,

x() = .
()

Choose a = , b = . Corresponding to IVP (), we have α = /, x = , and f (t,x) =
t–/(+x) with k = –/. Using Theorem ., we haveM =maxt∈[,],x∈[–,] t–kf (t,x) = .
So

h =min

{
a,

(
b
M

�(α)
B(α,k + )

)/(α+k)}
=min

{
,

(



�(/)
B(/, /)

)}
.

Then IVP () has a unique solution φ(t) = limn→∞ φn(t) defined on [,h] with

φ(t) = , t ∈ [,h],

φn(t) =  +
∫ t



(t – s)–/

�(/)
s–/

[
 + φn–(s)

]
ds, t ∈ [,h],n = , , . . . .

Example . Consider the following IVP:

⎧⎨
⎩
D/

+ x = t–/[ + t(x(t))], t > ,

limt→ t/x(t) = .
()

Choose a = , b = . Corresponding to IVP (), we have α = /, x = , and f (t,x) =
t–/( + tx) WITH K = –/. Using Theorem ., we have M = maxt∈[,],x∈[–,] t–k ×

http://www.advancesindifferenceequations.com/content/2014/1/102
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f (t, tα–x) = . So

h =min

{
a,

(
b
M

�(α)
B(α,k + )

)/(+k)}
=min

{
,

(



�(/)
B(/, /)

)}
.

Then IVP () has a unique solution φ(t) = t–/ limn→∞ t/φn(t) defined on [,h] with

φ(t) = xt–/, t ∈ (,h],

φn(t) = t–/ +
∫ t



(t – s)–/

�(/)
s–/

[
 +

(
φn–(s)

)]ds, t ∈ (,h],n = , , . . . .

4 Conclusions
In this paper, the initial value problems of fractional differential equations are discussed
and new criteria on local existence and uniqueness of solutions are obtained. The well-
known Picard iterative technique is then extended for fractional differential equations
which provides computable sequences that converge uniformly to the solution of the prob-
lem. We obtain not only the existence and uniqueness of solutions for the problems, but
we also establish iterative schemes for approximating the solutions. An example is given
to illustrate the main theorems.

Remark . Theorem . improves essentially Theorems D and E by generalizing the re-
strictive condition imposed on f . Theorem . improves the main results in [, , ] by re-
moving the assumption that the upper and lower solutions exist. In Theorems . and .,
t → f (t,x) or t → f (t, (t – t)α–x) may singular at t = t (see (A) and (A)).

Remark . In (A), wemay chooseM =maxt∈[t,t+a],x∈B(t– t)–kf (t,x) if (t– t)–kf (t,x) is
continuous on J ×B. In (A), onemay chooseM =maxt∈[t,t+a],x∈B(t– t)–kf (t, (t– t)α–x)
if (t – t)–kf (t, (t – t)α–x) is continuous on J × B.
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