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Abstract

The classical Ważewski theorem claims that the condition pij ≤ 0, j ≠ i, i, j =1,...,n, is
necessary and sufficient for non-negativity of all the components of solution vector

to a system of the inequalities x′(t) +
∑n

j=1
pij(t)x(t) ≥ 0, xi (0) ≥ 0, i =1, ..., n.

Although this result was extent on various boundary value problems and on delay
differential systems, analogs of these heavy restrictions on non-diagonal coefficients
pij preserve in all assertions of this sort. It is clear from formulas of the integral
representation of the general solution that these theorems claim actually the
positivity of all elements of Green’s matrix. The method to compare only one
component of the solution vector, which does not require such heavy restrictions, is
proposed in this article. Note that comparison of only one component of the
solution vector means the positivity of elements in a corresponding row of Green’s
matrix. Necessary and sufficient conditions of this fact are obtained in the form of
theorems about differential inequalities. It is demonstrated that the sufficient
conditions of positivity of the elements in the nth row of Green’s matrix, proposed in
this article, cannot be improved in corresponding cases. The main idea of our
approach is to construct a first order functional differential equation for the nth
component of the solution vector and then to use assertions, obtained recently for
first order scalar functional differential equations. This demonstrates the importance
to study scalar equations written in a general operator form, where only properties
of the operators and not their forms are assumed. Note that in some cases the
sufficient conditions, obtained in the article, does not require any smallness of the
interval [0, ω], where the system is considered.
Mathematics Subject Classification 2000: 34K06; 34K10.
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1. Introduction
Consider the following system of functional differential equations

(Mix)(t) ≡ x
′
i(t) +

n∑
j=1

(Bijxj)(t) = fi(t), t ∈ [0, ω], i = 1, . . . ,n, (1:1)
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subjected to the periodic conditions

xi(0) = xi(ω) + ci, i = 1, . . . ,n, (1:2)

where x = col(x1,...,xn), Bij : C[0, ω] ® L[0, ω], i, j =1, ..., n, are linear bounded operators,

C[0, ω] and L[0, ω] are the spaces of continuous and summable functions y : [0,ω] ® R1,

respectively, fi Î L[0, ω], ci Î R1 , i = 1, ..., n.

The operators Bij can be, for example, of the following forms:

(Bijx)(t) =
m∑
k=1

pkij(t)x(hk(t)), t ∈ [0, ω],

(Bijx)(t) =

ω∫
0

Kij(t, s)x(s)ds, t ∈ [0, ω],

and also their linear combinations or superpositions are allowed, where

pkij : [0, ω] → R1, hk : [0, ω] ® [0, ω], and Kij : [0, ω] × [0, ω] ® R1 are suitable

functions.

If the homogeneous periodic problem

(Mix)(t) = 0, t ∈ [0, ω], i = 1, . . . ,n, (1:3)

xi(0) = xi(ω), i = 1, . . . ,n, (1:4)

has only the trivial solution, then the boundary value problem (1.1), (1.2) has for

each f = col(f1, ..., fn) with fi Î L[0,ω] and c = col(c1, ..., cn) with ci Î R1 , i =1, ..., n, a

unique solution x, which has the following representation [1] (see also [2,3])

x(t) =

ω∫
0

G(t, s)f (s)ds + X(t)c, t ∈ [0, ω], (1:5)

where the n × n matrix G(t, s) is called Green’s matrix of periodic problem (1.1),

(1.4) and the n × n matrix X(t) is the fundamental matrix of the system (1.3) such that

X(0)−X(ω)= E, where E is the unit n × n matrix. It is clear from the solution represen-

tation (1.5) that the matrices G(t, s) and X(t) determine all properties of solutions.

The following property is the basis of the approximate integration method by

Tchaplygin [4]: from the conditions

(Mix)(t) ≥ (Miy)(t), t ∈ [0, ω], i = 1, . . . ,n, lx ≥ ly, (1:6)

where l : Cn
[0,ω] → Rn is a linear bounded functional, it follows that

xi(t) ≥ yi(t), t ∈ [0, ω], i = 1, . . . ,n. (1:7)

Series of articles, started with the known article by Luzin [5], were devoted to the

various aspects of Tchaplygin’s approximate method. The monograph by Lakshmikan-

tham and Leela [6] was one of important in this area. In the book by Krasnosel’skii

et al. [7], which was devoted to approximate methods for operator equations, property

(1.6) ⇒ (1.7) was also essentially used. These ideas have been developing in scores of

books on the monotone technique for approximate solution of boundary value pro-

blems for systems of differential equations. Note in this connection the works by
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Kiguradze and Půža [3,8,9]. From formula of solution representation (1.5) it is clear

that property (1.6) ⇒ (1.7) with lx ≡ x(0)−x(ω) is true if and only if all elements of the

matrices G(t, s) and X(t) are non-negative.

As a particular case of system (1.1) let us consider the following system

x′
i(t) +

n∑
j=1

pij(t)xj(hij(t)) = fi(t), t ∈ [0, ω], i = 1, . . . ,n, (1:8)

where pij Î L[0, ω] and hij : [0, ω] ® [0, ω] are measurable functions. The classical

Ważewski’s [10] theorem claims that the condition

pij(t) ≤ 0, t ∈ [0, ω], i, j = 1, . . . ,n, i �= j, (1:9)

is necessary and sufficient for the property (1.6) ⇒ (1.7) with lx ≡ x(0) for system of

ordinary differential equations

x
′
i(t) +

n∑
j=1

pij(t)xj(t) = fi(t), t ∈ [0, ω], i = 1, . . . ,n.

Extensions of this Ważewski’s theorem on various boundary value problems with

functional differential equations and boundary conditions were obtained in [3] which

defines the modern level in this topic. But all these results are based on analogs of

condition (1.9), which, of course, are close to necessary conditions for the property

(1.6) ⇒ (1.7).

In many problems in practice one needs to compare only one component of solution

vector. Let us change the formulation and focus our attention upon the problem of

comparison for only one of the components of solution vector. Let ki be either 1 or 2.

In this article we consider the following property: when from the conditions

(−1)ki[(Mix)(t) − (Miy)(t)] ≥ 0, t ∈ [0, ω], i = 1, . . . ,n, lx = ly (1:10)

it does follow that, for a fixed r Î {1,...,n}, the components xr and yr of vectors x and

y satisfy the inequality

xr(t) ≥ yr(t), t ∈ [0, ω]. (1:11)

This property is a weakening of the property (1.6) ⇒ (1.7) and, as we will obtain

below, leads to essentially less hard limitations on the given system. From formula of

solution’s representation (1.5) it follows that this property is reduced to sign-constancy

of all elements standing only in the rth row of Green’s matrix.

The article is built as follows. Auxiliary results on positivity (negativity) of Green’s

matrices in the case when all nondiagonal operators Bij (i ≠ j, i, j =1, ..., n) are negative

(positive) are obtained in Section 2. In Theorem 2.1 the results of this sort are pre-

sented as three equivalent facts: the first of them is an assertion about differential

inequality, the second–about positivity (negativity) of elements of Green’s matrix, and

the third–about the spectral radius of a corresponding auxiliary operator. In Theorem

2.2 we choose a constant vector as a test vector function, that simplifies the assertion

about differential inequalities and allows us to obtain then estimates of elements of

Green’s matrix.
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The main results of this article about positivity or negativity of elements in the nth

row of Green’s matrix are formulated in Section 3. General assertions are presented in

Theorems 3.1 and 3.2. In Corollary 3.1 we avoid assumptions about positivity (negativ-

ity) of Green’s functions of auxiliary equations and formulate all assumptions in the

form of simple algebraic inequalities.

The proofs of formulated assertions of Sections 2 and 3 are presented in Section 4.

The main idea of our approach is to construct a corresponding scalar functional differ-

ential equation of the first order

x
′
n(t) + (Bxn)(t) = f ∗(t), t ∈ [0, ω], (1:12)

for nth component of a solution vector, where B : C[0,ω] ® L[0,ω] is a linear continu-

ous operator, f* Î L[0,ω]. This equation is built in Section 4 [11,12]. Then the technique

of analysis of the first order scalar functional differential equations, developed, for

example, in the works [13,14], is used. On this basis we prove assertions of Section 3.

The results about positivity and negativity of elements of Green’s matrices of second

order systems with deviating arguments are presented in Section 5.

Note that results of this sort for the Cauchy problem (i.e., if lx ≡ x(0)) and Volterra

(according to Tikhonov’s definition) operators Bij : C[0,ω] ® L[0,ω] were proposed in the

recent article [11], where the obtained operator B : C[0,ω] ® L[0,ω] became a Volterra

operator. In this article we consider the periodic problem that implies that the operator

B : C[0,ω] ® L[0,ω] is not a Volterra one even in the case when all Bij : C[0,ω] ® L[0,ω], i,

j =1, ..., n, are Volterra operators.

For our purpose we recall that the Tikhonov’s definition can be generalised in the

following manner: An operator B : C[0,ω] ® L[0,ω] is called 0-Volterra, respectively ω-

Volterra, if (Bx)(t) = 0 for t Î [0, c], respectively for t Î [c, ω], whenever c Î [0, ω]

and x(t) = 0 for t Î [0, c], respectively for t Î [c, ω].

2. Positivity of Green’s matrices of systems of FDEs–auxiliary assertions
In this section we consider the inhomogeneous system (1.1) with the homogeneous

boundary conditions (1.4), where as above the operators Bij : C[0,ω] ® L[0,ω] are sup-

posed to be linear and bounded.

Assuming that, for any i = 1, ..., n, the scalar periodic problem

x′
i(t) + (Biixi)(t) = fi(t), t ∈ [0, ω], (2:1)

xi(0) = xi(ω), (2:2)

is uniquely solvable for every fi Î L[0, ω], we define the operator R : Cn
[0,ω] → Cn

[0,ω]

acting in the space of n-dimensional vector functions with continuous elements xi : [0,

ω] ® R1 endowed with the norm ||x||Cn
[0,ω]

= max
1≤i≤n

max
t∈[0,ω]

|xi(t)| as follows:

(Rx)(t) = col

⎛
⎝−

ω∫
0

gi(t, s)
n∑

j=1,j�=i
(Bijxj)(s)ds

⎞
⎠

n

i=1

, t ∈ [0, ω], (2:3)

where gi(t, s) denotes Green’s function of the problem (2.1), (2.2).

Note that properties of Green’s functions are studied in the book [1], where foundations

of the general theory of functional differential equations are established. It was obtained
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that gi(·, s) is absolutely continuous for almost every (a.e.) s Î [0, ω] on each of the inter-

vals [0, s) and (s, ω]. Below, talking, for example, about positivity of Green’s function in

the rectangle t, s Î [0, ω], we actually mean gi(t, s) > 0 for t Î [0, ω] and a.e. s Î [0, ω].

Analogously, if we say that Green’s functions gi(t, s) for 1 = 1, ..., n preserve their signs, we

mean that for every i either gi(t, s) ≥ 0 or gi(t, s) ≤ 0 for t Î [0, ω] and a.e. s Î [0, ω].

The following assertion follows from Theorem 3.1 of the article [11], similar results

can be found also in the monograph [3].

Theorem 2.1. Let the following conditions be fulfilled:

(1) Green’s functions gi(t, s), i =1, ..., n, of n scalar periodic problems (2.1), (2.2) exist,

preserve their signs and are such that

ω∫
0

|gi(t, s)|ϕ(s)ds > 0, t ∈ [0, ω], (2:4)

for each positive measurable essentially bounded function �,

(2) the non-diagonal operators Bij, i, j =1, ..., n, i ≠ j, are positive or negative such that

the operator R : Cn
[0,ω] → Cn

[0,ω]determined by the formula (2.3) is positive.

Then the following assertions are equivalent:

(a) there exists a vector function v ∈ Cn
[0,ω]with positive absolutely continuous compo-

nents vi : [0, ω] ® (0, +∞) such that

ω∫
0

gi(t, s)(Miv)(s)ds > 0, t ∈ [0, ω], i = 1, . . . ,n, (2:5)

(b) boundary value problem (1.1) and (1.4) is uniquely solvable for each right hand

side f = col(f1, ..., fn) such that fi Î L[0, ω], i =1, ..., n, and the elements Gij(t, s), i, j = 1,

..., n, of its Green’s matrix G(t, s) preserve their signs and satisfy the inequality

gi(t, s)Gij(t, s) ≥ 0, t, s ∈ [0, ω], (2:6)

while

|Gii(t, s)| ≥ |gi(t, s)|, t, s ∈ [0, ω],

for i, j =1, ..., n,

(c) the spectral radius of the operatorR : Cn
[0,ω] → Cn

[0,ω]is less than one.

The following assertion follows from Theorem 2.1 if we set v(t) ≡ col(z1, ..., zn) as a

constant vector with positive components.

Theorem 2.2. Let the following conditions be fulfilled:

(1) Green’s functions gi(t, s), i =1, ..., n, of n scalar periodic problems (2.1), (2.2) exist,

are non-negative (respectively, non-positive), and satisfy inequality (2.4) for each positive

measurable essentially bounded function �,

(2) all non-diagonal operators Bij, i, j =1, ..., n, i ≠ j, are negative (respectively,

positive),

(3) there exists a vector z = col(z1, ..., zn) with all positive components such that

n∑
j=1

(Bijzj)(t)n ≥ 1, t ∈ [0, ω], i = 1, . . . ,n, (2:7)
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respectively,

n∑
j=1

(Bijzj)(t)n ≤ −1, t ∈ [0, ω], i = 1, . . . ,n. (2:8)

Then boundary value problem (1.1), (1.4) is uniquely solvable for each right hand side

f = col(f1, ..., fn), all elements Gij(t, s), i, j = 1, ..., n, of its Green’s matrix G(t, s) are non-

negative (respectively, non-positive) and the following inequalities

ω∫
0

n∑
j=1

|Gij(t, s)|ds ≤ zi, t ∈ [0, ω], i = 1, ... , n. (2:9)

hold.

Remark 2.1. It is clear that assumption (3) in Theorem 2.2 is fulfilled if and only if

there exists a vector z̄ = col (z̄1, . . . , z̄n) with all positive components and ε > 0 such

that

n∑
j=1

(Bijz̄j)(t) ≥ ε, t ∈ [0, ω], i = 1, . . . ,n, (2:10)

respectively,

n∑
j=1

(Bijz̄j)(t) ≤ −ε, t ∈ [0, ω], i = 1, . . . ,n.

For system with argument deviations (1.8), the condition (2.10) looks as the following

one

n∑
j=1

pij(t)z̄j ≥ ε, t ∈ [0, ω], i = 1, . . . ,n, (2:11)

that coincides with the fact that P(t) = {pij(t)}ni,j=1 is M-matrix (see [15]).

If we set z̄j = 1 for j = 1, ..., n, then we get

n∑
j=1

pij(t) ≥ ε, t ∈ [0, ω], i = 1, . . . , n,

which can be interpreted as the main diagonal dominance and condition (2.11) as its

generalization.

Remark 2.2. If instead of assumption (3) in Theorem 2.2 we assume that there exists

a constant matrix Y = {yij}ni,j=1 with non-negative components possessing the property

n∑
j=1

yij > 0, i = 1, ... , n, (2:12)

such that

n∑
k=1

(Bikykj)(t) ≥ δij, t ∈ [0, ω], i, j = 1, . . . ,n, (2:13)
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respectively,

n∑
k=1

(Bikykj)(t) ≤ −δij, t ∈ [0, ω], i, j = 1, . . . ,n, (2:14)

where

δij =
{
1 if i = j,
0 if i �= j,

(2:15)

then the elements Gij(t, s), i, j =1, ..., n, of the Green’s matrix G(t, s) satisfy the

inequalities

ω∫
0

|Gij(t, s)|ds ≤ yij, t ∈ [0, ω], i, j = 1, . . . ,n. (2:16)

Notation 2.1. Let B : C[0,ω] ® L[0,ω] be a linear operator. For any t Î [0, ω] define

the sets

H∗(t) = {z ∈ [0, ω] : x ∈ C[0,ω], x(s) = 0, s ∈ [z, ω] ⇒ (Bx)(t) = 0}

and

H∗(t) = {z ∈ [0, ω] : x ∈ C[0,ω], x(s) = 0, s ∈ [0, z] ⇒ (Bx)(t) = 0}.

Note that it can be shown that the sets H*(t) and H*(t) are nonempty for almost

every t Î [0, ω] and thus we can define

h∗(t) = supH∗(t) for almost every t ∈ [0, ω]

and

h∗(t) = infH∗(t) for almost every t ∈ [0, ω].

Corollary 2.1. Let the following conditions be fulfilled:

(1) the operators Bii, i = 1, ..., n, admit the representation Bii = B+
ii − B−

ii , where
B+
ii,B

−
ii : C[0,ω] → L[0,ω]are linear positive operators, and at least one of the following

assumptions (1a) or (1b) is satisfied:

(a)B+
ii,B

−
ii , i = 1, . . . ,n, are 0-Volterra operators,

(Bii1)(t) ≥ 0, t ∈ [0, ω], Bii1 �≡ 0, i = 1, . . . , n

and

t∫
h+ii∗(t)

(B+
ii1)(s)ds ≤ 1

e
, t ∈ [0, ω], i = 1, . . . ,n, (2:17)

(b) the inequalities

||B+
ii1||L < 1, ||B−

ii 1||L < 1, (2:18)

and
∥∥B−

ii 1
∥∥
L

1 − ∥∥B−
ii 1

∥∥
L

<
∥∥B+

ii1
∥∥
L (2:19)
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hold for i = 1, ..., n,

(2) all non-diagonal operators Bij, i, j = 1, ..., n, i ≠ j, are negarive,

(3) there exists a vector z = col(z1, ..., zn) with all positive components such that (2.7)

holds.

Then boundary value problem (1.1), (1.4) is uniquely solvable for each right hand side

f = col(f1, ..., fn), all elements Gij(t, s), i, j = 1, ..., n, of its Green’s matrix G(t, s) are non-

negative and

ω∫
0

n∑
j=1

Gij (t, s) ds ≤ zi, t ∈ [0,ω] , i = 1, . . . ,n. (2:20)

The proof is based on Theorem 2.2 and Lemmas 4.2 and 4.4 from the next section.

Remark 2.3. If instead of assumption (3) in Corollary 2.1 we assume that there exists

a constant matrix Y =
{
yij

}n
i,j=1 with non-negative components possessing the property

(2.12) such that relations (2.13) are fulfilled with δij given by (2.15), then the elements

Gij(t, s), i, j =1, ..., n, of the Green’s matrix G(t, s) satisfy the inequalities

ω∫
0

Gij(t, s)ds ≤ yij, t ∈ [0, ω], i, j = 1, . . . ,n. (2:21)

Corollary 2.2. Let the following conditions be fulfilled:

(1) the operators Bii, i = 1, ..., n, admit the representation Bii = B+
ii − B−

ii , where
B+
ii,B

−
ii : C[0,ω] → L[0,ω], are linear positive operators, and at least one of the following

assumptions (1a) or (1b) is satisfied:

(a) B+
ii,B

−
ii , i = 1, . . . ,n, are ω-Volterra operators,

(Bii1)(t) ≤ 0, t ∈ [0, ω], Bii1 �≡ 0, i = 1, . . . , n

and

h−∗
ii (t)∫
t

(B−
ii 1)(s)ds ≤ 1

e
, t ∈ [0, ω], i = 1 , . . . ,n, (2:22)

(b) the inequalities (2.18) and

‖ B+
ii1‖L

1− ‖ B+
ii1‖L < ‖ B−

ii 1‖L (2:23)

hold for i =1, ..., n,

(2) all non-diagonal operators Bij, i, j =1, ..., n, i ≠ j, are positive,

(3) there exists a vector z = col(z1, ..., zn) with all positive components such that (2.8)

holds.

Then boundary value problem (1.1), (1.4) is uniquely solvable for each right hand side

f = col(f1, ..., fn), all elements Gij(t, s), i, j =1, ..., n, of its Green’s matrix G(t, s) are non-

positive and

−
ω∫

0

n∑
j=1

Gij(t, s)ds ≤ zi, t ∈ [0, ω], i = 1, . . . ,n. (2:24)
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The proof is based on Theorem 2.2 and Lemmas 4.3 and 4.5 from the next section.

Remark 2.4. If instead of assumption (3) in Corollary 2.2 we assume that there exists

a constant matrix Y = {yij}ni,j=1 with non-negative components possessing the property

(2.12) such that relations (2.14) are fulfilled with δij given by (2.15), then the elements

Gij(t, s), i, j =1,..., n, of the Green’s matrix G(t, s) satisfy the inequalities

−
ω∫

0

Gij(t, s)ds ≤ yij, t ∈ [0, ω], i, j = 1, . . . ,n. (2:25)

Consider now the particular case of system (1.1)

x
′
i(t) +

m∑
k=1

n∑
j=1

pkij(t)xj(h
k
ij(t)) = fi(t), t ∈ [0, ω], i = 1, . . . ,n, (2:26)

where pkij, fi : [0, ω] → R1 are summable functions and hkij : [0, ω] → [0, ω] are mea-

surable functions, i, j =1, ..., n, k =1, ..., m.

Corollary 2.3. Let the following conditions be fulfilled:

(1) at least one of the following assumptions (1a) or (1b) is satisfied:

(a) hkii(t) ≤ t, t Î [0,ω], i =1, ..., n, k =1, ..., m, and the inequalities

m∑
k=1

pkii(t) ≥ 0, t ∈ [0, ω],
m∑
k=1

pkii �≡ 0, i = 1, . . . ,n,

t∫

h0ii(t)

m∑
k=1

pk+ii (s)ds ≤ 1
e

t ∈ [0,ω], i = 1, . . . ,n, (2:27)

hold, where h0ii(t) = mink=1,...,mhkii(t), t Î [0, ω], i =1, ..., n,

(b) the inequalities

m∑
k=1

∥∥∥pk+ii
∥∥∥
L

< 1,
m∑
k=1

∥∥∥pk−ii
∥∥∥
L

< 1, (2:28)

and

∑m
k=1

∥∥∥pk−ii
∥∥∥
L

1 − ∑m
k=1

∥∥∥pk−ii
∥∥∥
L

<

m∑
k=1

∥∥∥pk+ii
∥∥∥
L

(2:29)

hold for i =1, ..., n,

where pk+ii and pk−ii denote the positive and negative parts, respectively, of the function

pkii,

(2)pkij(t) ≤ 0, t ∈ [0,ω], i, j =1, ..., n, i ≠ j, k =1, ..., m,

(3) there exists a vector z = col(z1, ..., zn) with all positive components such that

m∑
k=1

n∑
j=1

pkij(t)zj ≥ 1, t ∈ [0, ω], i = 1, . . . ,n. (2:30)
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Then boundary value problem (2.26), (1.4) is uniquely solvable for each right hand

side f = col(f1, ..., fn) and all elements Gij(t, s), i, j =1, ..., n, of its Green’s matrix G(t, s)

are non-negative and satisfy relation (2.20).

Remark 2.5. If instead of assumption (3) in Corollary 2.3 we assume that there exists

a constant matrix Y = {yij}ni,j=1 with non-negative components possessing the property

(2.12) such that relations

m∑
k=1

n∑
r=1

pkir(t)yrj ≥ δij, t ∈ [0, ω], i, j = 1, . . . ,n,

are fulfilled with δij given by (2.15), then the elements Gij(t, s), i, j =1, ..., n, of the

Green’s matrix G(t, s) satisfy the inequalities (2.21).

Remark 2.6. In the case of constant coefficients pkij, the vector z = col(z1, ..., zn)

appearing in assumption (3) of Corollary 2.3 can be found as a positive solution of the

algebraic system

n∑
j=1

m∑
k=1

pkijzj = 1, i = 1, . . . ,n,

which then guarantees that

ω∫
0

n∑
j=1

Gij(t, s)ds = zi, t ∈ [0,ω], i = 1, . . . ,n.

Analogously we can get the equality

ω∫
0

Gij(t, s)ds = yij, t ∈ [0, ω], i, j = 1, . . . ,n,

in Corollary 2.3 if {yij}ni,j=1 is a non-negative solution of the matrix equation

n∑
r=1

m∑
k=1

pkiryrj = δij, i, j = 1, . . . ,n,

with δij given by relation (2.15) possessing the property (2.12).

3. Positivity of Green’s matrices of systems of FDEs–main results
In this section, along with problem (1.1), (1.4) we consider the following auxiliary pro-

blem consisting of the n − 1-dimensional system

(mix)(t) ≡ x
′
i(t) +

n−1∑
j=1

(Bijxj)(t) = fi(t), t ∈ [0, ω], i = 1, . . . ,n − 1, (3:1)

and the boundary conditions

xi(0) = xi(ω), i = 1, . . . ,n − 1. (3:2)

Assuming that problem (3.1), (3.2) is uniquely solvable for each col(f1, ..., fn-1), we

denote by K(t, s) = {Kij(t, s)}n−1
i,j=1 its Green’s matrix. As above we denote (if exists) by

G(t, s) = {Gij(t, s)}ni,j=1 Green’s matrix of periodic problem (1.1), (1.4).
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Theorem 3.1. Let the following conditions be fulfilled:

(1) Green’s functions gi(t, s), i =1, ..., n − 1, of n − 1 scalar periodic problems (2.1),

(2.2) exist, are non-negative, and satisfy inequality (2.4) for each positive measurable

essentially bounded function �,

(2) all non-diagonal operators Bij, i, j =1, ..., n − 1, i ≠ j, are negative,

(3) there exists a vector z = col(z1, ..., zn-1) with all positive components such that

n−1∑
j=1

(Bijzj)(t) ≥ 1, t ∈ [0, ω], i = 1, . . . ,n − 1. (3:3)

Then periodic problem (3.1), (3.2) is uniquely solvable for each col(f1, ..., fn-1), all ele-

ments Kij(t, s), i, j =1, ..., n - 1, of its Green’s matrix K(t, s) are non-negative,

ω∫
0

n−1∑
j=1

Kij(t, s)ds ≤ zi, t ∈ [0, ω], i = 1, . . . ,n − 1, (3:4)

and the following assertions are true:

(a) if Green’s function g(t, s) of the scalar periodic problem

x′(t) + (Bx)(t) = f ∗(t), t ∈ [0, ω], (3:5)

x(0) = x(ω), (3:6)

where the operator B : C[0,ω] ® L[0,ω] is defined by the equality

(By)(t) ≡ −
n−1∑
i=1

⎛
⎝Bni

⎧⎨
⎩

ω∫
0

n−1∑
j=1

Kij(·, s)(Bjny)(s)ds

⎫⎬
⎭

⎞
⎠(t) + (Bnny)(t) (3:7)

and f * Î L[0,ω], exists and is positive, then periodic problem (1.1), (1.4) is uniquely

solvable for each right hand side f = col(f1, ..., fn) and the elements Gnj(t, s), j = 1, ..., n,

of its Green’s matrix G(t, s) satisfy the relations

Gnj(t, s) ≥ 0, t, s ∈ [0, ω], j = 1, . . . ,n, (3:8)

in the case of negative operators Bni, i =1, ..., n - 1, and relations

Gnn(t, s) ≥ 0, Gnj(t, s) ≤ 0, t, s ∈ [0, ω], j = 1, . . . ,n − 1, (3:9)

in the case of positive operators Bni, i =1, ..., n - 1,

(b) if Green’s function g(t, s) of the scalar periodic problem (3.5), (3.6), where the

operator B : C[0,ω] ® L[0,ω] is defined by equality (3.7) and f * Î L[0,ω], exists and is

negative, then periodic problem (1.1), (1.4) is uniquely solvable for each right hand side

f = col(f1, ..., fn) and the elements Gnj(t, s), j =1, ..., n, of its Green’s matrix G(t, s) satisfy

the relations

Gnj(t, s) ≤ 0, t, s ∈ [0, ω], j = 1, . . . ,n, (3:10)

in the case of negative operators Bni, i =1, ..., n − 1, and relations

Gnn(t, s) ≤ 0, Gnj(t, s) ≥ 0, t, s ∈ [0, ω], j = 1, . . . ,n − 1, (3:11)

in the case of positive operators Bni, i =1, ..., n − 1.
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Remark 3.1. If instead of assumption (3) in Theorem 3.1 we assume that there exists

a constant matrix Y = {yij}n−1
i,j=1 with non-negative components possessing the property

n−1∑
j=1

yij > 0, i = 1, . . . ,n − 1, (3:12)

such that relations

n−1∑
k=1

(Bikykj)(t) ≥ δij, t ∈ [0, ω], i, j = 1, . . . ,n − 1, (3:13)

are fulfilled with δij given by (2.15), then the elements Kij(t, s), i, j =1, ..., n − 1, of the

Green’s matrix K(t, s) satisfy the inequalities

ω∫
0

Kij(t, s)ds ≤ yij, t ∈ [0, ω], i, j = 1, . . . ,n − 1. (3:14)

Theorem 3.2. Let the following conditions be fulfilled:

(1) Green’s functions gi(t, s), i =1, ..., n − 1, of n − 1 scalar periodic problems (2.1),

(2.2) exist, are non-positive, and satisfy inequality (2.4) for each positive measurable

essentially bounded function �,

(2) all non-diagonal operators Bij, i, j =1, ..., n − 1, i ≠ j, are positive,

(3) there exists a vector z = col(z1, ..., zn−1) with all positive components such that

n−1∑
j=1

(Bijzj)(t) ≤ −1, t ∈ [0, ω], i = 1, . . . ,n − 1. (3:15)

Then periodic problem (3.1), (3.2) is uniquely solvable for each col(f1, ..., fn−1), all ele-

ments Kij(t, s), i, j =1, ..., n − 1, of its Green’s matrix K(t, s) are non-positive,

−
ω∫

0

n−1∑
j=1

Kij(t, s)ds ≤ zi t ∈ [0, ω], i = 1, . . . ,n − 1, (3:16)

and the following assertions are true:

(a) if Green’s function g(t, s) of the scalar periodic problem (3.5), (3.6), where the

operator B : C[0,ω] ® L[0,ω] is defined by equality (3.7) and f* Î L[0,ω], exists and is posi-

tive, then periodic problem (1.1), (1.4) is uniquely solvable for each right hand side f =

col(f1, ..., fn) and the elements Gnj(t, s), j =1, ..., n, of its Green’s matrix G(t, s) satisfy

the relations (3.8) in the case of positive operators Bni, i =1, ..., n−1, and relations (3.9)

in the case of negative operators Bni, i =1, ..., n − 1,

(b) if Green’s function g(t, s) of the scalar periodic problem (3.5), (3.6), where the

operator B : C[0,ω] ® L[0,ω] is defined by equality (3.7) and f* Î L[0,ω], exists and is

negative, then periodic problem (1.1), (1.4) is uniquely solvable for each right hand side

f = col(f1, ..., fn) and the elements Gnj(t, s), j = 1, ..., n, of its Green’s matrix G(t, s)

satisfy the relations (3.10) in the case of positive operators Bni, i = 1, ..., n -1, and rela-

tions (3.11) in the case of negative operators Bni, i = 1, ..., n -1.

Remark 3.2. If instead of assumption (3) in Theorem 3.2 we assume that there exists

a constant matrix Y = {yij}n−1
i,j=1 with non-negative components possessing the property
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(3.12) such that relations

n−1∑
k=1

(Bikykj)(t) ≤ −δij, t ∈ [0, ω], i, j = 1, . . . , n − 1,

are fulfilled with δij given by (2.15), then the elements Kij(t, s), i, j = 1, ..., n - 1, of the

Green’s matrix K(t, s) satisfy the inequalities

−
ω∫

0

Kij(t, s)ds ≤ yij, t ∈ [0, ω], i, j = 1, . . . , n − 1.

Corollary 3.1. Let the following conditions be fulfilled:

(1) the operators Bii, i = 1, ..., n - 1, admit the representation Bii = B+
ii − B−

ii , where-

B+
ii,B

−
ii : C[0,ω] → L[0,ω]are linear positive operators, and at least one of the following

assumptions (1a) or (1b) is satisfied:

(a) B+
ii,B

−
ii , i = 1, . . . ,n − 1, are 0-Volterra operators,

(Bii1)(t) ≥ 0, t ∈ [0, ω], Bii1 �≡ 0, i = 1, . . . , n − 1

and

t∫
h+ii∗(t)

(B+
ii1)(s)ds ≤ 1

e
, t ∈ [0, ω], i = 1, . . . ,n − 1, (3:17)

(b) the inequalities (2.18) and (2.19) hold for i = 1, ..., n - 1,

(2) all non-diagonal operators Bij , i, j = 1, ..., n - 1, i ≠ j, are negative,

(3) there exists a constant matrix Y = {yij}n−1
i,j=1with non-negative components possessing

the property (3.12) such that inequalities (3.13) are fulfilled, where δij is given by rela-

tion (2.15),

(4) the operator Bin, i = 1, ..., n, admit the representation Bin = B+
in − B−

in, where

B+
in,B

−
in : C[0,ω] → L[0,ω]are linear positive operators, and moreover

B+
jn1,B

−
jn1 ∈ L∞

[o,ω], j = 1, ..., n − 1.a

Then the following assertions are true:

(i) if Bni, i = 1, ..., n - 1, are negative operators and the inequalities

A+ < 1, A− < 1,
A−

1 − A− < ||B+
nn1||L (3:18)

are fulfilled, where

A+ =

∥∥∥∥∥∥B
+
nn1 +

n−1∑
i=1

|Bni1|
n−1∑
j=1

yij||B+
jn1||L∞

∥∥∥∥∥∥
L

(3:19)

and

A− =

∥∥∥∥∥∥B
−
nn1 +

n−1∑
i=1

|Bni1|
n−1∑
j=1

yik||B−
jn1||L∞

∥∥∥∥∥∥
L

, (3:20)
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then periodic problem (1.1), (1.4) is uniquely solvable for each right hand side f = col

(f1 , ..., fn) and the elements Gnj(t, s), j = 1, ..., n, of its Green’s matrix G(t, s) satisfy the

inequalities (3.8),

(ii) if Bni, i = 1, ..., n - 1, are negative operators and the inequalities

A+ < 1, A− < 1,
A+

1 − A+
< ||B−

nn1||L (3:21)

are fulfilled, where the numbers A+ and A- are given by the relations (3.19) and

(3.20), respectively, then periodic problem (1.1), (1.4) is uniquely solvable for each right

hand side f = col(f1, ..., fn) and the elements Gnj(t, s), j = 1, ..., n, of its Green’s matrix G

(t, s) satisfy the inequalities (3.10),

(iii) if Bni, i = 1, ..., n - 1, are positive operators and the inequalities (3.18) are ful-

filled, where

A+ =

∥∥∥∥∥∥B
+
nn1 +

n−1∑
i=1

Bni1
n−1∑
j=1

yij||B−
jn1||L∞

∥∥∥∥∥∥
L

(3:22)

and

A− =

∥∥∥∥∥∥B
−
nn1 +

n−1∑
i=1

Bni1
n−1∑
j=1

yik||B+
jn1||L∞

∥∥∥∥∥∥
L

, (3:23)

then periodic problem (1.1), (1.4) is uniquely solvable for each right hand side f = col

(f1, ..., fn) and the elements Gnj(t, s), j = 1, ..., n, of its Green’s matrix G(t, s) satisfy the

inequalities (3.9),

(iv) if Bni, i = 1, ..., n - 1, are positive operators and the inequalities (3.21) are ful-

filled, where the numbers A+ and A- are given by the relations (3.22) and (3.23), respec-

tively, then periodic problem (1.1), (1.4) is uniquely solvable for each right hand side f =

col(f1, ..., fn) and the elements Gnj(t, s), j = 1, ..., n, of its Green’s matrix G(t, s) satisfy

the inequalities (3.11).

4. Proofs
The main results of the article are based on the following assertion, which explains

how the scalar functional differential equation for the component xn of the solution

vector can be constructed.

Lemma 4.1. Let there exist Green’s matrix K(t, s) = {Kij(t, s)}n−1
i,j=1 of periodic problem

(3.1), (3.2). Then col(x1, ..., xn) is a solution of periodic problem (1.1), (1.4) if and only

if xn is a solution of scalar periodic problem (3.5), (3.6) and

xi(t) = −
ω∫

0

n−1∑
j=1

Kij(t, s)(Bjnxn)(s)ds

+

ω∫
0

n−1∑
j=1

Kij(t, s)fj(s)ds, t ∈ [0, ω], i = 1, . . . , n − 1,

(4:1)
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where the operator B is defined by the equality (3.7) and

f ∗(t) = fn(t) −
n−1∑
i=1

⎛
⎝Bni

⎧⎨
⎩

ω∫
0

n−1∑
j=1

Kij(·, s)fj(s)ds
⎫⎬
⎭

⎞
⎠(t), t ∈ [0, ω]. (4:2)

Proof. If (x1, ..., xn) is a solution of periodic problem (1.1), (1.4) then, using Green’s

matrix K(t, s) = {Kij(t, s)}n−1
i,j=1 of problem (3.1), (3.2), we obtain that the components xi,

i = 1, ..., n - 1, satisfy the relations (4.1). Substitution of these representations in the

nth equation of the system (1.1) leads to the fact that xn is a solution of scalar periodic

problem (3.5), (3.6) in which the operator B and the function f * are defined by formu-

las (3.7) and (4.2), respectively.

The converse implication can be verified easily by using Green’s matrix K(t, s) of the

periodic problem (3.1), (3.2).

Lemma 4.2. [16]Let the operator B admit the representation B = B+ - B-, where B+,

B- : C[0,ω] : L[0,ω] are linear positive operators. If

||B+1||L < 1, ||B−1||L < 1, (4:3)

and

||B−1||L
1 − ||B−1||L < ||B+1||L, (4:4)

then problem (3.5), (3.6) is uniquely solvable for each f * Î L[0,ω] and its Green’s func-

tion g(t, s) is positive.

Lemma 4.3. [16]Let the operator B admit the representation B = B+ - B-, where B+,

B- : C[0,ω] ® L[0,ω] are linear positive operators. If the inequalities (4.3) hold and

||B+1||L
1 − ||B+1||L < ||B−1||L, (4:5)

then problem (3.5), (3.6) is uniquely solvable for each f * Î L[0,ω] and its Green’s func-

tion g(t, s) is negative.

Lemma 4.4. [13]Let B be an operator admitting the representation B = B+ -B-, where

B+, B- : C[0,ω] ® L[0,ω] are linear, positive, and 0-Volterra operators. If

(B1)(t) ≥ 0, t ∈ [0, ω], B1 �≡ 0

and

t∫
h+∗(t)

(B+1)(s)ds ≤ 1
e
, t ∈ [0, ω], (4:6)

then problem (3.5), (3.6) is uniquely solvable for each f * Î L[0,ω] and its Green’s func-

tion g(t, s) is positive.

Analogously to Lemma 4.5 one can prove the following assertion:

Lemma 4.5. Let B be an operator admitting the representation B = B+ - B-, where B+,

B- : C[0,ω] ® L[0,ω] are linear, positive, and ω-Volterra operators. If

(B1)(t) ≤ 0, t ∈ [0, ω], B1 �≡ 0

Domoshnitsky et al. Journal of Inequalities and Applications 2012, 2012:112
http://www.journalofinequalitiesandapplications.com/content/2012/1/112

Page 15 of 23



and

h−∗(t)∫
t

(B−1)(s)ds ≤ 1
e
, t ∈ [0, ω], (4:7)

then problem (3.5), (3.6) is uniquely solvable for each f * Î L[0,ω] and its Green’s func-

tion g(t, s) is negative.

Now we are in a position to prove the statements formulated in Sections 2 and 3.

Proof of Corollary 2.1. Lemma 4.4 (respectively, Lemma 4.2) implies that condition

(1a) (respectively, condition (1b)) is sufficient for the existence and positivity of Green’s

functions gi(t, s), i = 1, ..., n, of periodic problems (2.1), (2.2) and for the validity of

relation (2.4).

Consequently, the assertion of the corollary follows from Theorem 2.2.

Proof of Corollary 2.2. It can be proven analogously as Corollary 2.1 on the basis of

Lemmas 4.3 and 4.5.

Proof of Corollary 2.3. It follows from Corollary 2.1 as a particular case of the opera-

tors Bij.

Proof of Theorem 3.1. In view of the assumptions (1)-(3), Theorem 2.2 yields that

Green’s matrix K(t, s) of the periodic problem for auxiliary system (3.1) exists and its

elements Ki,j(t, s), i, j = 1, ..., n-1, are non-negative and satisfy the inequalities (3.4).

The assertions (a) and (b) follow from analysis of signs in formula (4.2).

Indeed, consider the case when Green’s function g(t, s) of the scalar periodic problem

(3.5), (3.6) with the operator B : C[0,ω] ® L[0,ω] defined by equality (3.7) and f * Î L

[0,ω] exists and is positive. Then, according to Lemma 4.1, the periodic problem (1.1),

(1.4) has a unique solution col(x1, ..., xn) for an arbitrary right hand side f = col(f1, ...,

fn) whereas

xn(t) =

ω∫
0

g(t, s)f ∗(s)ds, t ∈ [0, ω], (4:8)

and xi, i = 1, ..., n - 1, satisfy equalities (4.1), where the function f * is given by for-

mula (4.2). It is clear that non-negativity of Kij(t, s), i, j = 1, ..., n - 1, in the case of

negativity of the operators Bni, i = 1, ..., n - 1, implies that non-negative fj, j = 1, ..., n,

give non-negative f *. From the equalities (4.8) and

xn(t) =

ω∫
0

n∑
j=1

Gnj(t, s)fj(s)ds, t ∈ [0, ω], (4:9)

it follows desired relation (3.8). In the case of positivity of the operators Bni, i = 1, ...,

n - 1, the inequalities fi ≤ 0, i = 1, ..., n - 1, fn ≥ 0 give non-negative f *. Consequently,

equalities (4.8) and (4.9) lead to desired relation (3.9).

Consider now the case when Green’s function g(t, s) of the scalar periodic problem

(3.5), (3.6) with the operator B : C[0,ω] ® L[0,ω] defined by equality (3.7) and f * Î L[0,ω]
exists and is negative. One can show analogously as above that non-negativity of Kij(t,

s), i, j = 1, ..., n - 1, in the case of negativity of the operators Bni, i = 1, ..., n - 1, implies

relation (3.10) and in the case of positivity of the operators Bni, i = 1, ..., n - 1, yields

relation (3.11).
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Proof of Theorem 3.2. It can be proven analogously as Theorem 3.1.

Proof of Corollary 3.1. According to Lemmas 4.2 and 4.4, each of the condition (1a)

and (1b) implies that Green’s functions gi(t, s), i = 1, ..., n - 1, of periodic problems

(2.1), (2.2) exist, are positive, and satisfy relation (2.4). Therefore, in view of assump-

tions (2) and (3), Theorem 3.1 (see also Remark 3.1) guarantees that the elements Kij,

i, j = 1, ..., n - 1, of Green’s matrix K(t, s) of the periodic problem (3.1), (3.2) are posi-

tive and satisfy inequalities (3.14).

(i) Let us define the operator B : C[0,ω] ® L[0,ω] by equality (3.7). Then, in view of

assumption (4) and relations (3.14), the operator B admits the representation B = B+ -

B-, where B+, B- : C[0,ω] ® L[0,ω] are linear positive operators such that

||B+
nn1||L ≤ ||B+1||L ≤ A+, ||B−1||L ≤ A−.

Therefore, using Lemma 4.2, we get the existence and positivity of Green’s function g

(t, s) of the periodic problem for scalar equation (3.5), and thus the assertion follows

from Theorem 3.1(a).

(ii) According to assumption (4) and relations (3.14), it is clear that the operator B :C

[0,ω] ® L[0,ω] defined by equality (3.7) admits the representation B = B+ - B-, where B+,

B- : C[0,ω] ® L[0,ω] are linear positive operators such that

||B+1||L ≤ A+, ||B−
nn1||L ≤ ||B−1||L ≤ A−.

Therefore, Lemma 4.3 yields that Green’s matrix of periodic problem (3.5), (3.6)

exists and is negative, and thus the assertion follows from Theorem 3.1(b).

Assertions (iii) and (iv) can be proven analogously.

5. Two-dimensional systems with argument deviations
Consider the periodic problem for the system

x′
1(t) + p11(t)x1(h11(t)) + p12(t)x2(h12(t)) = f1(t),

x′
2(t) + p21(t)x1(h21(t)) + p22(t)x2(h22(t)) = f2(t),

t ∈ [0, ω], (5:1)

where pij, fi : [0,ω] ® R1 are summable functions and the functions hij : [0,ω] ®
[0,ω] are measurable, i, j = 1, 2.

Let us introduce the notation:

P(t) =
(
+ −
− +

)

means that p11(t) ≥ 0, p12(t) ≤ 0, p21(t) ≤ 0, p22(t) ≥ 0, t Î [0,ω]. Moreover, having a

measurable essentially bounded function p: [0,ω] ® [0,ω], we set

p∗ = ess inf{p(t) : t ∈ [0, ω]}, p∗ = ess sup{p(t) : t ∈ [0, ω]}.

Theorem 5.1. Let the coefficients pij, i, j = 1, 2, be essentially bounded and the follow-

ing conditions be fulfilled:

(1) 0 <

∫ ω

0
|pii(t)|dt < 1 for i = 1, 2,

(2) Δ : = |p11|* |p22|* - |p12|
* |p21|

* > 0.

Then Green’s matrix G(t, s) of the periodic problem for system (5.1) exists and

satisfies:
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(a)

G(t, s) =
(
+ +
+ +

)
if P(t) =

(
+ −
− +

)
,

(b)

G(t, s) =
(− −

− −
)

if P(t) =
(− +
+ −

)
,

(c)

G(t, s) =
(
+ +
− −

)
if P(t) =

(
+ −
+ −

)
,

(d)

G(t, s) =
(− −
+ +

)
if P(t) =

(− +
− +

)
.

Proof. Let the operators Bij : C[0,ω] ® L[0,ω] be defined by the relations

Bij(z)(t) = pij(t)z(hij(t)), t ∈ [0, ω], i, j = 1, 2. (5:2)

Then system (5.1) is a particular case of system (1.1) with n = 2.

According to assumption (2), the algebraic system

|p11|∗z1 − |p12|∗z2 = 1,

−|p21|∗z1 + |p22|∗z2 = 1

has a solution z1 = (|p22|* + |p12|*) / Δ >0 and z2 = (|p11|* + |p21|*) / Δ >0. This

solution

satisfies also the inequalities

|p11(t)|z1 − |p12(t)|z2 ≥ 1,

−|p21(t)|z1 + |p22(t)|z2 ≥ 1,

t Î [0, ω], and thus the assertions of the theorem follows from Theorem 2.1 with v

(t) ≡ col(z1, z2) and Lemmas 4.2 and 4.3.

Theorem 5.2. Let the coefficients pij, i, j = 1, 2, be essentially bounded and the follow-

ing conditions hold:

(1) 0 <

∫ ω

0
|p11(t)|dt < 1,

(2) |p12|∗
∫ ω

0
p21(t)|dt < |p11|∗,

(3) � := |p11|∗|p22|∗ − |p12|∗|p21|∗ < 0.

Then Green’s matrix G(t, s) of the periodic problem for system (5.1) exists and

satisfies:

(a)

G(t, s) =
( · ·

− −
)

if P(t) =
(
+ −
− +

)
,
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(b)

G(t, s) =
( · ·
+ +

)
if P(t) =

(− +
+ −

)
,

(c)

G(t, s) =
( · ·

− +

)
if P(t) =

(
+ −
+ −

)
,

(d)

G(t, s) =
( · ·
+ −

)
if P(t) =

(− +
− +

)
.

To prove Theorem 5.2 we need the following lemma.

Lemma 5.1. Let the operator B admit the representation B = B+ - B-, where B+, B-: C

[0,ω] ® L[0,ω] are linear positive operators, and let the Green’s function of the problem

y′(t) − (B−y)(t) = f ∗(t), y(0) = y(ω) (5:3)

exist and be negative. Let, moreover,

(B1)(t) ≤ 0, t ∈ [0, ω], B1 �≡ 0. (5:4)

Then the Green’s function of the problem (3.5), (3.6) exists and is negative.

Proof. It is sufficient to show that any nontrivial absolutely continuous function y : [0,

ω] ® R1 satisfying

y′(t) + (By)(t) ≥ 0, t ∈ [0, ω], y(0) = y(ω) (5:5)

is negative. Obviously, if y is non-positive, then from (5.5) it follows that

y′(t) − (B−y)(t) ≥ 0, t ∈ [0, ω], y(0) = y(ω),

whence, according to the non-negativity of the Green’s function of the problem (5.3),

we get y(t) <0 for t [0, ω]. Assume therefore that

M = max{y(t) : t ∈ [0, ω]} > 0

and put

w(t) = M − y(t), t ∈ [0, ω].

Then w(t) ≥ 0 for t Î [0, ω] and there exist t0 Î [0, ω] such that

w(t0) = 0 (5:6)

Furthermore, in view of (5.4) and (5.5) we have

w′(t) − (B−w)(t) ≤ w′(t) + (Bw)(t) ≤ 0, t ∈ [0, ω].

Consequently, since the Green’s function of the problem (5.3) is negative, on account

of (5.6) we obtain w ≡ 0, i.e., y(t) is a constant function. Now from (5.5) we obtain (B1)

(t) ≥ 0 for t Î [0, ω], which contradicts (5.4).

Proof of Theorem 5.2. Let the operators Bij : C[0,ω] ® L[0,ω] be defined by relations

(5.2). Then system (5.1) is a particular case of system (1.1) with n = 2.
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We will show only the assertion (a). Let the operator B : C[0,ω] ® L[0,ω] be defined by

formula (3.7) with n = 2 in which K11(t, s) denotes Green’s function of the scalar peri-

odic problem

x′
1(t) + p11(t)x1(h11(t)) = f1(t), t ∈ [0, ω], x1(0) = x1(ω), (5:7)

the existence and positivity of which follows from Lemma 4.2 and assumption (1).

Then we have

ω∫
0

K11(t, s)ds ≤ 1
|p11|∗ , t ∈ [0, ω], (5:8)

and B = B22 - A, where the operator A : C[0,ω] ® L[0,ω] is defined by the equality

(Ay)(t) ≡ p21(t)

ω∫
0

K11(h21(t), s)p12(s)y(h12(s))ds, t ∈ [0, ω].

The operator A is positive and non-zero and thus, according to assumption (2) and

relation (5.8), Lemma 4.3 guarantees that Green’s function of the problem

y′(t) − (Ay)(t) = f ∗(t), y(0) = y(ω),

exists and is negative. Therefore, it follows from Lemma 5.1 that Green’s function g

(t, s) of the problem (3.5), (3.6) exists and is negative if there exists a positive constant

z2 and ε >0 such that

(B22z2)(t) − (Az2)(t) ≤ −ε, t ∈ [0, ω]. (5:9)

Let us prove that such constants z2 and ε exist. According to assumption (3), the

algebraic system

|p11|∗z1 − |p12|∗z2 = −1,

−|p21|∗z1 + |p22 |∗z2 = −1

has a solution z1 = (-|p22|
* -|p12|*) / Δ >0 and z2 = (-|p11|

* - |p21|*) / Δ >0. This solu-

tion satisfies also the inequalities

p11(t)z1 + p12(t)z2 = | p11(t)|z1 − |p12(t)|z2 ≤ −1,

p21(t)z1 + p22(t)z2 = −|p21(t)|z1 + |p22(t)|z2 ≤ −1,

t Î [0.ω], Therefore, col(z1, z2) is a solution of the periodic problem for system (5.1)

with f1(t) ≡ |p11(t)|z1 - |p12(t)|z2 and f2(t) ≡ -|p21(t)|z1 + |p22(t)|z2, and Lemma 4.1 with

n = 2 then yields that

(Bz2)(t) = f2(t) − p21(t)

ω∫
0

K11(h21(t), s)f1(s)ds ≤ −1, t ∈ [0, ω].

Consequently, relation (5.9) is satisfied with ε = 1 and thus Green’s function g(t, s) of

the problem (3.5), (3.6) exists and is negative.

Now it follows from Lemma 4.1 with n = 2 that the periodic problem for system

(5.1) has a unique solution col(x1, x2) for an arbitrary right hand side col(f1, f2) whereas
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x2(t) =

ω∫
0

g(t, s)

⎛
⎝f2(s) − p21(s)

ω∫
0

K11(h21(s), ξ)f1(ξ)dξ

⎞
⎠ ds, t ∈ [0, ω].

It is clear that positivity of K11 and negativity of g imply that non-negative f1, f2 give

non-positive x2 and thus the representation

x2(t) =

ω∫
0

(
G21(t, s)f1(s) + G22(t, s)f2(s)

)
ds, t ∈ [0, ω],

guarantees the desired relations G21(t, s) ≤ 0 and G22(t, s) = 0, t, sÎ [0, ω].

Example 5.1. Let us demonstrate that in very natural cases only elements in corre-

sponding rows of Green’s matrix and not all its elements can preserve their signs. Con-

sider the periodic problem for a second order scalar differential equation

y′′(t) + p11(t)y′(h11(t)) + p12(t)y(h12(t)) = f1(t), t ∈ [0, ω], (5:10)

x(0) = x(ω), x′(0) = x′(ω), (5:11)

and the corresponding differential system

x′
1(t) + p11(t)x1(h11(t)) + p12(t)x2(h12(t)) = f1(t),

x′
2(t) − x1(t) = 0,

t ∈ [0, ω] (5:12)

with the periodic conditions

xi(0) = xi(ω), i = 1, 2. (5:13)

For problem (5.12), (5.13) the following assertion follows from Theorem 5.2.

Corollary 5.1. Let p11 and p12 be essentially bounded and let the following conditions

hold:

(1) 0 <
∫ ω

0 p11(s)ds < 1,

(2) |p12|
* ω < p11*,

(3) p∗
12 < 0.

Then elements G21(t, s) and G22(t, s) of Green’s matrix of the problem (5.12), (5.13)

are non-positive for t, s Î [0, ω].

The element G21(t, s) of Green’s matrix of the problem (5.12), (5.13) coincides with

Green’s function W(t, s) of the periodic problem for the scalar second order equation

(5.10), and G11(t, s) corresponds to Wt
′(t, s). It is clear that for any f1, the derivative x’

of a non-constant solution to the problem (5.10), (5.11) changes its sign, and thus the

element G11(t, s) also changes its sign.

Consider the system with constant coefficients

x′
1(t) + p11x1(h11(t)) + p12x2(h12(t)) = f1(t),

x′
2(t) + p21x1(h21(t)) + p22x2(h22(t)) = f2(t),

t ∈ [0, ω] (5:14)

where pij Î R1, fi : [0, ω] ® R1 are summable functions and hij : [0, ω] ® [0, ω] are

measurable, i, j = 1, 2.

Corollary 5.2. Let pij, i, j = 1, 2, be such that
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(1)

P =
(
+ −
− +

)
,

(2) 0 < pii ω <1, i = 1, 2,

(3) p12p21ω <min{p11, p22}.

If p11p22 -p21p12 >0, then Green’s matrix G(t, s) of the periodic problem for system

(5.14) exists and satisfies

G(t, s) =
(
+ +
+ +

)
.

If p11p22 - p21p12 <0, then Green’s matrix G(t, s) of the periodic problem for system

(5.14) exists and satisfies

G(t, s) =
(− −

− −
)
.

Proof. It follows from Theorems 5.1 and 5.2.

Theorem 5.3. Let the coefficients p11 and p12 be essentially bounded and the follow-

ing conditions hold:

(1) 0 <
∫ ω

0 |p11(t)|dt < 1,

(2)
∫ ω

0
p22(t)dt �= 0,

(3) |p12|∗
∫ ω

0
|p21(t)|dt < |p11|∗

(
1 −

∫ ω

0
|p22(t)|dt

)
.

Then Green’s matrix G(t, s) of the periodic problem for system (5.1) exists and satisfies:

(a)

G(t, s) =
( · ·
+ +

)
if P(t) =

(− +
+ +

)
,

(b)

G(t, s) =
( · ·
+ +

)
if P(t) =

(
+ +
+ −

)
,

(c)

G(t, s) =
( · ·

− +

)
if P(t) =

(
+ −
+ +

)
,

(d)

G(t, s) =
( · ·

− −
)

if P(t) =
(
+ −
− −

)
.

Proof. Let the operators Bij : C[0,ω] ® L[0,ω] be defined by relations (5.2). Then system

(5.1) is a particular case of system (1.1) with n = 2.

We will show only the assertion (b). It is clear that condition (1) yields the validity of

the assumption (1b) of Corollary 3.1. Moreover, we have

p11(t)
1

|p11|∗ ≥ 1, t ∈ [0, ω],
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and thus the assumption (3) of Corollary 3.1 is satisfied with Y = y11 = 1/ |p11|*. If we

define numbers A+ and A- by formulas (3.22) and (3.23), respectively, we obtain

A+ = 0, A− =

∥∥∥∥|p22| + p21
1

|p11|∗ |p12|∗
∥∥∥∥
L
.

Therefore, inequalities (3.21) are fulfilled, because ||B−
nn1||L =

∫ ω

0
|p22(t)|dt in this

case. Consequently, the assertion follows from Corollary 3.1(iv).

Endnote
aAs usual, L∞

[0,ω] denotes the space of measurable and essentially bounded functions y :

[0, ω] ® R1 endowed with the norm
∥∥y∥∥L∞ = ess sup{|y(t)| : t ∈ [0, ω]}.
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