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A Multilayer Perceptron (MLP) is a feedforward neural network model consisting of one or more hidden layers between the
input and output layers. MLPs have been successfully applied to solve a wide range of problems in the fields of neuroscience,
computational linguistics, and parallel distributed processing. While MLPs are highly successful in solving problems which are
not linearly separable, two of the biggest challenges in their development and application are the local-minima problem and the
problem of slow convergence under big data challenge. In order to tackle these problems, this study proposes a Hybrid Chaotic
Biogeography-Based Optimization (HCBBO) algorithm for training MLPs for big data analysis and processing. Four benchmark
datasets are employed to investigate the effectiveness ofHCBBO in trainingMLPs.The accuracy of the results and the convergence of
HCBBO are compared to three well-known heuristic algorithms: (a) Biogeography-Based Optimization (BBO), (b) Particle Swarm
Optimization (PSO), and (c) Genetic Algorithms (GA). The experimental results show that training MLPs by using HCBBO is
better than the other three heuristic learning approaches for big data processing.

1. Introduction

The term big data [1–3] had been developed to describe the
phenomenon of the increasing size of massive datasets in
scientific experiments, financial trading, and networks. Since
big data is always of big volume and has multiple varied types
and fast update velocity [4], it is urgent for us to develop
such a tool that can extract the meaningful information from
big data. Neural networks (NNs) [5, 6] are one of popular
machine learning computational approaches, which are com-
posed of several simple and interconnected processing ele-
ments and good at loosely modeling the neuronal structures
of the human brain. A neural network can be represented
as a highly complex nonlinear dynamic system [5], which
has some unique characteristics: (a) high dimensionality, (b)
extensive interconnectivity, (c) adaptability, and (d) ability to
self-organize.

In the last decade, feedforward neural networks (FNNs)
[6] have gained popularity in various areas of machine learn-
ing [7] and big data mining [1] to solve classification and

regression problems. While the two-layered FNN is the most
popular neural network used in practical applications, it is not
suitable for solving nonlinear problems [7, 8]. TheMultilayer
Perceptron (MLP) [9, 10], a feedforward neural network with
one or more hidden layers between the input and the output
layers, is more successful in dealing with nonlinear problems
such as pattern classification, big data prediction, and func-
tion approximation. Previous research [11] shows that MLPs
with one hidden layer are able to approximate any continuous
or discontinuous function. Therefore, the study of MLPs
with one hidden layer has gained a lot of attention from the
research community.

Theoretically, the goal of the learning process of MLPs
is to find the best combination of weights and biases of the
connections in order to achieve minimum error for the
given train and test data. However, one of the most common
problems of training an MLP is that there is a tendency for
the algorithm to converge on a localminimum. Since anMLP
can consist ofmultiple localminima, it is easy to be trapped in
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one of them rather than converging on the global minimum.
This is a common problem in most gradient-based learning
approaches such as backpropagation (BP) based NNs [12].
According to Mirjalili’s research [13], the initial values of the
learning rate and the momentum can also affect the conver-
gence in case of BP based NNs, with unsuitable values for
these variables resulting in their divergence.Thus,many stud-
ies focus on using novel heuristic optimization methods or
evolutionary algorithms to resolve the problems ofMLP learn-
ing algorithms [14]. Classical applied approaches are Particle
Swarm Optimization (PSO) algorithms [15, 16], Ant Colony
Optimization (ACO) [17], and Artificial Bee Colony (ABC)
[18]. However, the No Free Lunch (NFL) theorem [19, 20]
states that no heuristic algorithm is best suited for solving
all optimization problems. Most of them have their own side
effects and overall there has been no significant improvement
[13] using these approaches. For example, Genetic Algo-
rithms (GA) may reduce the probability of getting trapped in
a local minimum, but they still suffer from slow convergence
rates.

Recently, a novel optimization method called Biogeogra-
phy-Based Optimization (BBO) [21] has been proposed. It is
based on themotivation that geographical distribution of bio-
logical organisms can be represented by mathematical equa-
tions. It is a distributed paradigm, which seeks to simulate the
collective behavior of unsophisticated individuals interacting
locallywith their environment to efficiently identify optimum
solutions in complex search spaces. There are many related
works of research [22–25] which show that the BBO algo-
rithm is a type of evolutionary algorithm which can offer a
specific evolutionarymechanism for each individual in a pop-
ulation.Thismechanismmakes the BBOalgorithmmore suc-
cessful and robust on nonuniform training procedures than
gradient-based algorithms. Moreover, compared with the
PSO or ACO, the mutation operator of the BBO algorithm
can enhance their exploitation capability.This allows the BBO
algorithm to outperform PSOs in trainingMLPs.This has led
to a great interest in applying the efficiency of BBO in training
MLPs. In 2010, Ovreiu and Simon [24] trained a neuro-fuzzy
network with BBO for classifying P-wave features for the
diagnosis of cardiomyopathy. Research [13] used 11 standard
datasets to provide a comprehensive test bed for investigating
the abilities of the BBO algorithm in training MLPs. In this
paper, we propose a hybrid BBO with chaotic maps trainer
(HCBBO) for MLPs. Our approach employs chaos theory to
improve the performance of the BBO with very little compu-
tational burden. In our algorithm, the migration and muta-
tion mechanisms are combined to enhance the exploration
and exploitation abilities of BBO, and a novelmigration oper-
ator is proposed to improve BBO’s performance in training
MLPs.

The rest of this paper is organized as follows. In Section 2,
a brief review of the MLP notation and a simple first-order
training method are provided. In Sections 3 and 4, the
HCBBO framework is introduced and analyzed. In Section 5,
the computational results to demonstrate the effectiveness
of the proposed improved hybrid algorithm are provided.
Finally, Section 6 provides concluding remarks and suggests
some directions for future research.
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Figure 1: An MLP with one hidden layer.

2. Review of the MLP Notation

The notation used in the rest of the paper represents a fully
connected feedforward MLP network with a single hidden
layer (as shown in Figure 1). This MLP consists of an input
layer, an output layer, and a single hidden layer. The MLP is
trained using a backpropagation (BP) learning algorithm. Let𝑛 denote the number of input nodes,𝑚 denote the number of
hidden nodes, and 𝑙 denote the number of output nodes. Let
the input weights 𝑤𝑖,𝑗 connect the 𝑖th input to the 𝑗th hidden
unit and output weights 𝑤out(𝑗,𝑘) connect the 𝑗th hidden unit
to the 𝑘th output. The weighted sums of inputs are first
calculated by the following equation:

𝑠𝑗 =
𝑛

∑
𝑖=1

(𝑤𝑖𝑗𝑥𝑖) − 𝜃𝑗, 𝑗 = 1, 2, . . . , 𝑚, (1)

where 𝑛 is the number of the input nodes, 𝑤𝑖𝑗 is the connec-
tion weight from the 𝑖th node in the input layer to the 𝑗th
node in the hidden layer, 𝑥𝑖 indicates the 𝑖th input, and 𝜃𝑗
means the threshold of the 𝑗th hidden node.

The output of each hidden node is calculated as follows:

𝑓 (𝑗) = 1
(1 + exp (−𝑠𝑗)) 𝑗 = 1, 2, . . . , 𝑚. (2)

After calculating outputs of the hidden nodes, the final
output can be defined as follows:

𝑜𝑘 =
𝑚

∑
𝑗=1

𝑊𝑗𝑘 ⋅ 𝑓 (𝑗) − 𝜃𝑘 𝑘 = 1, 2, . . . , 𝑙, (3)

where𝑊𝑗𝑘 is the connectionweight from the 𝑗th hidden node
to the 𝑘th output node and 𝜃𝑘 is the bias of the 𝑘th output
node.

The learning error 𝐸 (fitness function) is calculated as
follows:

𝐸𝑘 =
𝑙

∑
𝑖=1

(𝑜𝑘𝑖 − 𝑑𝑘𝑖 )2 ,

𝐸 =
𝑞

∑
𝑘=1

𝐸𝑘
𝑞 ,

(4)
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where 𝑞 is the number of training samples, 𝑙 is the number of
outputs, 𝑑𝑘𝑖 is the desired output of the 𝑖th input unit when
the 𝑘th training sample is used, and 𝑜𝑘𝑖 is the actual output of
the 𝑖th input unit when the 𝑘th training sample is used.

From the above equations, it can be observed that the final
value of the output in MLPs depends upon the parameters of
the connectingweights and biases.Thus, training anMLP can
be defined as the process of finding the optimal values of the
weights and biases of the connections in order to achieve the
desirable outputs from certain given inputs.

3. The Proposed Hybrid BBO for
Training an MLP

Biogeography-Based Optimization (BBO) is a population-
based optimization algorithm inspired by evolution and the
balance of predators and preys in different ecosystems. Exper-
iments show that results obtained using the BBO are at least
competitive with other population-based algorithms. It has
been shown to outperform some well-known heuristic algo-
rithms such as PSO, GA, and ACO on some real-world prob-
lems and benchmark functions [21].

The steps of the BBO algorithm can be described as fol-
lows. In the beginning, the BBO generates a random number
of search agents namedhabitats, which are represented as vec-
tors of the variables in the problem (analogous to chromo-
somes inGA). Next, each agent is assigned emigration, immi-
gration, andmutation rates which simulate the characteristics
of different ecosystems. In addition, a variable called HSI (the
habitat suitability index) is defined to measure the fitness of
each habitat. Here, a higher value of HSI indicates that the
habitat is more suitable for the residence of biological species.
In other words, a solution of the BBOwith a high value ofHSI
indicates a superior result, while a solution with a low value
of HSI indicates an inferior result.

During the course of iterations, a set of solutions is main-
tained from one iteration to the next, and each habitat sends
and receives habitants to and from different habitats based on
their immigration and emigration rates which are probabilis-
tically adapted. In each iteration, a random number of habi-
tants are also occasionally mutated.That makes each solution
adapt itself by learning from its neighbors as the algorithm
progresses.Here, each solution parameter is denoted as a suit-
ability index variable (SIV).

The process of BBO is composed of two phases: migration
andmutation. During themigration phase, immigration (𝜆𝑘)
and emigration (𝜇𝑘) rates of each habitat follow the model as
depicted in Figure 2. A high number of habitants in a habitat
increase the probability of emigration and decrease the
probability of immigration. During the mutation phase, the
mutation factor in BBO keeps the distribution of habitants in
a habitat as diverse as possible. In contrast with the mutation
factor in GA, themutation factor of BBO is not set randomly;
it is dependent on the probability of the number of species in
each habitat.

The mathematical formula of immigration (𝜆𝑘) and
emigration (𝜇𝑘) can be written as follows:

Rate

Species count

E = I

S1 S2 SＧ；Ｒ

Emigration k

kImmigration

Figure 2: Species model of a habitat.

𝜆𝑘 = 𝐼(1 − 𝑆𝑘
𝑆max

) ,

𝜇𝑘 = 𝐸( 𝑆𝑘𝑆max
) ,

(5)

where 𝐼 is themaximum immigration rate,𝐸 is themaximum
emigration rate, 𝑆max is the maximum number of habitants,
and 𝑆𝑘 is the habitant count of 𝑘.

The mutation of each habitat, which improves the explo-
ration of BBO, is defined as follows:

𝑚(𝑠) = 𝑚max × (1 − 𝑃𝑛
𝑃max

) . (6)

Here𝑚max is themaximumvalue ofmutation defined by user,
𝑃max is the greatest mutation probability of all the habitats,
and 𝑃𝑛 is the mutation probability of the 𝑛th habitat, which
can be obtained as
∙𝑃𝑛

=
{{{{
{{{{{

− (𝜆𝑛 + 𝜇𝑛) 𝑃𝑛 + 𝜇𝑛+1𝑃𝑛+1, 𝑛 = 0;
− (𝜆𝑛 + 𝜇𝑛) 𝑃𝑛 + 𝜇𝑛+1𝑃𝑛+1 + 𝜆𝑛−1𝑃𝑛−1, 1 ≤ 𝑛 ≤ 𝑆max − 1 = 0;
− (𝜆𝑛 + 𝜇𝑛) 𝑃𝑛 + 𝜆𝑛−1𝑃𝑛−1, 𝑛 = 𝑆max.

(7)

The complete process of the BBO algorithm is described in
Algorithm 1; here 𝐼 : 𝜙 → {𝐻𝑛,HSI𝑛} initializes an eco-
system of habitats and computes each correspondingHSI and
Γ = (𝑛,𝑚, 𝜆, 𝜏, Ω,𝑀) is a transition function which modifies
the ecosystem from one optimization iteration to the next.
The elements of the 6-tuple can be defined as follows: 𝑛 is the
number of habitats; 𝑚 is the number of SIVs; 𝜆 is the immi-
gration rate; 𝜏 is the emigration rate;Ω is the migration oper-
ator; and𝑀 is the mutation operator.

4. The Proposed Hybrid CBBO Algorithm for
Training an MLP

There are three different approaches for using heuristic
algorithms for training MLPs. In the first approach, heuristic
algorithms are employed to find a combination of weights



4 Scientific Programming

𝐼 : 𝜙 → {𝐻𝑛,HSI𝑛}
While (condition = 𝑇)
Γ = (𝑛,𝑚, 𝜆, 𝜏, Ω,𝑀)

end

Algorithm 1: Pseudocode of BBO for optimization problems.

and biases to provide the minimum error for an MLP. In the
second approach, heuristic algorithms are utilized to find the
proper architecture for an MLP to be applied to a particular
problem. In the third approach, heuristic algorithms can be
used to tune the parameters of a gradient-based learning algo-
rithm.

Mirjalili et al. [13] employed the basic BBO algorithm to
train anMLP using the first approach, and the results demon-
strate that BBO is significantly better at avoiding localminima
compared to PSO, GA, and ACO algorithms. However, the
basic BBO algorithm still has some drawbacks, such as (a) the
large number of iterations needed to reach the global optimal
solution and (b) the tendency to converge to solutions which
may be locally the best.Manymethods have been proposed to
improve the capabilities for the exploration and exploitation
of the BBO algorithm.

4.1. Chaotic Systems. Chaos theory [26] refers to the study
of chaotic dynamical systems, which is embodied by the
so-called “butterfly effect.” As nonlinear dynamical systems,
chaotic systems are highly sensitive to their initial conditions,
and tiny changes to their initial conditionsmay result in signi-
ficant changes in the final outcomes of these systems.

In this paper, chaotic systems are applied to BBOs instead
of random values [25–27] for their initialization. This means
that chaotic maps substitute the random values to provide
chaotic behaviors to heuristic algorithms. During the pro-
cessing of the BBO algorithm, the most important random
values are calculated to choose a habitat for emigrating the
new habitants during the migration phase. We utilize chaotic
maps, which use the logistic model in (8), and choose a value
from the interval of [0, 1], whenever there is a need for a
random value.

𝑥𝑛+1 = 𝑓 (𝑥𝑛) = 𝜇4 sin (𝜋𝑥𝑛) ; (8)

here 𝑥𝑛+1 ∈ [0, 1] and 𝜇 are named logistic parameters.When
𝜇 equals 4, the iterations produce values which follow a pseu-
dorandom distribution. This means that a tiny difference in
the initial value of 𝑥1 will give rise to a large difference in its
long-time behavior. We employ this feature to avoid a local
convergence of the BBO algorithm.

4.2. Habitat Suitability Index (Fitness Function). During the
training phase of an MLP, each training data sample should
be involved in calculating the HIS of each candidate solution.

In this work, the Mean Square Error (MSE) is utilized for
evaluating all training samples.TheMSE is defined as follows:

𝐸 =
𝑞

∑
𝑘=1

∑𝑙𝑖=1 (𝑜𝑘𝑖 − 𝑑𝑘𝑖 )2
𝑞 ; (9)

here 𝑞 is the number of training samples, 𝑙 is the number of
outputs, 𝑑𝑘𝑖 is the desired output of the 𝑖th input unit when
the 𝑘th training sample is used, and 𝑜𝑘𝑖 is the actual output of
the 𝑖th input unit when the 𝑘th training sample is used.Thus,
the HSI value for the 𝑖th candidate is given by HSI(𝑐𝑖) = 𝐸(𝑐𝑖).
4.3. Opposition-Based Learning. To improve the convergence
of BBO algorithm during the mutation phase, a method
named opposition-based learning (OBL) has been used in
[22]. The main idea of opposition-based learning is to con-
sider an estimate and its opposite at the same time to achieve
a better approximation of the current candidate solution.

Assuming that 𝑋 = (𝑥1, 𝑥2, . . . , 𝑥𝑛) represents a vector
of the weights and biases in the MLP, with 𝑥𝑖 ∈ 𝑅 and
𝑥𝑖 ∈ [min𝑖,max𝑖] ∀𝑖 ∈ {1, 2, . . . , 𝑛}, then the definition of the
opposite vector is 𝑋 = (𝑥1, 𝑥2, . . . , 𝑥𝑛) with its elements as
𝑥𝑖 = min𝑖+max𝑖−𝑥𝑖.The algorithm for the OBLmethod can
be described as follows:

(1) Generate a vector𝑋 = (𝑥1, 𝑥2, . . . , 𝑥𝑛) and its opposite𝑋 = (𝑥1, 𝑥2, . . . , 𝑥𝑛), in an 𝑛-dimensional search space.
(2) Evaluate the fitness of both points, HSI(𝑋) and

HSI(𝑋).
(3) If HSI(𝑋) ≤ HSI(𝑋), then replace 𝑋 with 𝑋;

otherwise, continue with𝑋.
Thus, the vector and its opposite vector are evaluated

simultaneously to obtain the fitter one.

4.4. Outline of HCBBO for MLP. In this section, the main
procedure of HCBBO is described. To guarantee an initial
population with a certain quality and diversity, the initial
population is generated using a combination of the chaotic
system and the OBL approach. By fusing the local search
strategies with themigration andmutation phases of the BBO
algorithm, the exploration and exploitation capabilities of
the HCBBO can be well balanced. The main procedure of
our proposed HCBBO to train an MLP can be described as
Algorithm 2.

5. Experimental Analysis

This study focuses on finding an efficient training method
for MLPs. To evaluate the performance of the proposed
HCBBO algorithm in this paper, a series of experiments were
developed using the Matlab software environment (V2009).
The system configuration is as follows: (a) CPU: Intel i7;
(b) RAM: 4GB; (c) operating system: Windows 8. Based
on the works described in [13, 28, 29], we choose four
publicly available classification big datasets to benchmark
our system: (1) balloon, (2) iris, (3) heart, and (4) vehicle.
All these datasets are freely available from the University of
California at Irvine (UCI)Machine LearningRepository [30],
thus ensuring replicability. And the characteristics of these
datasets are listed in Table 1.
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(1) input: habitat size 𝑛, maximum migration rate 𝐸 and 𝐼 (emigration and immigration rate), the maximum mutation rate𝑀max;(2) Initialize set of MLPs (habitats) by chaos maps on formula Eq. (8);
(3) For each habitat, calculate its mean square error by relative parameters based on formulas (9). And the basic rule of fitness

function is the better performance maintains the smaller value of MSE. Then elite habitats are identified by the values of
HSI.

(4) Combing MLPs according to immigration and emigration rates based on Eq. (6)
Probabilistically use immigration and emigration to modify each non-elite habitat based on Eq. (7).
(5) Select number of MLPs and recomputed (mutate) some of their weights or biases by chaos maps.
(6) Save some of the MLPs with low MSE;
(7)This loop will be terminated if a predefined number of generations are reached or an acceptable problem solution has been

found, otherwise go to step (3) for the next iteration.
(8) output: the MLP with minimumMSE (HSI).

Algorithm 2: The framework of HCBBO algorithm.

Table 1: Classification datasets.

Classification datasets Number of attributes Number of training samples Number of test samples Number of classes
Balloon 4 16 16 as training samples 2
Iris 4 150 150 as training samples 3
SPECT Heart 22 80 187 2
Vehicle 18 400 446 4

Table 2: The main parameters of BBO and HCBBO.

Maximum number of generations: 𝑇 = 300 Maximum mutation rate:𝑀max = 0.005
Elitism parameter: 𝑒 = 5 Maximum possible emigration rate: 𝐸 = 1
Population size: 𝑃max = 200 Maximum possible immigration rate: 𝐼 = 1

Table 3: MLP structure parameters.

Balloon Iris SPECT Heart Vehicle
Input 4 4 22 18
Hidden 9 9 45 52
Output 1 3 1 4

In this paper, we compare the performances of 4 algo-
rithms, BBO, PSO, GA, and HCBBO, over the benchmark
datasets described in Table 1. Sincemanually choosing appro-
priate parameters for each of these algorithms is time-con-
suming, the initial parameters and property structures for
both the classical BBO algorithm and HCBBO algorithms
(which were adjusted as Table 2) were chosen as in paper [13].

In order to increase the accuracy of the experiment, each
algorithmwas run 20 times, and differentMLP structures will
be used to deal with different datasets, which were listed in
Table 3.

The running time (RT) and convergence curves of each
algorithm are shown in Figures 3–7. From Figure 3, it can be
observed that the average computational time of HCBBO is 8
to 13% lower than the best time obtained for the BBO. It is also
lower than the computational time of all the other algorithms
compared in this experiment. This decrease in the running
time can be attributed to the fact that the HCBBO’s search
ability was enhanced by OBL.

HCBBO
BBO

PSO
GA

5
10
15
20
25
30
35
40
45

Ti
m

e (
m

s)

Balloon Heart VehicleIris

×104

Figure 3: Total running time of each algorithm.

The convergence curves in Figures 4–7 show that, among
all the algorithms,HCBBOhas the fastest convergence behav-
ior on all the datasets. In Figure 4, under the same experi-
mental conditions, HCBBO achieved the optimal values for
its parameters after 150 generationswhile BBO could not con-
verge to an optimal value even after200 generations.The same
pattern in faster convergence for the HCBBO was observed
for the other classical problems (Figures 5–7). Statistically
speaking, HCBBO performs the best on all the classification
datasets, since it is able to avoid local minima better than any
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Table 4: Experimental results for classification rate.

Algorithm Iris Heart Balloon Vehicle
Classification rate Classification rate Classification rate Classification rate

HCBBO 93% 81.2% 100% 76.2%
BBO 90% 75.4% 100% 71.7%
PSO 38% 66.5% 100% 56.8%
GA 88.2% 56.9% 100% 59.9%
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Figure 4: Convergence curves of algorithms for iris dataset.
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Figure 5: Convergence curves of algorithms for heart dataset.
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Figure 6: Convergence curves of algorithms for balloon dataset.
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Figure 7: Convergence curves of algorithms for vehicle dataset.

other algorithm. And the classification results obtained by
HCBBO are better than all other algorithms for the chosen
datasets.

The experimental results of mean classification rate are
provided in Table 4. Statistically speaking, HCBBO has the
best results in all of the classification datasets because it avoids
local minima better.

6. Discussion and Conclusions

In this paper, a HCBBO algorithm was presented for training
an MLP. Four benchmark big datasets (balloon, iris, heart,
and vehicle) were employed to investigate the effectiveness
of HCBBO in training MLPs. The performance results were
statistically compared with three state-of-the-art algorithms:
BBO, PSO, and GA.The main contributions and innovations
of this work are summarized as follows: (a) this is the first
research work combining a hybrid chaos system with the
BBO algorithm to train MLPs; (b) the method named OBL
was used in the mutation operator of HCBBO to improve the
convergence of the algorithm; and (c) the results demonstrate
that HCBBO has better convergence capabilities than BBO,
PSO, and GA. In the future, we will apply the trained neural
networks to analyze the big medical data and integrate more
novel data mining algorithms [29, 31–35] into HCBBO.
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[19] I. Boussäıd, J. Lepagnot, and P. Siarry, “A survey on optimization
metaheuristics,” Information Sciences, vol. 237, no. 237, pp. 82–
117, 2013.

[20] D. H.Wolpert andW.G.Macready, “No free lunch theorems for
optimization,” IEEE Transactions on Evolutionary Computation,
vol. 1, no. 1, pp. 67–82, 1997.

[21] D. Simon, “Biogeography-based optimization,” IEEE Transac-
tions on Evolutionary Computation, vol. 12, no. 6, pp. 702–713,
2008.

[22] M. Ergezer and D. Simon, “Oppositional biogeography-based
optimization for combinatorial problems,” in Proceedings of the
2011 IEEE Congress of Evolutionary Computation, CEC 2011, pp.
1496–1503, New Orleans, LA, USA, 2011.

[23] S. S. Malalur, M. T. Manry, and P. Jesudhas, “Multiple optimal
learning factors for the multi-layer perceptron,” Neurocomput-
ing, vol. 149, pp. 1490–1501, 2015.

[24] M. Ovreiu and D. Simon, “Biogeography-based optimization of
neuro-fuzzy system parameters for diagnosis of cardiac dis-
ease,” in Proceedings of the 12th Annual Genetic and Evolutionary
Computation Conference, GECCO-2010, pp. 1235–1242, New
York, NY, USA, 2010.

[25] W. Zhu and H. Duan, “Chaotic predator-prey biogeography-
based optimization approach for UCAV path planning,”
Aerospace Science and Technology, vol. 32, no. 1, pp. 153–161,
2014.

[26] S.H.Kellert, “Books-received - in thewake of chaos - unpredict-
able order in dynamical systems,” vol. 267, Science, 95 edition,
1995.

[27] L. Zhang, Y. Xue, B. Jiang et al., “Multiscale agent-based mod-
elling of ovarian cancer progression under the stimulation of
the STAT 3 pathway,” International Journal of Data Mining and
Bioinformatics, vol. 9, no. 3, pp. 235–253, 2014.

[28] S. Mirjalili, S. Z. Mohd Hashim, and H. Moradian Sardroudi,
“Training feedforward neural networks using hybrid particle
swarm optimization and gravitational search algorithm,” Ap-
plied Mathematics and Computation, vol. 218, no. 22, pp. 11125–
11137, 2012.

[29] L. Zhang and S. Zhang, “Using game theory to investigate the
epigenetic control mechanisms of embryo development: com-
ment on: epigenetic game theory: how to compute the epige-
netic control of maternal-to-zygotic transition “by Qian Wang
et al”,” Physics of Life Reviews, vol. 20, pp. 140–142, 2017.

[30] C. J.M.C.Blake,Repository ofMachine LearningDatabases, http://
archive.ics.uci.edu/ml/datasets.html.

[31] B. Jiang, W. Dai, A. Khaliq, M. Carey, X. Zhou, and L. Zhang,
“Novel 3D GPU based numerical parallel diffusion algorithms
in cylindrical coordinates for health care simulation,” Mathe-
matics and Computers in Simulation, vol. 109, pp. 1–19, 2015.

[32] H. Peng, T. Peng, J. Wen et al., “Characterization of p38 MAPK
isoforms for drug resistance study using systems biology ap-
proach,” Bioinformatics, vol. 30, no. 13, pp. 1899–1907, 2014.

[33] Y. Xia, C. Yang,N.Hu et al., “Exploring the key genes and signal-
ing transduction pathways related to the survival time of glio-
blastomamultiforme patients by a novel survival analysis mod-
el,” BMC Genomics, vol. 18, no. Suppl 1, 2017.

[34] L. Zhang,M.Qiao,H.Gao et al., “Investigation ofmechanismof
bone regeneration in a porous biodegradable calciumphosphate
(CaP) scaffold by a combination of a multi-scale agent-based
model and experimental optimization/validation,” Nanoscale,
vol. 8, no. 31, pp. 14877–14887, 2016.

[35] L. Zhang, Y. Liu, M. Wang et al., “EZH2-, CHD4-, and IDH-
linked epigenetic perturbation and its association with survival
in glioma patients,” Journal of Molecular Cell Biology, 2017.

http://archive.ics.uci.edu/ml/datasets.html
http://archive.ics.uci.edu/ml/datasets.html


Computer Games 
 Technology

International Journal of

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com

 Journal ofEngineering
Volume 2018

Advances in

Fuzzy
Systems

Hindawi
www.hindawi.com

Volume 2018

International Journal of

Reconfigurable
Computing

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

 Applied 
Computational 
Intelligence and Soft 
Computing

 Advances in 

 Artificial 
Intelligence

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

Civil Engineering
Advances in

Hindawi
www.hindawi.com Volume 2018

Electrical and Computer 
Engineering

Journal of

Journal of

Computer Networks 
and Communications

Hindawi
www.hindawi.com Volume 2018

Hindawi

www.hindawi.com Volume 2018

 Advances in 

Multimedia

 International Journal of 

Biomedical Imaging

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

Engineering  
 Mathematics

International Journal of

Robotics
Journal of

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

Computational Intelligence 
and Neuroscience

Hindawi
www.hindawi.com Volume 2018

Mathematical Problems 
in Engineering

Modelling &
Simulation
in Engineering
Hindawi
www.hindawi.com Volume 2018

Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2013
Hindawi
www.hindawi.com

The Scientific 
World Journal

Volume 2018

Hindawi
www.hindawi.com Volume 2018

Human-Computer
Interaction

Advances in

Hindawi
www.hindawi.com Volume 2018

 Scienti�c  
Programming

Submit your manuscripts at
www.hindawi.com

https://www.hindawi.com/journals/ijcgt/
https://www.hindawi.com/journals/je/
https://www.hindawi.com/journals/afs/
https://www.hindawi.com/journals/ijrc/
https://www.hindawi.com/journals/acisc/
https://www.hindawi.com/journals/aai/
https://www.hindawi.com/journals/ace/
https://www.hindawi.com/journals/jece/
https://www.hindawi.com/journals/jcnc/
https://www.hindawi.com/journals/am/
https://www.hindawi.com/journals/ijbi/
https://www.hindawi.com/journals/ijem/
https://www.hindawi.com/journals/jr/
https://www.hindawi.com/journals/cin/
https://www.hindawi.com/journals/mpe/
https://www.hindawi.com/journals/mse/
https://www.hindawi.com/journals/tswj/
https://www.hindawi.com/journals/ahci/
https://www.hindawi.com/journals/sp/
https://www.hindawi.com/
https://www.hindawi.com/

