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Abstract: In recent years, fuzzy modelling has become very popular because of its ability to 
assign meaningful linguistic labels to fuzzy sets in the rule base. However, in order to achieve 
better performance in fuzzy modelling, parameter identification often needs to be performed. In 
this paper, we address this optimization problem using memetic algorithms (MAs) for Sugeno and 
Yasukawa's (SY) qualitative (fuzzy) model. MAs are essentially variants of Genetic Algorithms 
incorporated with local search methods (or memes) that could better improve the search control 
accuracy. In addressing the parameter identification problem, MAs are utilized to perform search 
exploitation within the neighbourhood of the prior knowledge extracted via the Improved SY 
fuzzy modelling approach. The use of MAs in performing parameter identification is examined 
empirically, and found to produce better solutions attributable to the extraction and proper use of 
prior knowledge. 
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1.  Introduction 
Fuzzy modelling has become very popular because 
of its main feature being the ability to assign 
meaningful linguistic labels to the fuzzy sets in the 
rule base [1]. Sugeno and Yasukawa’s qualitative 
modelling (SY) method [2] has gained much 
attention in the fuzzy research field mainly due to 
its advantage of building fuzzy rule bases 
automatically from sample input-out data. The 
usual fuzzy controller identification methods 
generate dense fuzzy rule bases, so that the rule 
premises form a fuzzy partition of the input space. 
In a dense fuzzy rule base, the number of rules is 
very high, as it depends on the number of inputs 
and the number of partitions per variable in an 
exponential way. In order to avoid this exponential 
number of rules, the SY method puts emphasis on 
the rule consequents, i.e., the output space, and first 
finds a partition in output space. The determination 
of premises in the input space is done by splitting 
appropriately the inverse images of the output 
clusters. 

However, in the original SY modelling, there 
are a few issues left unaddressed. This has lead to 
an improvement to the original SY method known 
as the Improved SY modelling [3]. However, the 
prediction or control accuracy of such fuzzy model 
depends largely on how well the parameters are 
identified i.e. parameters identification, and that is 
the focus of this paper. Previous work has been 
done in this area [2,3] to optimize parameters. In 

this paper, we propose using memetic algorithms to 
improve this process, which is an optimizing 
process. 

In the area of optimization, there are two kinds 
of search methods: global search and local search. 
Global optimizers are useful when the search space 
is likely to have many minima, making it hard to 
locate the true global minimum [4]. Examples of 
global search methods are genetic algorithms. 
Genetic algorithms are search algorithms that use 
operators found in natural genetics to guide the trek 
through a search space. They are empirically 
proven to provide robust search capabilities in 
complex spaces, but they usually take a relatively 
long time to convergence to the exact optimum, and 
in the worst case, it may never converge. 

On the other hand, local improvement 
procedures can quickly find the exact local 
optimum of a small region of the search space, but 
are typically poor global searchers. Because local 
procedures do not guarantee optimality, in practice, 
several random starting points may be generated 
and used as input into the local search technique 
and the best solution is recorded. This optimization 
technique, commonly known as multi-start 
algorithm has been used extensively. Nevertheless 
it is a blind search technique since it does not take 
into account past information [5]. Genetic 
algorithms, unlike multi-start, utilize past 
information in the search process. Therefore, local 
improvement procedures have been incorporated 
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into GAs to improve their performance through 
what could be termed “learning”. Such hybrid GAs, 
which utilizes local learning heavily, are known as 
memetic algorithms. These techniques have been 
used successfully to solve a wide variety of realistic 
problems and will be used here in this paper [6].  

There are two competing goals governing the 
design of the global search methods: exploration is 
to ensure global reliability; exploitation 
concentrates the search efforts around the best 
solutions found so far by searching their 
neighborhoods to produce better solutions [7]. 

In this paper, our key focus is to investigate the 
use of memetic algorithms for parameter 
identification in fuzzy system. In our design of the 
memetic algorithms, we use the strategy of 
exploitation. With the help of prior knowledge in 
the format of fuzzy rules, precise search range for 
each parameter can be defined. It is believed that 
memetic algorithm is able to improve on the 
parameter identification process, and thus 
improving the accuracy of the fuzzy model. This 
paper is organized as follows: Section 2 briefly 
describes the SY fuzzy modeling. Section 3 
presents the parameter identification problem in SY 
fuzzy modelling and related works in the area. 
Section 4 describes the canonical memetic 
algorithms. Section 5 presents the fuzzy modelling 
using memetic algorithms for parameter 
identification. The empirical results using synthetic 
data are presented in section 6 while section 7 
summarizes the main conclusions.  
 
2.  SY Fuzzy Modelling 
The goal of the SY fuzzy modelling method is to 
create a transparent, viz. linguistic interpretable 
fuzzy rule based model from input-output sample 
data [2]. The construction of the rule base is 
performed in two main steps: the identification and 
the build-up of the qualitative model. The former 
can be further divided into two tasks: the structure 
identification and parameter identification. Having 
an identification model at hand, linguistic labels can 
be assigned to the finalized fuzzy sets in the rules in 
the qualitative modelling phrase. Structure 
identification may be classified into two categories 
[2]. The identification task is summarized in Table 
1. 
 
 
 
 
 
 
 
 
 
Table 1: Classification of the identification  
     Type I structure identification consists of finding 
the input candidates of the system and the variables 

that affect the output significantly. Type II structure 
identification covers the determination of the 
number of rules and the partition of the (usually) 
multidimensional input space.  
     Assume the given data set; x1, . . . xn are the 
input variables, y is the output variable. N sample 
data are given in the form of 
( ) .,...,1,,...,, 21 Niyxxx ii

n
ii =→  

 
2.1.  Identification of input candidates and 

variables 
The structure identification type Ιa consists of 
finding possible input candidates for the input to a 
system. There are an infinite number of possible 
candidates, which should be restricted to a certain 
number. In general, the selection of the input 
candidates is not a systematic process, i.e., one has 
to take a heuristic method based on experience 
and/or common sense knowledge for this purpose. 
     The structure identification of type Ib concerns 
with the selection of input variables that truly 
influence the output. In other words, one has to 
choose a set of effective variables among a finite 
set of original variables. For this purpose one needs 
a criterion function to evaluate the various 
candidate sets of variables. This function assigns a 
value for a given set of variables and its task is to 
minimize or maximize it. In [2], the regularity 
criterion (RC) [8] is employed, which was 
performed between steps identification of type II 
and parameter identification. The outcome of the 
RC method depends on the identification of type II. 
The RC is a heuristic method that selects a set of 
inputs among the possible candidates.  
     In the first step, the sample data set is divided 
into two groups, A and B. The criterion function is  
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     where kA and kg are the numbers of data in 
groups  A and B, respectively; y A

i  and y B
i  are the 

outputs of groups A and B, respectively; and finally 
AB
iy  (

BA
iy ) is the model output for the group A (B) 

input estimated by the model identified using group 
B (A) data. For evaluating equation (1) two models 
should be built from the data groups A and B at 
each evaluation stage.  
   
2.2.  Determination of the number of rules and 

the input partition 
Usually in the design of a fuzzy system the rule 
antecedents and the partition of the input domain 
are determined. This (dense) rule base design 
methodology results in exponentiality in terms of 
the number of rules. 

a: input candidates Structure identification 
Ι b: input variables 

a: number of rules Structure identification 
ΙΙ b: partition of the    

input space 
Parameter 

identification  



 3

     To avoid this significant drawback, the SY 
method proceeds inversely: first the partition of the 
output space is determined, which is done by 
clustering the whole output data set using fuzzy c-
means clustering (FCMC)[9]. The optimal numbers 
of cluster are determined by means of the following 
criterion [10]: 
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     where N is the number of data to be clustered; C 
is the number of clusters, ;2≥C xk is the kth datum 

(usually vector), 
−

x  is the mean data xk; vi is the 
center of the ith cluster (vector); kiµ is the 
membership degree of the kth datum with respect to 
the ith cluster; m is the fuzzy exponent, m > 1.  
     As a result of the clustering, every output datum 
is associated with a membership degree in all the 
clusters Bi, where i = l,..., C. From an output fuzzy 
clusters Bi we can induce a fuzzy cluster Ai in the 
multi-dimensional input space. This cluster can be 
projected onto the axes of the variables, hence 
defining the antecedent fuzzy sets in each input 
dimension. Starting from a cluster Bi, and assuming 
that we have two input variables x1 and x2, we 
usually obtain a rule like 
             If x1 is Ail and x2 is Ai2 then y is Bi. 
     Although this notation implies that the number 
of rules is identical with the number of output 
clusters, it can happen that this is not the case [3].  
 
2.3. Parameter modelling 
Parameter modelling step can be accomplished in 
two stages in the fuzzy model design. The authors 
in [2] proposed to repeat it in every input candidate 
evaluation step. At this stage we have to measure 
the performance of the rough fuzzy model. For this 
purpose the following performance index (PI) is 
used: 
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where m is the number of the data, 
iy  is the ith 

actual output, and 
i

y
∧

is the ith model output. 
     In the case of fuzzy model, the parameters are 
those of the membership functions. Utilizing 
trapezoidal membership functions implies there are 
4 parameters to be optimized for each antecedent 

4321 pppp ≤≤≤ .  
 
3.  Parameter identification 
In this paper, our main focus is on parameter 
identification in SY fuzzy modelling. The following 
outlines a previous algorithm [2] used to identify 
the parameters.  

 
1) Set the value f of adjustment. 
2) Assume that the kth parameter of the jth 

fuzzy set is .k
jp  

3) Calculate fp k
j + and fp k
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. f is 
a constraint for adjusting parameters. 

4) Choose the parameter which shows the 
best performance PI in among 
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5) Go to step 2 while unadjusted parameter 
exist. 

6) Repeat step 2 until we are satisfied with 
the result.  

 
     In [2], 5% of the width of the universe of 
discourse is used as the value of f and repeat steps 1 
to 6 over 20 iterations.  
     The accuracy of the SY fuzzy modeling was 
further improved in [3], by modifying the original 
parameter identification procedure, which works 
with temporally changing adjusting value f 
depending on the actual performance value. They 
set the starting adjusting value in the kth input as 

mp
steps startpkdomf +•= 24)(     (4) 

where dom (k) is the domain of the kth input, i.e., 
the difference between the smallest and the largest 
input in the given dimension; stepsp  a predefined 

constant (default: 3); startp  is to set the starting 
precision (default: -1), and m is an iteration counter 
which increases if  

         1.0<
−

=
last

actuallast
speed PI

PIPIPI        (5) 

     that is, if the amelioration of the performance 
index is less than 10%. The starting g value is zero. 
The parameter identification is organized in a 
double loop. In the inner loop the four parameters 
of the trapeze membership function of all the 
antecedents are sequentially adjusted with the same 
actual adjusting value until no improvement can be 
achieved or the number of inner iteration attains a 
certain limit. Then m is increased if the equation (5) 
holds, and the whole process restart again. The 
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stopping criterion of the outer loop can be either the 
crossing of a certain time limit of when the PIspeed 
gets smaller than a certain threshold. However, the 
realization of the optimal set of fuzzy parameters 
depends very much on the assumption made to 
some constant parameters in equation (4) and (5). 
This has led us in search for an optimizing 
algorithm to further improve this parameter 
identification process. 
 
4.  Memetic Algorithms 
Memetic Algorithms are population-based 
approaches for heuristic search in optimization 
problems [11]. Basically, they are genetic 
algorithms that apply a separate local search 
process to refine individuals. One big difference 
between memes and genes is that memes are 
processed and possibly improved by the people that 
hold them - something that cannot happen to genes. 
Experimental results show that the memetic 
algorithms have better results over simple genetic 
or evolutionary algorithms [12, 13]. 
 
4.1. Genetic Algorithms 
Genetic algorithm based on the Darwinian survival-
of-the-fittest theory, is an efficient and broadly 
applicable global optimization algorithm [14]. In 
contrast to conventional search techniques, genetic 
algorithm starts from a group of points coded as 
finite length alphabet strings instead of one real 
parameter set. Furthermore, genetic algorithm is not 
a hill-climbing algorithm hence the derivative 
information and step size calculation are not 
required. The three basic operators of genetic 
algorithms are: selection, crossover and mutation. It 
selects some individuals with stronger adaptability 
from population according to the fitness, and then 
decides the copy number of individual according to 
the selection methods such as Backer’s stochastic 
universal sampling. It exchanges and recombines a 
pair of chromosome through crossover. Mutation is 
done to change certain point state via probability. In 
general, the range of crossover probability is 0.5~ 
1.0 and the range of mutation probability is 
0.005~0.1, one needs to choose suitable crossover 
and mutation probability time and again via real 
problems.  
 
4.2. Local Search Methods  
Local search method is a method of searching a 
small area around a solution and adopting a better 
solution if found. Typical local search method is 
outlined in figure 1. The search begins with 
choosing a direction of movement is prescribed 
according to some algorithm, and a line search or 
trust region approach is performed to determine an 
appropriate next step. The process is repeated at the 
new point and the algorithm continues until a local 
minimum is found. Schematically, a model local 
minimizer method can be sketched as follows: 

 
 
 
Procedure A Typical Local Search Method 
Begin  

1. Start from some given point x1  
2. Assign count k=1;  
3. Calculate a search direction Dk  

Determine an appropriate step length λk   
Replace x k+1 = xk + λk * Dk 

4. Converged?  
• Yes: stop and output results 
• No: goto step 3. 

End 
 
Figure 1: A typical Local Search Method 
 
Different methods are distinguished by their choice 
of search direction. In general according to 
algorithms that use derivative or not, continuous 
parametric local search methods can be categorized 
as second, first or zeroth order method [15]. In our 
paper, we have make use of all of them. 
 
4.2.1. Second order method 
This method requires the function values, its first 
(partial) derivative vector and the second derivative 
matrix - the Hessian. Newton-Raphson method is 
an example of this kind. It is based on the idea of 
approximating partial derivative with its linear 
Taylor series expansion about a value.  This method 
is powerful and simple to implement. It will 
converge to a fixed point from any sufficiently 
close starting value. 
 
4.2.2. First order method 
When the second derivative is not available, we use 
only function values and first (partial) derivative 
vector.  It includes Steepest Descent, Conjugate 
Gradients and Quasi-Newtonian Methods. Fox 
example, steeping descent uses the first-order 
Taylor polynomial to construct local linear 
approximation of the function.  
 
4.2.3. Zeroth order method 
Zeroth order methods, also known as direct search 
techniques, are often very useful when the 
derivative information, both Hessians and gradients 
of the function, are either unavailable or unreliable. 
The main feature of zeroth order method is that 
they only need the object function values, or even 
only need the relative rank of objective values. The 
direct search only needs this information to 
guarantee the sufficient information about the local 
behavior of the function. Pattern search, simplex 
search and methods with adaptive sets of search 
directions constitute the three main categories of 
direct search. 
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4.3. Pseudo- code for Canonical Memetic 
Algorithms: 

In the first step, the GA population is initialized 
randomly. Subsequently, for each chromosome in 
the population, a local search is used for local 
improvement based on the Lamarckian or Baldwin 
evolution. Standard GA operators are then used to 
generate the next population until the stopping 
conditions are satisfied. 
 
Procedure Canonical Memetic Algorithms 
Begin  
Initialize: Generate an initial GA population;  
   While (Stopping conditions are not satisfied) 

        Evaluate all individuals in the population 
 For each individual in the population  

• Perform local search on it  
• Replace it with locally improved  

solution 
         End For 
Apply standard genetic algorithm operators to 
create a new population. 
       End while  
End 

 
Figure 2: The pseudo-code for Canonical 
memetic algorithms 
 
5.  Parameter Identification using               

Memetic Algorithms  
Here our main purpose is to use memetic 
algorithms to exploit the promising region. Hence 
we concentrate our search efforts on the best 
solutions so far by searching their direct 
neighbourhood to produce better solutions.  

The Improved SY modelling [3] is used as the 
starting points to provide the prior knowledge, then 
we search the nearest region of each parameter as 
below: 
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where
∧
1p , ∧

2p ,
∧

3p , ∧

4p   are the fuzzy parameters 
generated after the parameters identification 
process from the improved SY fuzzy model 

 
 
 
 
 
 
 

 
Procedure Parameter identification using memetic     
algorithms 
BEGIN 

Step 1: Initialize 
• Generate an initial MA population 

according to each parameter’s own 
range as in (6). 

  Step 2: For each individual in the population 
• Perform local search on it according 

to corresponding range. 
• Replace the genotype in the 

population with the locally improved 
solution. 

              End For 
     Step 3:  

• Evaluate all individuals in the 
population. 

• Apply standard MA operators to 
create a new population; i.e., 
Selection, Mutation and Crossover.      

            Step 4: Stopping condition satisfied?  
• Yes: stop and output results 
• No: goto step 2. 

END 
 
 
Figure 3: Parameter identification using 
memetic     algorithms 
 
6.  Case Study and Discussion 
In this section, we present the optimizing 
performance of the proposed parameter 
identification technique. As memetic algorithm uses 
different local search algorithms to refine 
individuals in the optimizing process, comparison 
results will be presented in this section. Synthetical 
sample data [2] from fuzzy systems is used here. 
The memes or local search methods employed also 
consists of many derivative and non-derivative 
methods. 
 
6.1. Test data 
Here we consider the following nonlinear static 
system with two inputs: x1 and x2, and a single 
output y: 

               ( ) ,1
25.1

2
2

1
−− ++= xxy                                                 

5,1 21 ≤≤ xx                 (7) 
From this system, 50 input-output data are obtained 
(table 2). 
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Group A  Group B 
No. X1 x2 y No. x1 x2 y 
1 1.40 1.80 3.70 26 2.00 2.06 2.52 
2 4.28 4.96 1.31 27 2.71 4.13 1.58 
3 1.18 4.29 3.35 28 1.78 1.11 4.71 
4 1.96 1.90 2.70 29 3.61 2.27 1.87 
5 1.85 1.43 3.52 30 2.24 3.74 1.79 
6 3.66 1.60 2.46 31 1.81 3.18 2.20 
7 3.64 2.41 1.95 32 4.85 4.66 1.30 
8 4.51 1.52 2.51 33 3.41 3.88 1.48 
9 3.77 1.45 2.70 34 1.38 2.55 3.14 

10 4.84 4.32 1.33 35 2.46 2.12 2.22 
11 1.05 2.55 4.63 36 2.66 4.42 1.56 
12 4.51 1.37 2.80 37 4.44 4.71 1.32 
13 1.84 4.43 1.97 38 3.11 1.06 4.08 
14 1.67 2.81 2.47 39 4.47 3.66 1.42 
15 2.03 1.88 2.66 40 1.35 1.76 3.91 
16 3.62 1.95 2.08 41 1.24 1.41 5.05 
17 1.67 2.23 2.75 42 2.81 1.35 1.97 
18 3.38 3.70 1.51 43 1.92 4.25 1.92 
19 2.83 1.77 2.40 44 4.61 2.68 1.63 
20 1.48 4.44 2.44 45 3.04 4.97 1.44 
21 3.37 2.13 1.99 46 4.82 3.80 1.39 
22 2.84 1.24 3.42 47 2.58 1.97 2.29 
23 1.19 1.53 4.99 48 4.14 4.76 1.33 
24 4.41 1.71 2.27 49 4.35 3.90 1.40 
25 1.65 1.38 3.94 50 2.22 1.35 3.39 

Table2: Input-Output data of nonlinear system  
 
6.2. Local Search Methods 
Four local search methods are employed in this 
empirical study. They consist of a variety of 
optimization methods from the Schwefel libraries 
[16] and a few others in the literature. They are 
representations of second, first and zeroth order 
methods. 
 
6.2.1. DP 
Schwefel library [16] DSCP searches that uses the 
strategy of Davis, Swann and Compey with Palmer 
orthogonalization [17]. Small changes in all 
variables are tested one at a time to establish a 
suitable direction for a simple constant direction 
search, followed by an orthogonalization to 
establish a new set of rotated co-ordinates in which 
to carry out the small step tests. 
 
6.2.2. DC 
A dynamic hill climbing algorithm is available [18]. 
This method uses a series of gradient descent local 
searches to find individual optimal solutions, and 
then they are used to find new starting points. It 
aims to locate as many individual optimal solutions 
as possible with each one being found by a rapid 
local search.  
 
6.2.3. HO 
Hooke and Jeeves Direct Search [19]. This kind of 
method is characterized by a series of exploratory 

moves that consider the behavior of the objective 
function at a pattern of points, all of which lie on a 
rational lattice. The exploratory moves consist of a 
systematic strategy for visiting the points in the 
immediate vicinity of the current iterate. 
 
6.2.4. RN 
Rosenbrock’s rotating co-ordinate search [20]. This 
method in a similar manner to the Hooke and 
Jeeves search bet additionally allows the directions 
of search to alter so that it is not restricted to the co-
ordinate system based on the individual variable 
directions. 
 
6.3. Empirical Study 
The propose method use memetic algorithms for 
improving the parameter identification; that is, we 
use the SY modelling to extract the prior 
knowledge, follow by using memetic algorithms to 
perform search for fine tuning. 
     In the empirical study, we employ a standard 
binary coded genetic algorithm for the memetic 
search. Backer’s stochastic universal sampling 
algorithm is used here. Mutation is done via 
randomly selecting a bit and flipping it. In our test, 
we allows it to continue until the maximum of 
100,000 trials, and the control parameters for 
memetic algorithms were set using default values as 
follows: population of 50, mutation rate of 0.1%, 
uniform crossover with a rate of 60%, 10 bit binary 
encoding, and maximum local search length of 500 
evaluations. We use the PI in equation (3) as the 
fitness function. Experiment results are as below: 
 

MAs with 
different 

loca search 

From 
Improved 
SY fuzzy 

model 

After MA 
fine tuning 

GA-DP 0.044115 0.020864 
GA-DC 0.044115 0.015432 
GA-HO 0.044115 0.024392 
GA-RN 0.044115 0.017787 

Table 3: Comparison of PI before and after 
optimization 
 
     The results of those before optimization are 
starting points of our search, then we search their 
direct neighbourhood using memetic algorithms, 
and we get the results as shown in Table 3 after 
optimization. 

From the results, we can see that memetic 
algorithms can achieve better results overall, by 
comparing to the results generated from the 
Improved SY modelling [3].  So we can conclude 
that the design of exploitation by an intensified 
search in a promising region of the search space can 
be successfully applied to parameter identification 
of the fuzzy systems. 

Next, it is shown that GA-DC achieve best 
results, this is because it works very well for multi-
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modal problems with a moderate number of peaks 
and relatively smooth surfaces. 

 
7.  Conclusion 
In this paper, we propose a technique to enhance 
the parameter identification of the SY modelling 
using memetic algorithm. In essence it is the idea of 
exploiting the direct neighbour of the best solutions 
found do far to produce better solutions. The set of 
fuzzy rules generated by the Improved SY fuzzy 
modelling acts as a prior knowledge for the 
memetic algorithm. Memetic algorithm, a hybrid 
genetic algorithm-local search methods, which 
incorporate local improvement procedures with 
traditional GAs may thus be used to improve the 
performance of GAs in search, and thus further 
improve the performance of the parameter 
identification. 
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