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In view of techniques for constructing high-order fuzzy time series models, there are three types which are based on advanced
algorithms, computational method, and grouping the fuzzy logical relationships. The last type of models is easy to be understood
by the decision maker who does not know anything about fuzzy set theory or advanced algorithms. To deal with forecasting
problems, this paper presented novel high-order fuzz time series models denoted as GTS (𝑀, 𝑁) based on generalized fuzzy logical
relationships and automatic clustering.This paper issued the concept of generalized fuzzy logical relationship and an operation for
combining the generalized relationships. Then, the procedure of the proposed model was implemented on forecasting enrollment
data at the University of Alabama. To show the considerable outperforming results, the proposed approach was also applied to
forecasting the Shanghai Stock Exchange Composite Index. Finally, the effects of parameters 𝑀 and 𝑁, the number of order, and
concerned principal fuzzy logical relationships, on the forecasting results were also discussed.

1. Introduction

In nearly two decades, fuzzy time series approach introduced
by Song and Chissom has been used widely for its superiori-
ties in dealingwith imprecise knowledge (like linguistic) vari-
ables in decision making. In the literature, many studies have
been made to propose new methods or improve forecasting
accuracy for fuzzy time series forecasting. For simplifying the
computational process, Chen [1] improved Song’s methods
and presented a simplified forecast model in 1996. Since
the lengths of intervals greatly affect forecasting accuracy in
fuzzy time series, Yu and many others [2–5] adjusted the
lengths of intervals with use of distribution or optimization
technique. In view of higher accuracy of forecast results,
the weighted forecast models concerned with the various
recurrence and chronological order had also been improved
by some researchers [6–8]. In addition,many originalmodels
based on the conventional fuzzy time series were presented
and combined with novel algorithms or technologies. For

example, Singh [9, 10] proposed fuzzy forecast methods to
forecast the crop production based on computationalmethod
with difference parameters. Lee et al. [11–14] presented several
fuzzy forecast models based on the fuzzy time series, genetic
algorithm, the simulated annealing algorithm, and type-2
fuzzy set to forecast temperature and TAIFEX. Kuo et al.
[15] firstly introduced the particle swarm optimization (PSO)
into the fuzzy time series models for forecasting TAIFEX.
Song’s [16] and Aladag’s models [17, 18] gained more accurate
forecasts by employing artificial neural network to determine
fuzzy relationships.

Since first-order fuzzy time series models have a simple
structure, they are easy when facing trouble on explaining
more complex relationships. And the first-order models are
not able to meet the demand of prediction involved in
multifactors or long-term time series. As compared with
the alternative forecasting models, such as ARIMA, hidden
Markov, and Arch models, there are still much room for
higher forecasting accuracy in applying fuzzy time series
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models. For these reasons, Chen et al. [19–23] proposed some
new methods which analyze high-order fuzzy time series
forecasting model to deal with the enrollments forecasting
problem. Aladag et al. [17] introduced a high-order model
based on feed-forward neural network. Lee et al. [12, 24] had
also presented some high-order models based on two-factor
and genetic simulated annealing techniques. Most of time
series researchers [14, 25–28] had shown their, respectively,
interest in high-order fuzzy time series forecasting models.

In process of forecasting with fuzzy time series models,
fuzzy logical relationship (FLR) is one of the most critical
factors that influence the forecasting accuracy. In view of
techniques for partitioning the universe of discourse and
constructing the fuzzy logic relationships effectively, the
above high-order models consist of three parts. The first one
is mining the FLRs by applying some advanced algorithms
such as genetic algorithms, rough set, neural networks, type-2
fuzzy set, and simulated annealing algorithm [12, 14, 17, 18, 20,
21, 25, 27].The second one is the class represented by Singh [9,
10] whose models are based on computational method. The
last but not least one is the kind of models based on grouping
the FLRs represented by [19, 22–24, 26, 28]. The first type
of hybrid models can get higher forecast accuracy than the
other two classes. However, the forecasting process of these
algorithms, like a black box, is not easy to be understood.
Unlike the fuzzy set theory, its procedure and forecasts are not
understandable and accountable formost of decisionmakers.
Although the second type of models had been implemented
on a real life problem of crop production and rice production
besides enrollment forecast, the models have little to do with
FLRs in the procedures of forecasting. It just obtains high
forecasting accuracy by dividing the intervals to produce
accurate localizations of the forecasting values. In regard to
the third type models, the procedures of mining FLRs and
forecasting principles are based solely on the FLRs sets, that
is, conventional fuzzy time series. The forecasting procedure
and principles had been expressed clearly for fuzzy time
series researchers and easy to be understood by the decision
maker who does not know anything about fuzzy set theory or
prerequisite advanced algorithms.

For these reasons, this study proposes a high-order fuzzy
time series model based on automatic clustering [28–30]
and generalized fuzzy logical relationships [31]. The process
of abstracting the relationships matrixes among time series
and finding out the patterns of time series fluctuations are
carried out on the basis of understandable fuzzy rules. Of
the above three kinds of models, the proposed method
belongs to the third. Since the models of [19, 26] are similar
finding the most appropriate forecasting principle with state-
transition analysis and backtracking scheme, the models of
[24, 26] aim formultifactor forecasting problems and [28] are
improved by finding an optimal interval length. [19, 22, 23]
then choose as the counterparts for comparing the single-
factor forecasting results with determining length of interval.
There are two data sets used for the empirical analysis: the
enrollments of theUniversity of Alabama and Shanghai Stock
Composite Index close price. In view of the three criteria
of evaluations: the root mean squared error, mean absolute
error, and mean absolute percentage error, the proposed

method gets a higher forecasting accuracy rate than the
counterparts.

2. Preliminaries

2.1. Some Definitions. In view of making our exposition self-
contained, this section provides some definitions and the
framework of fuzzy time series models. Followed with some
related definitions of fuzzy time series, framework of fuzzy
time series model [16, 32–34] is summarized in the second
part of this section. At the end of this section, the definition
and an operation for generalized fuzzy logical relationship are
also presented to prepare for the proposed model in the next
section.

Definition 1. A fuzzy set𝐴 of the universe of discourse𝑈,𝑈 =
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2
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denotes the membership degrees in the fuzzy set 𝐴.

Definition 2. Let 𝑌(𝑡) (𝑡 = . . . , 0, 1, 2, . . .) be the universe of
discourse in which fuzzy sets 𝑓

𝑖
(𝑡) (𝑡 = 1, 2, . . .) are defined.

Let 𝐹(𝑡) be a collection of 𝑓
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We named “∧
𝑁
” intersection of the 𝑁th principal fuzzy

logical relationship.
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This operation is not the only one for combining knowl-
edge of all principal fuzzy logical relationships; one can define
someone else for this work. Based on these definitions, this
paper will present a high-order fuzzy time series model in the
following section.

2.2. Automatic Clustering Algorithm. In this section, we
review the automatic clustering algorithm for clustering
numerical data. The algorithm is essentially a modification
and improvement of the one presented [29, 30]. The algo-
rithm is now summarized as follows.

Step 1. Sort the numerical data in an ascending order. Assume
that there are 𝑛 different numerical data in the sorted data
sequence and the ascending numerical data sequence is as
follows:
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where 𝑥𝑖
1
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2
, . . . , and 𝑥
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𝑖1
denote the numerical data with the

same value, 1 ≤ 𝑖 ≤ 𝑛 and 𝑖
1

≥ 1. Then, the value of
“average dif,” which denotes the average of the differences
between any two adjacent data, is defined with following
formula:

ave dif =
∑
𝑛−1

𝑖=1
(𝑥𝑖+1
1

− 𝑥𝑖
1
)
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Step 2. Based on the value of ave dif, determinewherever two
adjacent numerical data 𝑥

𝑖
and 𝑥
𝑗
in the data sequence can be

put into a cluster by the following three rules.
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(2) Given that 𝑥
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clu dif denote the average difference of the distances
between every pair of adjacent data in the cluster and
calculated as
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Step 3. Assume that the clusters obtained in Step 2 are shown
as follows: {𝑥
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simplify the above representation into the following form:
{𝑥1
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1
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Step 4. Assume that the following clusters are obtained
in Step 3: {𝑥

1
, 𝑥
2
}; {𝑥
3
, 𝑥
4
}; {𝑥
5
, 𝑥
6
}; . . . ; {𝑥

𝑘
}; . . . ; {𝑥

𝑛−1
, 𝑥
𝑛
}.

Transform these clusters into contiguous intervals based on
the following substeps.

(a) Transform the first cluster {𝑥
1
, 𝑥
2
} into interval

[𝑥
1
, 𝑥
2
).

(b) Set [𝑥
1
, 𝑥
2
) as the current interval and let {𝑥

3
, 𝑥
4
}

be the current cluster. If 𝑥
2

≥ 𝑥
3
, then transform

the current cluster {𝑥
3
, 𝑥
4
} into interval [𝑥

2
, 𝑥
4
), set

[𝑥
2
, 𝑥
4
) as the current interval, and set the next cluster

{𝑥
5
, 𝑥
6
} as the current cluster; if 𝑥

2
< 𝑥
3
, then

transform {𝑥
3
, 𝑥
4
} into interval [𝑥

3
, 𝑥
4
), create a new

interval [𝑥
2
, 𝑥
3
) between [𝑥

1
, 𝑥
2
) and [𝑥

3
, 𝑥
4
), set

[𝑥
3
, 𝑥
4
) as the current interval, and set the next cluster

{𝑥
5
, 𝑥
6
} as the current cluster. If the current interval is

[𝑥
𝑖
, 𝑥
𝑗
) and the current cluster is {𝑥

𝑘
}, then transform

the current interval [𝑥
𝑖
, 𝑥
𝑗
) into [𝑥

𝑖
, 𝑥
𝑘
), set [𝑥

𝑖
, 𝑥
𝑘
)

as the current interval, and set the next cluster as the
current cluster.

(c) Repeatedly check the current interval and the current
cluster until all the clusters have been checked.

3. Proposed Model

In this section, we present a novel multivariable forecasting
model based on automatic clustering algorithm and general-
ized fuzzy logical relationships. Since the proposed method
is a fuzzy time series model related to the number of factors
denoted as𝑀 and principal fuzzy relationship denoted as𝑁,
we name it GTS(𝑀,𝑁). In other words, GTS(𝑀,𝑁) means
a multivariable fuzzy time series model based on 𝑀 factors
and𝑁 principal fuzzy logical relationships. In the similar way
of the conventional fuzzy time series forecasting models, the
proposed algorithm is introduced in a stepwise manner as
follows.
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Step 1 (define the universe of discourse and intervals with
automatic clustering algorithm). For every factor, the uni-
verse of discourse can be defined as𝑈𝑘 = [starting𝑘, ending𝑘],
𝑘 = 1, 2, . . . ,𝑀. According to automatic clustering algorithm
summarized in the above section, the universe of discourse
is departed into some disjoin subintervals. For example,
𝑈𝑘 = {𝑢𝑘

1
, 𝑢𝑘
2
, . . . , 𝑢𝑘

𝑛𝑘
}, 𝑚𝑘
𝑖
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corresponding fuzzy set is 𝐴𝑘
𝑖𝑘
, 𝑖
𝑘
= 1, 2, . . . , 𝑛

𝑘
.

Step 2 (define fuzzy sets based on the universe of discourse
and fuzzify the historical data for each factor). For a given
factor, the fuzzy set 𝐴

𝑖
would be expressed as 𝐴

𝑖
= 𝑎
𝑖1
/𝑢
1
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𝑖2
, . . . , 𝑎
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), where 𝑎
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∈ [0, 1],

1 ⩽ 𝑖, 𝑗 ⩽ 𝑛, 𝑛 is the number of intervals for the given factor.
The value of 𝑎

𝑖𝑗
indicates the membership degree of 𝑢

𝑗
in 𝐴
𝑖
.

Thehistorical and observed data are fuzzified according to the
definition of fuzzy sets. For example, a datum is fuzzified to
𝐴
𝑗
when the maximal degree of membership of that datum

is in 𝐴
𝑗
; in other words, if 𝑎

𝑖𝑗
= max{𝑎
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𝑖𝑛
}, (1 ⩽

𝑗 ⩽ 𝑛), then the data at time 𝑡 should be classified into the 𝑗th
class. In this paper, the fuzzy sets are defined with triangular
fuzzy function showed by the following formula:
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𝑖

+
0.5

𝑢
𝑖+1

+
0

𝑢
𝑖+2

+ ⋅ ⋅ ⋅ +
0

𝑢
𝑛

,

...

𝐴
𝑛
=

0

𝑢
1

+ ⋅ ⋅ ⋅ +
0

𝑢
𝑢−2

+
0.5

𝑢
𝑢−1

+
1

𝑢
𝑛

.

(6)

The membership degree of the value 𝑥
𝑡
at time 𝑡 in 𝐴

𝑖
(𝑖 =

1, 2, . . . , 𝑛) is defined by the following formula:

𝜇
𝐴𝑖
(𝑥
𝑡
) =

{{{{

{{{{

{

1, if 𝑖 = 1, 𝑥
𝑡
⩽ 𝑚
1

1, if 𝑖 = 𝑛, 𝑥
𝑡
⩾ 𝑚
𝑛

max{0, 1 −
𝑥𝑡 − 𝑚

𝑖



2𝑙
𝑖

} , otherwise,

(7)

where 𝑥
𝑡
is the value at time 𝑡 and 𝑙

𝑖
is the length of interval

𝑢
𝑖
.

Step 3 (establish the fuzzy logical relationships based on
the number of factors and principal relationship). Given
the sample data set and the definition of fuzzy sets, all
fuzzy logical relationships between two consecutive data
are created. To forecast the time series, the fuzzy logical
relationship matrix must be created in this step based on the

fuzzy logical relationships.There are many different methods
for the work; this paper applies the method proposed by Lee
et al. in [8]. For example, the fuzzy logical relationships of a
GTS(𝑀,𝑁) model can be grouped into 𝑀 × 𝑁 relationship
matrixes denoted as 𝑅(𝑘,𝑙) (𝑘 = 1, 2, . . . ,𝑀, 𝑙 = 1, 2, . . . , 𝑁).

Step 4 (forecasting model). For the given 𝑘th factor, let
𝐹𝑘(𝑡 − 1) = (𝜇𝑘,𝑡−1

1
, 𝜇𝑘,𝑡−1
2

, . . . , 𝜇𝑘,𝑡−1
𝑛𝑘

) and let 𝜇𝑘,𝑡−1
𝑡𝑙

be
the 𝑙th maximum membership degree, respectively. By
Definition 5, we have the intersection fuzzy logical rela-
tionship ∧

𝑁
(𝐴(𝑘,1)
𝑡1

, . . . , 𝐴(𝑘,𝑙)
𝑡𝑙

, . . . , 𝐴(𝑘,𝑁)
𝑡𝑁

), and then the 𝑘th
forecasting 𝐹𝑘(𝑡) is conducted by the following formula:

𝐹
𝑘
(𝑡)

= ∧
𝑁
(𝐴
(𝑘,1)

𝑡1
, . . . , 𝐴

(𝑘,𝑙)

𝑡𝑙
, . . . , 𝐴

(𝑘,𝑁)

𝑡𝑁
) ∘ (𝑚

1
, 𝑚
2
, . . . , 𝑚

𝑛
)
𝑇

,

(8)

where “∘” is a composition operation for forecasting with
following principles.

(1) If the sum of ∧
𝑁
(𝐴(𝑘,1)
𝑡1

, . . . , 𝐴(𝑘,𝑙)
𝑡𝑙

, . . . , 𝐴(𝑘,𝑁)
𝑡𝑁

) equal to
0, then the forecasted value is𝑚

𝑡1
.

(2) Otherwise, the forecast value is equal to the weighting
aggregate of𝑚

𝑡1
, 𝑚
𝑡2
, . . . , 𝑚

𝑡𝑁
.

Then, for a given 𝑀, there are 𝑀 forecasts for time 𝑡. The
conclusive forecasting value for time 𝑡 can be obtained by
following formula:

𝐹𝑘 (𝑡) = 𝑤
1
∗ 𝐹
1
(𝑡 − 1) + ⋅ ⋅ ⋅ + 𝑤

𝑘
∗ 𝐹
𝑘
(𝑡 − 𝑘) , (9)

where 𝑤
𝑘
(𝑘 = 1, 2, . . . ,𝑀) is the adjustment parameter for

the 𝑘th forecast; one can obtain it by minimizing the RMSE
of the training data set. With the adjustments, the conclusive
forecasting value can be adapted to simulate the fluctuation
pattern of training data.

To know the detailed process of the model, please confer
to reference [34].

4. Empirical Analysis

4.1. Data Description. To demonstrate the effectiveness of
the proposed models, large and multiple amounts of data
are needed. Since the fuzzy time series forecasting model
was proposed, the enrollment data were widely used to test
the improved methods. Furthermore, financial data are the
most popular target of research, the typical data, Stock Price,
have also been studied by people. Thus, the enrollments and
Shanghai stock exchange composite index closing prices are
used as the illustration data sets for the empirical analysis.The
financial data used in this paper are the daily Shanghai Stock
Exchange Composite Index (SSECI) closing prices covering
the period from 1997 to 2006.

4.2. Criteria of Evaluation. In statistics, the root mean
squared error (RMSE), mean absolute error (MAE), and
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Figure 1: Prediction of 1997’s SSECI monthly.

mean absolute percentage error (MAPE) are three ways
to quantify the difference between values implied by an
estimator and the true values of the quantity which have
been estimated before. MSE is a risk function to measure
the average of the squares of the difference. For an unbiased
estimator, theMSE is the variance, and theRMSE is the square
root of the variance known as the standard error. In addition,
RMSE has over MSE that its scale is the same as the forecast
data. Thus, we take RMSE as the first representative of the
size of an “average” error. MAE is also measured in the same
units as the original data and is usually similar in magnitude
to, but slightly smaller than, the RMSE. Because percentage
errors are not scale-independent and MAPE is an average
of the absolute percent errors, furthermore, MAPE is simply
to calculate and easy to be understood, which attest to its
popularity; we also take it as a criterion for comparisons of
forecasting results in the paper.

4.3. Performance Evaluation. In Table 1, we have listed the
results of GTS(1,𝑁) on enrollments prediction. Compared
with Hwang’s method [23] and Chen’s methods [19, 22] on
the enrollment experiment, the proposed model has a more
accurate prediction. Moreover, we also apply the proposed
method to handle forecasting the close price of Shanghai
stock index. The comparison of the four criteria of 1997’s
SSECI is listed in Table 2. From these two tables, we can see
that the proposed GTS(𝑀,𝑁) gets more accurate predicted
results with the increase of 𝑛. On all standards of evaluation,
the trends are the same as the data of the 1997’s SSECI.
Figure 1 has depicted the depicted results of the 1997’s SSECI
monthly. In Figure 2, the last 41 predicted results of the 1997’s
SSECI are depicted. From these figures, we can easily draw the
same conclusion that the higher 𝑚 value, the more accurate
the prediction.

In fact, we can also arrive at the same conclusion from
the results of other years. The mean predictions of ten years’
SSECI from 1997 to 2006 are listed in Table 3. From the table,
we can also arrive to the same conclusion that the higher 𝑚
values or 𝑛 values, the more accurate the prediction.

0 5 10 15 20 25 30 35 40 45
1120
1130
1140
1150
1160
1170
1180
1190
1200
1210

Time

In
de

x

Actual value
The proposed model with m = 3 and n = 1

The proposed model with m = 3 and n = 3

The proposed model with m = 3 and n = 5

Figure 2: The last 41 predictions of 1997’s SSECI.

From Tables 2 and 3, it is clear that the higher 𝑛 values
gain little RMSE and the higher ordermodel is better than the
lower. This conclusion can also be testified by Figure 2 which
has told us another importantmessage that the shorter length
of interval can result in robuster forecast errors. All of these
conclusions have an important meaning for the proposed
mode which can be applied on other data set or area.

5. Conclusion

After discussing the high-order fuzzy time series models and
presenting the definition and operation for generalized fuzzy
logical relationship, we have proposed a novel high-order
fuzzy time series models based on the new relationship and
automatic cluster. The work is driven by three main reasons.
Firstly, it is to generalized the fuzzy logical relationship; sec-
ondly, it is to abstract the relationships matrixes among time-
series and find out the patterns of time series fluctuations
based on understandable fuzzy rules. The last one is to make
the fuzzy time series model able to explain more complex
relationships.

In the future research, some suggestions are provided
to improve this paper. Firstly, the relation of the principal
fuzzy relationships and the conventional fuzzy relationships
need to be discussed deeply. For example, what is the
effects on the forecasting results threw by the definition of
membership function and the operations of principal fuzzy
logical relationship. Since the proposed model is on the basis
of fuzzy logical relationship, to broaden the application of the
proposed model and to obtain more forecasting accuracy, it
is worth improving the model by hybridizing some advanced
algorithms.
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Table 1: Original data and results of GTS(1,𝑁).

Year Value 𝑛 = 1 𝑛 = 2 𝑛 = 3 𝑛 = 4 𝑛 = 5 𝑛 = 6

1971 13055 ∗ ∗ ∗ ∗ ∗ ∗

1972 13563 13608 13481 13608 13545 13608 13566

1973 13867 14014 13938 13913 13900 13893 13887

1974 14696 14696 14846 14696 14621 14696 14646

1975 15460 15457 15384 15457 15494 15457 15481

1976 15311 15347 15402 15217 15293 15296 15299

1977 15603 15732 15668 15646 15635 15629 15624

1978 15861 15922 15892 15882 15876 15873 15871

1979 16807 16747 16835 16826 16821 16818 16816

1980 16919 16863 16891 16900 16905 16908 16910

1981 16388 17269 16238 16388 16313 16388 16338

1982 15433 15457 15384 15457 15420 15457 15433

1983 15497 15347 15402 15457 15494 15515 15481

1984 15145 15154 15150 15217 15147 15147 15147

1985 15163 15154 15158 15160 15161 15161 15162

1986 15984 15922 16010 16001 15997 15994 15993

1987 16859 16863 16835 16863 16849 16863 16854

1988 18150 17269 18300 18150 18075 18150 18100

1989 18970 18923 18946 18954 18958 18961 18962

1990 19328 19332 19335 19329 19329 19329 19329

1991 19337 19128 19117 19336 19336 19336 19336

1992 18876 19128 19117 18892 18888 18885 18884

MAE 146.18 76.88 23.03 22.52 10.96 14.63
RMSE 287.92 102.22 33.89 32.42 15.75 21.51
MAPE 0.0086 0.0047 0.0015 0.0014 0.0007 0.0009

Table 2: Predictions of the 1997s SSECI.

Standard 𝑛 = 1 𝑛 = 2 𝑛 = 3 𝑛 = 4 𝑛 = 5 𝑛 = 6

RMSE

15.1838 9.4761 7.2977 6.5691 5.8368 4.0060
11.1987 5.7158 4.4554 3.6585 3.6326 3.3264
11.1771 5.7158 4.4554 3.6585 3.6326 3.3264
8.4242 4.5760 4.0429 3.6585 3.6326 3.3264
8.4242 4.5760 4.0429 3.6585 3.6326 3.3264

MSE

230.5481 89.7968 53.2557 43.1528 34.0681 16.0482
125.4109 32.6703 19.8505 13.3848 13.1956 11.0649
124.9284 32.6703 19.8505 13.3848 13.1956 11.0649
70.9667 20.9395 16.3452 13.3848 13.1956 11.0649
70.9667 20.9395 16.3452 13.3848 13.1956 11.0649

MAE

10.0149 4.7612 3.0654 2.3956 1.8747 1.2101
6.8601 2.3796 1.4433 1.0793 0.9591 0.8325
6.7935 2.3796 1.4433 1.0793 0.9591 0.8325
4.1365 1.8326 1.2741 1.0793 0.9591 0.8325
4.1365 1.8326 1.2741 1.0793 0.9591 0.8325

MAPE

0.0085 0.0040 0.0026 0.0020 0.0016 0.0011
0.0058 0.0020 0.0013 0.0009 0.0008 0.0007
0.0058 0.0020 0.0013 0.0009 0.0008 0.0007
0.0035 0.0016 0.0011 0.0009 0.0008 0.0007
0.0035 0.0016 0.0011 0.0009 0.0008 0.0007
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Table 3: Mean predictions of ten years’ SSECI.

Standard 𝑛 = 1 𝑛 = 2 𝑛 = 3 𝑛 = 4 𝑛 = 5 𝑛 = 6

RMSE

13.4784 8.1924 6.1547 5.3032 4.7239 3.9061
10.9261 5.6461 4.2813 3.7365 3.2990 2.8577
10.8439 5.6430 4.2811 3.7365 3.2990 2.8577
8.1744 4.9728 4.0286 3.1636 2.9308 2.5894
8.1677 4.9728 4.0286 3.1636 2.9308 2.5894

MSE

186.4686 69.8534 39.6285 29.7496 24.2175 16.7039
123.6484 34.4528 20.3443 16.2190 13.8560 10.4935
121.8484 34.4256 20.3415 16.2190 13.8560 10.4935
69.2226 26.5494 17.9995 11.8663 11.0055 9.0951
69.1016 26.5494 17.9995 11.8663 11.0055 9.0951

MAE

8.4660 3.7692 2.4054 1.9503 1.5594 1.2134
5.8655 2.2465 1.4280 1.1718 0.9510 0.7263
5.7602 2.2432 1.4272 1.1718 0.9510 0.7263
3.5900 1.8670 1.2989 0.9160 0.7806 0.6413
3.5834 1.8670 1.2989 0.9160 0.7806 0.6413

MAPE

0.0058 0.0026 0.0017 0.0013 0.0011 0.0008
0.0040 0.0015 0.0010 0.0008 0.0006 0.0005
0.0040 0.0015 0.0010 0.0008 0.0006 0.0005
0.0025 0.0013 0.0009 0.0006 0.0005 0.0004
0.0025 0.0013 0.0009 0.0006 0.0005 0.0004

Acknowledgments

Thisworkwas partially supported by theNational Nature Sci-
ence Foundation of China (NSFC 61261027), Natural Science
Foundation of Jiangxi Province, China (20142BAB207013),
and Foundation of Jiangxi Province Educational Committee
(GJJ14642, GJJ14651).

References

[1] S. M. Chen, “Forecasting enrollments based on fuzzy time
series,” Fuzzy Sets and Systems, vol. 81, no. 3, pp. 311–319, 1996.

[2] K. H. Huarng, “Effective lengths of intervals to improve fore-
casting in fuzzy time series,” Fuzzy Sets and Systems, vol. 123,
no. 3, pp. 387–394, 2001.

[3] K. Huarng and H. K. Yu, “A dynamic approach to adjusting
lengths of intervals in fuzzy time series forecasting,” Intelligent
Data Analysis, vol. 8, no. 1, pp. 3–27, 2004.

[4] K. Huarng and T. H. K. Yu, “Ratio-based lengths of intervals
to improve fuzzy time series forecasting,” IEEE Transactions on
Systems, Man, and Cybernetics, Part B: Cybernetics, vol. 36, no.
2, pp. 328–340, 2006.

[5] U. Yolcu, E. Egrioglu, V. R. Uslu, M. A. Basaran, and C. H.
Aladag, “Anew approach for determining the length of intervals
for fuzzy time series,”Applied Soft Computing Journal, vol. 9, no.
2, pp. 647–651, 2009.

[6] H. K. Yu, “Weighted fuzzy time series models for TAIEX fore-
casting,” Physica A: Statistical Mechanics and Its Applications,
vol. 349, no. 3-4, pp. 609–624, 2005.

[7] C. H. Cheng, T. L. Chen, and C. H. Chiang, “Trend-weighted
fuzzy time-series model for TAIEX forecasting,” in Neural
Information Processing, vol. 4234 of Lecture Notes in Computer
Science, pp. 469–477, 2006.

[8] M. H. Lee, E. Riswan, and I. Zuhaimy, “Modified weighted for
enrollment forecasting based on fuzzy time series,”Matematika,
vol. 25, no. 1, pp. 67–78, 2009.

[9] S. R. Singh, “A robustmethod of forecasting based on fuzzy time
series,” Applied Mathematics and Computation, vol. 188, no. 1,
pp. 472–484, 2007.

[10] S. R. Singh, “A simplemethod of forecasting based on fuzzy time
series,” Applied Mathematics and Computation, vol. 186, no. 1,
pp. 330–339, 2007.

[11] L.W. Lee, L. H.Wang, and S.M. Chen, “Temperature prediction
and TAIFEX forecasting based on fuzzy logical relationships
and genetic algorithms,” Expert Systems with Applications, vol.
33, no. 3, pp. 539–550, 2007.

[12] L.W. Lee, L. H.Wang, and S.M. Chen, “Temperature prediction
and TAIFEX forecasting based on high-order fuzzy logical rela-
tionships and genetic simulated annealing techniques,” Expert
Systems with Applications, vol. 34, no. 1, pp. 328–336, 2008.

[13] K. H. Huarng and H. K. Yu, “A type 2 fuzzy time series model
for stock index forecasting,” Physica A: StatisticalMechanics and
Its Applications, vol. 353, no. 1–4, pp. 445–462, 2005.

[14] Y. Lertworaprachaya, Y. J. Yang, and R. John, “High-order
type-2 fuzzy time series,” in Proceedings of the International
Conference of Soft Computing and Pattern Recognition (SoCPaR
’10), pp. 363–368, Cergy Pontoise, France, December 2010.

[15] I. H. Kuo, S. J. Horng, Y. H. Chen et al., “Forecasting TAIFEX
based on fuzzy time series and particle swarm optimization,”
Expert Systems with Applications, vol. 37, no. 2, pp. 1494–1502,
2010.

[16] Q. Song and B. S. Chissom, “Forecasting enrollments with fuzzy
time series, part II,” Fuzzy Sets and Systems, vol. 62, no. 1, pp. 1–8,
1994.

[17] C. H. Aladag, M. A. Basaran, E. Egrioglu, U. Yolcu, and V. R.
Uslu, “Forecasting in high order fuzzy times series by using



8 Mathematical Problems in Engineering

neural networks to define fuzzy relations,” Expert Systems with
Applications, vol. 36, no. 3, pp. 4228–4231, 2009.

[18] E. Egrioglu, C. H. Aladag, U. Yolcu, V. R. Uslu, and M. A.
Basaran, “A new approach based on artificial neural networks
for high order multivariate fuzzy time series,” Expert Systems
with Applications, vol. 36, no. 7, pp. 10589–10594, 2009.

[19] S. M. Chen, “Forecasting enrollments based on high-order
fuzzy time series,” Cybernetics and Systems, vol. 33, no. 1, pp. 1–
16, 2002.

[20] S. M. Chen and N. Y. Chung, “Forecasting enrollments using
high-order fuzzy time series and genetic algorithms,” Interna-
tional Journal of Intelligent Systems, vol. 21, no. 5, pp. 485–501,
2006.

[21] C. H. Cheng, H. J. Teoh, and T. L. Chen, “High-order fuzzy time
series based on rough set for forecasting TAIEX,” in Proceedings
of the 6th International Conference on Machine Learning and
Cybernetics (ICMLC ’07), vol. 3, pp. 1354–1358, Hong Kong,
August 2007.

[22] S. M. Chen and C. D. Chen, “Handling forecasting problems
based on high-order fuzzy logical relationships,” Expert Systems
with Applications, vol. 38, no. 4, pp. 3857–3864, 2011.

[23] J. R. Hwang, S. M. Chen, and C. H. Lee, “Handling forecasting
problems using fuzzy time series,” Fuzzy Sets and Systems, vol.
100, no. 1–3, pp. 217–228, 1998.

[24] L. W. Lee, L. H. Wang, S. M. Chen, and Y. H. Leu, “Handling
forecasting problems based on two-factors high-order fuzzy
time series,” IEEE Transactions on Fuzzy Systems, vol. 14, no. 3,
pp. 468–477, 2006.

[25] J. I. Park, D. J. Lee, C. K. Song, and M. G. Chun, “TAIFEX and
KOSPI 200 forecasting based on two-factors high-order fuzzy
time series and particle swarm optimization,” Expert Systems
with Applications, vol. 37, no. 2, pp. 959–967, 2010.

[26] S. T. Li and Y. C. Cheng, “An enhanced deterministic fuzzy time
series forecasting model,” Cybernetics and Systems, vol. 40, no.
3, pp. 211–235, 2009.

[27] H. J. Teoh, T. L. Chen, C. H. Cheng, and H. H. Chu, “A hybrid
multi-order fuzzy time series for forecasting stock markets,”
Expert Systems with Applications, vol. 36, no. 4, pp. 7888–7897,
2009.

[28] N. Y. Wang and S. M. Chen, “Temperature prediction and
TAIFEX forecasting based on automatic clustering techniques
and two-factors high-order fuzzy time series,” Expert Systems
with Applications, vol. 36, no. 2, pp. 2143–2154, 2009.

[29] N. Y. Wang and S. M. Chen, “Handling forecasting problems
basedon automatic clustering techniques and two-factors high-
order fuzzy timeseries,” in Proceedings of the 8th Interna-
tional Symposium on Advanced Intelligent Systems, pp. 432–437,
Sokcho-si, Republic of Korea, 2007.

[30] S. M. Chen and H. R. Hsiao, “A new method to estimate
null values in relational database systems based on automatic
clustering techniques,” Information Sciences, vol. 169, no. 1-2, pp.
47–69, 2005.

[31] W. R. Qiu, X. D. Liu, and L. D.Wang, “Forecasting in time series
based on generalized fuzzy logical relationship,” ICIC Express
Letters, vol. 4, no. 5, pp. 1431–1438, 2010.

[32] Q. Song and B. S. Chissom, “Fuzzy time series and its models,”
Fuzzy Sets and Systems, vol. 54, no. 3, pp. 269–277, 1993.

[33] Q. Song and B. S. Chissom, “Forecasting enrollments with fuzzy
time series—part I,” Fuzzy Sets and Systems, vol. 54, no. 1, pp. 1–
9, 1993.

[34] W. R. Qiu, X. D. Liu, and H. L. Li, “High-order fuzzy time
series model based on generalized fuzzy logical relationship,”
Mathematical Problems in Engineering, vol. 2013, Article ID
927394, 11 pages, 2013.



Submit your manuscripts at
http://www.hindawi.com

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematical Problems 
in Engineering

Hindawi Publishing Corporation
http://www.hindawi.com

Differential Equations
International Journal of

Volume 2014

Applied Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Probability and Statistics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematical Physics
Advances in

Complex Analysis
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Optimization
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Combinatorics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Operations Research
Advances in

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Function Spaces

Abstract and 
Applied Analysis
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International 
Journal of 
Mathematics and 
Mathematical 
Sciences

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Algebra

Discrete Dynamics in 
Nature and Society

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Decision Sciences
Advances in

Discrete Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com

Volume 2014 Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Stochastic Analysis
International Journal of


