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SUMMARY

This thess sets alit to atheoretical and experimenta investigation of communication systems,
in paticular digitd communication sysems.  Finitestate machine representations of
modulation coxles ac investigated and a procedure to map aclass of coding rules into fixed
rae date systemsac presented. The peformance of binary modulation codes on recording
channels have been sudied fairly extensively. this is usudly not thc case for other bnndlimited
channds, and thisthess addresses the gap: various modulation codes were transmitted through
filters with various cut off frequencies and dopes to obtain quantitative results for modulation
codes through bandlimited channels in generd.

As gpplication of the above results, a sdection of congtrnined codes were studied for clock
extraction when tranamitting data over bandwidth-limited, voice band VHF FM mobile
communication sysems.



OPSOMMING

llicrdie tesis benandel 'n tcoretiesc en eksperimentele ondersock van kommunikasiestelscls, in
die besonder digitde kommuniknsestelscls.  Eindige-tocstandsmagien-voorstellings van
modulasiekodes word ondersock en In metodc om 'n klas veste-lengte kodes op di¢ magienc af
te bedd, word aangebicd, Die verrigting van binere modulasickodes op opnemer kande is
dreeds goed ondersoek, wat nie die geval isvir onder bandbeperkte kanale nie. llierdie tcsis
grek di¢ ggping aan. verskeie modulasiekodes word deur filters met verskillende
afsnyfrekwensies en hdllings gestuur om kwantitatiewe resultate te verkry deur bandbeperktc
kande.

As toepassing van bogenoemde resultate word 'n paar spcsificke modulasickodes bestudeer vir
klokhcrwinning oar mobide BHF FM kommunikasiekande.
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CHAPTER 1

INTRODUCTION

Alexander Graham Bdl 0847-1922) invented and patented in 1876 the first telephone that was
of any red practicd usc. In 1874 he sad: "Ifl could make a current of electricity vary in
intengty precisely as the air varies in dengty during theproduction 01sound, J should be able
to tranamit speech telegraphically.”  With this remark as principle for a telephone. anaog
telecommunication aswe know it today was on its way.

Until Alexander Graham Bell, the world of communication was a digital world. The
preeminent digital device was the telegraph, which communicated by turning an eectricd
current on and off. It was simple. robust and effective. By pressing down the telegraph key,
the operator completed the circuit. Bolding itdown for ashort time created a "dot"; alonger
contact condtituted a "dash." 111e presence or absence of gross eectrical energy defined a
message by means of an accepted code (the Morse code was one of several). The chief
condraint was the spead of transmission. A good operator could manage 25 or 30 words,
occasondly 40 words per minute [11.

Before long it occurred toa number of inventors. including 1110mas Alva Edison (1874-1931),
that the keys could be rigged to trangmit mechanicaly & much higher speeds
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than human operators could attain. '11e Morse letters could be punched out on a paper tape
ahead of time and the tape could then be drawn througha specid autometic keying device to
activate the telegraph tranamitter at a fadter rae. By the 1870s, automatic telegraphs were
transmitting at rates in excess of 500 wordsper minute over test lines and rates of from 100 to
200words per minute were routinely achieved on ordinary inter city telegraph circuits. This
was the wirclinecordllary of today's goal of "spectrum efficiency.”

By utilizing the same wire circuits but transmitting at a much higher rate, the carrying capacity
of the telegraph wasgredly increased.

Telegraphers encountered aspecial problem, however, when the first transatlantic cables were
lad in the 1850's and 1860's. Here were trie long distance circuits, reaching some 2500
kilometers from Irdland to Newfoundland. The laying of these huge cables out across the open
Atlantic in waters 3 kilometers deep was a feat of engineering audacity comparable to digging
the Panama Cand or landing on the Moon and it captured the public imagination and came to
symbolize technologica progress for the Victorian era. Yet the physicd challenges of laying
the cable were mached by the unforeseen electrical chdlenges involved in actudly
tranamitting signalson these immensely long circuits.  Of course regeneration was impossible.
[For reasons that were not fully understood at the time, the effective transmission rateon the
transatlantic circuits was reduced to two or three letters per minute.  Here. on the most
expendve circuit of dl, where wireline "trangmisson efficiency” was most needed. the
transmisson rates were so dow, three hours or so for the text contained on one page of the
average book, that even dter the cable wasinddled, it was ill quicker to transport atypicd
journd across the ocean by ship than to trangmit itscontents by undersea telegraph.

Thefirg "multilevel coding’ composure was used to improve the Stuation somewhat. The
English scientist William Thomson (who became the firsa Baon Kelvin) realized tha the
ordinary Morse codewss itsdf rather inefficient. The symbols only recognized two level of
current (“on" and "off") and two intervals of time ("short" and"long") and did not even utilize
these code parameters very efficiently. With such symbolsit was not necessary to transmit up
to five symbols ("dots’ and "dashes') to sgnify a single letter of the alphabet. Thomson
condructed an apparaus that was capabl e of transmitting symbols based on up to fivediginct
voltage levels. In Thomson's code, two of these five level symbols were sufficient for unique
desgnation of 25 of the 26letters in the dphabet.  Thomson's multilevel code had increased
the information densty of each symbol. It was the symbal rate that was limited by the
electricd and  physcd characteristics  of  the cable If each
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symbol could be made to carry more information. the overall throughput of the cable could be
increased subgtantialy, tofrom 16 to 20 words per minute.

In modem terminology, Bell's undulatory current isreferred to asanalog transmission. Instead
of trangmitting discrete pulses of energy. anandog system like Bél's telephone transmits a
complex. unbroken eectricd waveform. which corresponds closdy tothe waveforms produced
by the original sounds of human speech.

Andog transmission proved to be simple. relidble and economica for large scale gpplications.
It was heralded as a breskthrough from theolder telegraphic thinking. The idea of waveform
reproduction guided early radio researchers as well. All theradio systems developed through
the firg half of the twentieth century utilized the same basc andog signal processng
principles of wirdine telephony. In general. from 1876 until about 1950. analog transmisson
reigned supreme amnong all communication media with only vestigid survivals of the older
telegraphic techniques.

Over the past thirty-five years. digital sysems have penetrated every segment of society.
Digitd switches are revolutionizing telephone central-office and network control functions.
Digitd transmisson sysems are now instaled on more than hdf of dl interchange telephone
trunks, The use of digitd microwave is increesng. In thelocd distribution segment hundreds
of thousands of "digitd" subscriber loops are being instaled every year.  Fiber optics. another
technologicd buzzword for the 1990's. utilizes digital technology. Digital techniques are
invading other indudtries, Digital audio sysems are rgpidly displacing the standard andog
media (LP records and andog audio tape cassdtes). Digitd televison is on the horizon.
Digitd photography. digitd x rays. are now being developed. Obvioudy. the pervasiveness of
the computer has transformed the workplace and brought digita eectronics into millions of
homes.

Agang this backdrop. cdlular mobile radioin its current form will dmost certainly be the last
maor andlog communication system ever deployed. Also. andog cellular radio finds itsdf in
theealy 1990'sin astuation similar to that of the LP record industry a few years back. faced
with the onset of digitd compact laser disk media Compact disk (CD) market share has
rocketed from amogt nothing in 1980 to overtake andog LMs by 1990. Communication
engineers are beginning to tak about digital cdlular in terms which suggest a similar upheavad
of current industry petterns in mobile telephony.

An interesting obsarvation in the history of andog vs digitd, is tha digital was the firg
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and les. Digital was replaced by analog and with the might of a battleship regained its
pogtion as the supreme. The processes of digitd communication are awe-inspiring, inspeed,
in precision, in terms of sheer technical accomplishment, yet these processes are clearly much
more complex than Bdl's smple telephone! A question therefore arises Why bother? Or, to
put itanother way, why does digital, with all its expensive overhead, payoff?

111is question and other interesting aspects of digitd communication, digital cellular radio and
the radio channel itsclf will bediscussed inchapter two.

Alan Mathison Turing's (t912-1954) claimto fame is as oneof the fathers of the dectronic
computer.  His 1936 paper, "On Computable Numbers, with an application to the
Entscheidungsproblem” is the classic in its fidd. The Enaischeidungsproblem: "to find a
method for deciding whether or not a given formula is a logical consequence of some other
givenformulae. " lie dreamed of making a "brain”, his Universal Machine, essentially wha we
would now recognize as an automatic digital computer with internd storage. This "brain” of
Turing could be redized with a finite-state machine with millions of states. (The formd
definitions for afinite-state machine and a gate canbe found in chapter three).

In chapter three a formd or "computer scientist” discussion concerning finite-state machines
(FSM) ispresented. Although some of thematerid presented in thischapter will not have any
direct relation to work done in this thesis, it will serve as an introduction to the theory of
finite-state machinesfor sudents to follow and finite-state-machine-enthusiasts alike.

Modulation codes aredso known as runlength limited codes, constrained codes, line codes or
dk codes and are employed on self-synchronizing digital communication systems. These codes
usudly find gpplication on digital magnetic and optical recorders [3]. As another (Jessr
known) application for these codes, a sdection of modulation codes were investigated for
clock extraction when transmitting data over bandwidth-limited, voice band VHF FM mobile
communication sysems. Chapter four presents the necessary background on the reevant
information theory and itsimplications on digitad communication systems.

Chapter five dealswith applications of finite-gtate machines, maybe less impressive andwith a
million or so daes less than Turing's "bran”, in digitd communication sysems.
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Furthermore, finite-state machine representations of modulaion codes are investigated and a
procedure is presented to map a class of coding rulesinto fixed mte sysems.  This procedure
to set up state systems for codes with memory, described by fixed length rules, is based on an
engineering approach to sequentia design [4). A method for converting between Medy and
Moore representations of finite-state machines isalso presented in this chapter, together with a
method to obtain aminimum Moore machine.

A gspecid class of modulation codes with only a maximum nmlength constraint, were
congdered for use on mobile communication channels. The results obtained is presented in

chapter Six.

Experiments were conducted and custom designs were undertaken inthis study. Chapter seven
gives a system-based description of the various facets of the experimental set up which was

developed.

Codes with various runlength and charge condraints were generated and transmitted through
highpass, lowpass and bandpass filters with various cut off frequencies and slopes to obtain
quantitetive resultsfor these codes through bandlimited channels.. The parameters of the code
Sdected aso determine the shape of the power spectra dendty and the bandwidth
requirements of the modulated FM signal on the channel. Chapter eight deals with these
results.

Chepter nine is the "proof of the pudding”: the results obtaned for modulation codes
trangmitted over mobile VHF radio channels.

Since the topics investigated in this study aresill new, some meaningful suggestions for future
research arc madein chapter ten together with some concluding remarks.

Supplementary materid including circuit diagrams, programs written in Turbo C and TMS
Assmbler are included inthe appendices at the back of the thess, and since we arc living in
the "digit" age, an IBM compatible floppy disk, with some of the programs developed. is
presented in the cover of this thesis.



CHAPTER 2

MOBILE COMMUNICATIONS

Thetelephone was introduced to the publicin 1876 at the Centcnnid Exposition of the United
Saes in Philaddphia. Alexander Graham Bell was able to transmit speech electrically, in one
direction only, over acopper wire circuit of severa hundred meters in length.  Although not
everyone present that day could immediately perceive its commercid value, the "spesking
telegraph” was quickly perfected for adequate two-way communication and was offered for
business and residentid service the following ycar. Withinashort time there were thousands,
then tens of thousands and soon hundreds of thousands of paying customers.

Tlle gory of the evolution of the wire network is in large pat the story of a long druggle
agang thc burden and expense of the physcd wire plant. Scientists were led deeper and
deeper into the sudy of dectrical transmisson, to undersand in detail the characteristics of
wire media and to search (or ways to utilize this costly transmisson facility more and more

efficiently.

Toward the end of the nineteenth century, while this struggle was only beginning, a young
Gennan - seientist named lleinrich Rudolf Hertz discovered a strange and  wonderful
phenomenon: from an eectric spark of sufficient intengty there seemed to emande
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invishle waves of force which could be captured at a distant location by a suitabl e congtructed
recaiving device. It seemed to be a redlization of the ancient concept of "action at a distance. .
Classcd physicistsfound this philosophically disturbing and postulated the existence of some
impapable intervening medium, the Ether, which actually tranamitted these strange waves.
Hertzs own experiments extended only over a few meters. A few years later, Gugliedmo
Marconi transmitted these waves over severd kilometers, and began to call it Radio.

The ealy telephone engineers, caught up inthe heroic and unrdenting struggle with copper
wire physics and economics, looked upon the new phenomenon with awe. /1 has been
shown," wrote one John J. Carty in 1891, "that longer waves may be generated which arc
capable of eectrical action ami which can b¢ propagated Ihrough the densest jog and even
through astone wall with just as much ease asthrough theclearest atmosphere [1].

Communication devices which exploited these "Jertzian" waves experienced a much dower
technologicd gedtation but a more rapid maket devdopment than the telephone. Radio
broadcagting was introduced commercially in the United States in 1921.  Within ten years,
more than 50% of all American households boasted a radio set.  Within twenty years, it was
over 90%. The growth of television, ancther technology based on radio transmission, was
even more rapid. Once it became readily avalable to the American public in 1946 it took
only nine years to reach the50% level and only fourteen years toreach 90%. Such inventions,
inherently far more complex and costly than the telephone instrument, were able to soread so
much more rapidly because they did not require a massve investment in wirdine
infrastructure.

John J. Carty, however, writing in 1891, had not foreseen either radio or TV broadcasting as
we know it today. For him, the promise of Hertz's discoveries lay in another direction: itA
system Of telegphony without wires seems one ofthe interesting possihilities...”

The posshility for utilizing radio devices for communicating with moving vehicles was
quickly appreciated. The earliest commercia application of radio had been for communication
with ships at sca, As ealy as 1921, the Detroit Police Department was conducting
experiments with "mobile’ radio. Throughout the 1930's experience with mobile
communication accumulated. 1t was World War 11, however, and the sudden and pressng
need for two-way mobile communication on alarge scale, that gave the real impetus to mobile
radio technology. It isimpossible to imagine any of the characteristic tactical operations of
that war functioning effcctively without radio.
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At theend of thewar, the firg licenses were granted for the provison of true mobile telephone
svices, in other words, to allow a user cdling by radio from a moving vehicle to be
interconnected into the public telephone network. Tllecar phone was conceived. Thewar had
brought to prominence a new type of radio technology, frequency modulated radio or FM,
which permitted superior mobile voice communication. Interfaces to telephone switches had
been established. Americans were buying automobiles in record numbers.  Progperity had
returned. Along with televison, mobile radio seemed poised for aposwar boom.

But, something went wrong. From the promise of those early commercid systems in the late
1940's, the actual deployment of mobile telephone systems proved painfully slow. More than
forty years Inter, even dfter the development of "modem” cdlular radio systems, the actud
development of the market for mobile telephony was doysmd. In the densest traffic centersin
the US, the penetration in the mid-1980's iscondderably lessthan 1%l1 Moreover, based on
current technology the avallable spectrum isloaded to near capacity. Even to double this
penetration will gpparently involve very subgtantia technical and economic challenges.

Mobile telephony [t] has undoubtedly set the record for the dowest penetration by any
technology to the mass marketplace.

 Cost is nat the whole explanation. The cost of ordinary wireline telephony in the
early years of the twentieth century was, in relativeterms, much higher than the cogt
of mobileservice today;

e Spectrum shortage isno explanation a dl, but a symptom;

* Inaufficient demand ismost decidedlynot the explanation. [f anything, the indications
have all been srongly in the other direction, tending toshow avery large demand for
affordable mobile communication services.

Theredization is growing anong industry obsarvers that interconnected mobile radio, in its
current configuration, cannot become the mainsream mobile service that its designers once
hoped for. However, we have advanced to the point where no policeman, fireman, taxi-driver
or sceurity guard would be able to fulfill hisdesgnated role efficiently without suitable radio
equipment.

Today "cdlular radio" gands in the spotlight, with its hopes illuminated and its deficiencies
exposed, still  pretending to a  degree of technologicd permanence that once
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seemed more vdid than it docs today, The"mobile revolution” is, however, much larger than
the current generation of cdlular radio and its immediate problems, although severe insome
respects, should be recognized as developmentd rather than fundamentd. Consider a pardlé
case. Thirty years ago computers were bulky mongrogties. expensve, power-hungry, dow,
finicky. Viewed from today's perspective, the basc technology was inadequate. Computers
were too slow for many tasks and too fragile for most environments. It would have been
inconceivable to put such computers in acar, aoard an orbiting satellite, or on someone's
desk.  Yet, the breskthroughs came and today observers would agree that computer
applications are no longer restricted by technology-hardware cgpability and avalability as
much as by the economics, architecture and ingenuity of the software implementations. At
leest asfar as conventiond data-processing (nonred-time) applications are concerned, the
hardware is fast enough, chegp enough and durable enough togo anywhere and to do dmost
anything that we arc willing to pay programmers to devel op and debug.

Mohbile radio today is in the same dtuation as the computer of the 1950's.  Our gods for
mobile communication, in terms of performance, cost, cgpacity, spectrum efficiency and
portability, seem far beyond the reach of today's hardware. This, itis believed, will prove to
be a vay temporay date of affairs [5]. Imminent technicd breskthroughs, some dready
unfolding, will completely change our thinking about mobile radio and trnnsfonn our sense of
thepossble. Thissudy ishoped to contribute in o decisiveway to this course.

2.1) ANALOG VSDIGITAL

Digitd systems are increasngly favored because they enjoy certain general advantages over
andog techniques, the mog important of which have to do with the emerging plans for a
digital network that will possess capabilitiesfar beyond those of today's telephone and radio
sysdems. A point wise comparison, advantages and disadvantages, of a digital system toan
andog system will follow.

AnVANTAGFS OF DIOrrAL RADIO SYSTEMS:

» Digita equipment istransparent to the type of traffic which it carries, i.e. the traffic
may originate from telephone, computer, facimile, tdex, ete, it may be integrated
into one bit sream for transmission over the sameradio bearer (or other transmisson
systems), and it may be switched together. Asthedata sream is aways present,
whether infonnation is contaned in it or not, the load on the
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radio sysem istherefore constant. This is not truefor andog radio Ssystems, where
the loading depends upon the amount and the typeof traffic being carried at anyone
time;

* Tlle accumulated noise of andog sysems which posed serious constrainis on
equipment desgn is avoided in o digital system by regenerating the data stream;

» Digital radio sysems are less prone to interference and can operate satisfactorily with
a carier-to-interference ratio of 15t0 30 dn. This permits the same frequency to be
re-used on the orthogond polarization, thus consarving bandwidth and effectively
doubling the spectrum efficiency or doubling the capacity which the RF channd can
carry. Thisfedure isone of the best advantages of digitd radio over anaog, for in
the andog case the requirement for carier-to-interference ratio is much higher:
approximately 45t0 60 dB [6];

e Tlle output power of a digital radio transmitter can be less than that of the andog
radio for agiven transmisson qudity. This lowersthecos of the equipment, increase
reliability and saves on power and ar-conditioning cosds. Smdler output power dso
has the advantage that smaller interference levels are produced, making it possible for
higher co-channd frequency re-usewithin a given geographical area and coexistence
of digital sysems with existing andog systems;

*  Depending on the modulation sysem in use, digital sysems are able to produce a
voice channd of acceptable quality with a carrier-to-noise ratio of as little as 15 dB,
whereas for an andog system this may be designated as 30 dB or more, agan
depending upon the system. Fgure 21 shows the comparison of the sgna-to-noise
ratio (SNR) versusinput receive leve ireceiver quieting curve) of analog and adigitd
radio sysem. Under flat fuding conditions, the andog sysem shows a gradud
decline of SNR (dB for dB) for adecrease in receved ggnd level. The digitd
system is unaffected until a threshold isreached. This characteristic is dueto the
regeneration process, in which thedigitd signal can be regenerated to its pristine fonn
as long as the sysem is operated above a predetermined threshold. This threshold
behavior thus permits a constant transmisson qudity to be achieved, which is
independent of thereceived field variations, path length and the number of repedters.

These points together with the fact that a digitd radio network can be established by usng
exiging towersand antennas mokc digital sysems attractive. With the reduction in large scale
integrated (L SI) crcuit cods, and thc large seale production of digitd integrated circuits,
equipment costs arc reduced, making digitd sysems cost competitive with thnt of andog
sydems.  Indeed the totd cost for a digital System is at present gcnerally lower then
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RECEIVER QUIETING CURVE: (a) ANALOG SYSTEM: (b) DIGITAL SYSTEM

DISADVANTAGF.5 OF DIGITAL RADIO SYSTEMS:

Digital radio and digital systems have to be integrated in the early stages with an
existing andog network. The associated interfacing problems, costs and interference
problems make the Situation difficult:

Present digitd radio systems are not as RF bandwidth efficent as analog sysems of
600 voice channds or more. These problems will be resolved or not be that
important, asthe operating carrier frequencies are pushed higher;

To carry thesame traffic as an opticd fiber, a digital radio requires to operate with a
larger RF bandwidth. This large bandwidth makes the radio link susceptible to
selective fading, which results in the consequent loss of dl traffic. A wideband
anal og system by the same token would suffer only anincrease in noise:

The introduction of new and many varied techniques over those required in the
design, testing and maintenance of andog systemsposes aproblem in the retaining of
personnd and in the (raining of new engineering daff. There isin reality athreefold
problem. The first aspect is that there isalready a heavy capitd investment in andog
systems, which have proven to bereliable, Personnel arc thus still heavily commitied
in this areaand will be for some years to come. Secondly, digital radio or sygems
require that new skitls be learnt and acquired, which arc not easily accepted in
generd. Findly, transmisson technology has strongcompetitors in the information
technology and computer tcchnology aess,



CHAPIUER TWoO MODBILE COMMUNICATIONS 12

which may bemore immediotely appeding to prospective new engineers.

The decisve advantages of digital radio over analog are: cconomy, better interference
immunity and better qudity circuitsover long distances.

It should be clear by now that the choice of andog or digitd technology is a fundamentd,
irreversble decison that will define the next generation of celular systems. Is there any
r'aS0I1 to consider andog technology for the next generation of mobile radio? Admittedly, |
believe the answer isobvious. The next generation will be digitd, for all the reasons
presented.  Since it isevident that digital isthe future, thissudy will only consider digita
radio sysems.

22) DIGITAL SIGNALING OVER FADING MULTIPA1'1 CHANNELS

Since this study is by no means concerned with the modding of the mobile communication
channd, the contemplation of the mobile communication channd to follow can be consdered
drictly introductory, with only physical observations beingdiscussed.  However, for a more
expanded and mathematical approach to thedigitd mobile radio channd [7], [8] and [9] can
be approached.

RF channds having a randomly time-variant impulse response is named lading mul/ipah
channds [10]. Thischaracterization serves asa modd for signd transmisson over many radio
channdls, such as shortwave ionospheric radio communication in the 3 to 30 M Hz frequency
band (IIF), tropospheric scatter (beyond-the-horizon) radio communications in the 300 to 3000
Mz frequency band (UHF) and 3 to 30 QBz frequency band (SHF) and ionospheric forward
scatter inthe 30 to 300 Mllz frequency band (VHF). The time-variant impulse response of
these channels arc a consequence of the condantly changing physica characteristics of the
media

Radio waves may be propagated around the globe differently. The two main routes which
they may travel from the transmitting antenna to the recelving antenna are either by the
ionogphere (sky wave) or by hugging the ground (ground wave), The ground wave may itsdf
he divided into two types the surface wave and the space wave. For the space wave, three
paths may be used to traverse the distance between the transmitted antenna and the receiving
antenna. These arc the direct wave, the ground reflected wave and the tropospherically
reflected wave.

In the space wave mode of propagation, which is used by the syscrn considered in this
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dudy, the wave travels in the troposphere, which extends to 16 kilometers above the Eanth's
auface. The wave energy travels from the transmitting to receiving antenna ether in a
draght line (tine of sight) or is reflected at the ground or from the troposphere. The space
wave is theone which isof importance in VHF, UHF and SHF communications.

Severd things happen to nradio wave tranamitted to or from ¢ moving vehicle [1], [5] and
[11]:

2.2.1) I'rEE SpAce LOSS

Fird, the free-space basc transmission loss (Ag is the transmisson that would occur if the
antennas were replaced by isotropic antennas located in a perfect dielectric, homogeneous,
isotropic and unlimited environment, the distance between the antennas being retained. If the
digance | between the antennas is much greater than the waveength A, the free-gpace
trangmisson |oss can be written as:

Ao= 20 log((dnl/A).(Ey/E) dB 1)

Asthe 9gnd is radiated indl directions, the power of thesgnd at any given point steadily
diminishes as the inverse of the square of the distance between thereceiver and trangmitter;
thc famous inverse square law. Since mobile systems are not s&t upin outer space, the path
loss ismore severe than the inverse square lav would predict. Peh loss for mobile syscms
may be evaluated asthe inverse of the cube of the distance, because of the additional doppler
shift, sec section 2.2.3.3, induced on the sgnd.

2.2.2) ATTENUATION

111C second obstaclefacing the radio wavein the transmisson peah is the possibility tha it
may be partially blocked, or absorbed by some feature of the environment. Propagetion is
therefore mainly by means of scattering and multiple reflections from the sunounding
obgtacles, as shown in figure 2.2. The degree of attenuation and thespecific factors that may
cause attenuation depend chiefly upon the frequency.

For example, frequencies below | Gllz ae essentidly unaffected by rain or amospheric
moidure. In generd the lower frequencies have much grester penetrating power and will
propagate farther. The higher the frequency, the greater the attenugtion, the more power
needed at the trnnsmiuer and the shorter the radius of effective transmisson. At typicd
mobileradio frequencies (150900 MHZz), the most important environmental attenuation
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effect isshadowing, where buildings or hillscreate radio shadows. Ascan be expected,
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ILLUSTRATION OF RADIO PROPAGATION IN URBAN AREAS

shadowing arc most severe in heavily built-up urban centers. Shadows as deep as 20 dB over
very short distances can befound, often literdly from one sreet to the next. depending upon
orientation to the tranamitter and local building patterns.  The fading effects produced by
shadowing arc often referred to as s/ow fading, because. from the perspective of a moving
automobile the entrance and exit to and from such a shadow takes a far amount of time, snce
thearea of the fade islage

2.2.3) MULTIPATJI

In all except very smple transmission conditions, radio communication links are subject to
conditions in which energy travel from the trnnamitter to thereceiver via more than one path.
Tlle radio may be reflected; from a hill. a building, a truck, a discontinuity in the amosphere,
etc. 'lle effect is to produce not one but many different paths between the transmitter and
recaiver. This is known as mliltil'fliit propagation; it is the two-edged sworn of mobileradio,
Multipath propagation crestes some of the mogt difficult problems associated with the mobile
environment. The three most important rnultipath issuesfor thedigitd designer arc:

*  Thedelay spread of thesignal:
* Random phase dhift which creates rgoid fluctuations in sgnd strength known as
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phase with the direct-path signd, 1f two signas are exactly 180° out of phase, they will cancel
each other out at therecaiver. Tlle signal effectively disappears. Other partial out-of-phase
relaionships among multiple received signds produce lesser reductions in measured sgnd
grength.

Assuming the trangmitter isstntionary, at any given spot occupied by the receiver the sum of
all direct and reflected paths from a transmltter to a receiver produces an alteration in sgna
grength related to thedegree to which the multipath signal arein phase or out of phase. This
sgnd strength may e somewhat more, or considerably less, than theexpected signal strength,
which can be defined asthat which would beexpected on the bass of the direct path aone,
based soldly on Iree-gpace loss and environmental attenuation. If theactud measured sgnd is
ggnificantly weaker, say 20d3 or 100 times wesker, than theexpected signal level, wemny
conceive of that spot asa 20-«B fade, for that frequency and for that precise transmitter
locatlon and precisse configuratton of reflectors. Aslong as we hold these factors congtant, if
weplace our antennain this spot we will lose 20 dB of signal strength.

What can we sny about the number, the spacing and the depth of these fades? There has
developed a body of datistlcd knowledge which can be used with some success to
characterize the incidence of fades in the environment.

Thefades are said tofdl within a statistical digtribution known as Rayleigh distribution (after
Lord Rayleigh, the great tum-of-the-century English physcis) and for this reason the
phenomenon is oftenreferred to as Rayleigh fading [IO]. The mobile environment is often
cdled, from this perspective, the Rayleigh environment.

The Rayleigh environment ispeppered with fades of varyingdepths, These fades are very
deep; the signal strength isreduced by 10 000 to 100 000 times down from its expected vaue.
In between are thousands of shallower fades Now imagine an automobile antenna moving
through this strange Swiss-cheese radio world at 100 kmlhr. The antenna passes through
hundreds of holes of varying depths every second, causing the sgnnl strength to fluctuate very
rapidly between normd levels and fades ranging up 10 40 dB ormore. An amplitude monitor
on amobile receiver will draw a graph likefigure 2.4. Thisistheway Rayleigh fading is
usudly experienced and porlrnyed.

These Sgnnl amplitude Iluctuations constitute by fnr the most difficult challenge of 1hemobile
environment. Rayleigh fading is the dominant design challengefor any digital
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FADING SIGNAL RECEIVED WHILE 11IE MOBILE UNIT ISMOVING

mobile-radio proposal. It isa characteristic of the environment and cannot be altered by the
mobile systems enginesr.

Cdlular radio today isthe find flower of frequency modulated (FM) analog radio. Multipath
fading isthe great destroyer of mobile-radio sgnds, it overwhems AM and single sdeband
sydems. The great advantage of FM when it was applied to mobile radio in the 1930's was
due to thefact that the FM receiver suppressed (ignored) amplitude modulation. and thus the
degradation due to amplitude fading is greatly reduced.

2.2.3.3) DOPPLER SHIFT

Whenever relative motion exists there is a shift in the reccived signal. this being a
manifestation in thefrequency domain of theenvelope fading in the time domain. Thisis the
varialion in the frequency of the received dgnd known as the Doppler shift [to] (after
Chrisrhn Johann Doppler, anineteenth-century Austrian physicist who first called atention to
frequency shifts caused by relative motion.) Much as the sound of a hom on a moving car
appears to the stationary observer to be dighlly higher in pitch when the car is gpproaching
rapidly and dlightly lower when the car isreceding, so radio transmissons arc frequency
shifted dueto the relative motion of the vehide. This frequency shift varies consderably as
the mobile unit changes direction, speed and it introduces considerably random frequency
ITlodulaion in  the mobile signal. Moreover, the Doppler shift affects dl
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multiple propagation paths, some of which may exhibit s pogtive shift and some a negdive
shift, at the same indant.

2.4) Tne CELLULAR CONCEPT

It isimportant to recognize that today's andog cdlular radioisnot so much a new technology
as a new idea for organizing existing technology ona larger scde. The critical innovation was
the "cdlular ided’. Cdlula represented a very different gpproach to dructuring a
radio-telephone network. It was an idea tha held out the fantasic promise of virtudly
unlimited system capacity, bresking through the barriers thet had redtricted the growth of
mobile telephony and it did so without any fundamenta technologicd leap forward; smply
through working smarter with the same resources.  Cellular architecture was a system-level
concept, essentially independent of radio technology. It gopedled to mobile system engineers,
because it kept them on relaive familiar hardware ground. It gopeded to businessmen and
entrepreneurs, because it seemed to open thepath to a really large market: by the gpplication
of the cellular idea, mobile communication could become ancther firg-class growth indudtry,
liketelevison or radio, or telephone itself. The cellular idea dso gppeded to the authorities,
because it seemed to bresk out of the spectrum shortage that hed created terrific politica
difficulties.

11%e cdllular ideaisdusvely simple; one writer concluded that it seemed "to have materialized

Sfrom nowhere® [11. 1t began to appear in Bel System proposals during the late 1940's. |thad
occurred to people tha the problem of spectrum congestion might be dleviated by
redructuring the coverage areas of mobile radio sysems. Thetraditiond approach to mobile
radio viewed the problem in terms similar to radio or televison broadcasting; it involved
sling up a high-power transmitter on top of the highest point in thearea and blasting out the
sgnd tothe horizon (as much as 70 to 80 kilometers away.) It meant that the few avalable
channels were locked up over a large area by asmdl number of cdls.

111e cdlular idea gpproached the coverage problem quite differently. It abandoned the
broadcasting modd. Cdlular called instead for low-power transmitters, lots of them, each
specificdly designed to serve only asmall area, perhgps only afew kilometers across.

By reducing the coverage arcas and creating a large number of smdl cdls, it became possble
to reuse the some (requencies in different smal coverage aress, caled cetls.  For a graphic
description of a "traditiond” vs cellular trangmitting sysem refer to figure 25, To
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understand how thischanges total picture. imagine that all the available frequencies could be
reused in every cdl. If thiscan be done, then instead of 129multaneous tel ephone circuits for
theentire city there would be 12 circuits for every cell. If there are100cells (each aout 16
kilomelers across), there would be 1200 circuits for the city, ingead of only 12.

nut. it isnot quiteas neat. Early calculations indicated that, because of interference between

mobiles operating onthe same channel in adjacent cells, thesame frequency could not be used
inevery cell. It would benecessary to skip severnl cells before reusing the
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same frequencies, secfigure 26. nut the basic idea of reuseappears to be valid.

Moreover -and here lay the real power of the cellular idee- it gopears that the effects of
interference arc not rdaed to absolute distance between cells, hut to the ratio ofthe
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disance between cells to the radius Olthe cells. The cdl radius is determined by the
transmitter power; in other words, it is under the system enginear's control.  If. for example. a
grid of 16 kilometer radius cells alowed reuse of the frequencies in cell A at a digtance of 48
kilometers, thcn agrid of 8 kilometer radius cdlls would dlow reuse at 24 kilometers and 2
kilometer radius cells would allow reuse at 6 kilometers. Because of the fabulous cdlular

geometry (based onthe m? rule for cell coverage area), however, each reduction incdl radius
by 50% led to a quadrupling of the number of circuits per megahertz per square kilometer. A
system based on 1 kilometer radius cedls would generateone hundred timesas many circits as
asysem based on 10kilometer radius cdlls.

Of course. it would have been enonnously expensive to build thousand-cdll systems right from
the beginning. It appears however, tha largeradius cdls could evolve gracefully into
smdl-radius cells over a period of time through a technique cdled cell-splitting. When the
traffic reachesthepoint ina particular cell sich that the existing alocation of channelsin that
cdl could no longer support a good grade of service, that cdl would be subdivided into a
number of new cdls, with even lower trangmitter powers, fitling within the area of theformer
cdl. 111C reuse pattern of capacity multiplied for that area by s factor equal to the number of
new cdls, When.intime, the smaller cellsare saturated, till smdler cellscould be created.

Cdl-gplitting offers many advantages. It dlows the financid investment to be spread out
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as the system grow. New cells would only be added as the number of revenue-generaing
cusomers increeses.  Moreover. cdl-splitting can be gpplied in a geographically sdective
manner: the expense of smaller cells would only be necessary in the high densty traffic
centers.  In the minds of cellular architects. it is the ided surgicd technique for booging
capecity precisely where and when it is needed,

Since the mobile user is liable to wander out of one cdl and into another as the call
progresses. the sysem mugt reroute the cdl to the new base dation and switch thecdl toa
new radio channe without interruption. This procedure, known as "and-off, is oneof the
digtinguishing features of cdlular systems.

2.5) PRESENT CODING TEelINIQUES

In redl-thne speech requirements. the much-used protocol for data packets known as ARQ [5)].
or autometic refrangmisson request. cannot be applied. An ARQ system needs only toutilize
a sufficient amount of coding to enable the receiver to detect errorsin a packet and initicte a
retransmisson request if errors are found. Red-time speech. however. does not dlow for this
procedure.

Two types of coding arc widely used for dructuring the code words. The most commonly
used is the liner error correcting block code ad in  particular the
Bosc-Chaudhuri-Hocquenghem  (BCII) variant.  An dternative technique is offered by
convolutiond coding. of which the best known type is the Reed-Solomon code (the
Reed-Solomon codecan dso be implemented asa block code). Insofar as generalization are
possble. Reed-Solomon codes perform wel in narrowband channds where burst erors
predominate and nCIl codes work well where uniformly digtributed statistically-independent
errors are encountered [1].

In some commercia applications the basshand data streams in both directions arc encoded
such that each non-rerum-to-zero (NRZ) hinay | becomesa O-+ol transtion and each NRZ
zero becomes a oneto-zero trnnsition.  This example of & modulaion code has been
considered on multi path (ading channels and is known as the (, k, ¢) —(0. 1, 1) Manchester
code astrategy which assists the receiving end in recovering the basic data clock. Seechapter
8. p257 in Parsons [5] (orafull description.

111¢ choice of modulation/coding techniques (or a mobile radio-telephone system isdriven by
sverd technical consderations. chief among which are:
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*  The scarcity of bandwidth, leading toa need for spectrd efficiency;

 1lle problen of adjacent-channel interference, lending to the requirement for
narrow-power spectra;

 11le problen of intersymbol inteference, which imposes hard limits on the
transmission ratein a mobile environment;

* The problem of clock extraction, synchronization is log if there are too many
successive symbols without trangtions.

[l should be kept inmind that al four parameters are interrdated; in the following discussion,
for the purpose of clarification of the underlying issues, someconceptud liberties are taken in
tregting each of thefour constraints separately.

2.5.1) SPECTRAL EFFICIENCY

Spectrd efficiency refers to the number of hits that are tranamltted in a given period of time,
usudly one second, over a radio channel with a defined bandwidth. Since the channd
bandwidth is measured inkilohertz (ki'lz) or megahertz (Mllz), it ispossible to define spectrd
efficiency as the number of bits per second per hertz (Hz), sometimes loosely referred to as
bits per hertz (b/11Z). ntisisalso commonly caled information density; how many bitscan be
pumped through a given channd in one second.

121C concept of multi-ay modulation is very powerful. (It is assumed that the reader is
familiar with the principles of multi-ary coding.) It is certanly possble to conceiveof an
aay system, which would transmit three bits per symbol, achieving 3 b/hz. A 16ay
modulator, encodingfour bits per symbol, would achieve 4 b/Hz. Multi-ary coding isalogicd
concept that may be applied to any of the familiar modulation schemes.

Whilc spectral efficiency increases aithmeticdly, the number of levels nnd the precision
required at the demodulator increase exponentidly. 1f n isthenumber of bits per symbol, then

the number of levels equas 2", which also correlates with thedegree of precision required in
the demodulator, The diffcrence in signal level between 4-ary PSK nnd 16-ary PSK isabout
13 dB; the dgnd-to-nolse ratio must be aout 200 times bener for 16-nry PSK to equd the
performance or 4-ary PSK. This trnnslatcs into higher power requirements, reduced range and
at some paint into absolute limits on the nhilily or higher-nry modulotion schemes to function.
111C mobile environment is particularly severe nnd mnny observers today (11) doubt whether
madulators much aove 16 levels or so will ever he made to work well for mobile radio. Most
fidd work has favored either 2ay,
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t-ay or B-ary, for robusness. A quantative confinnation of this statement is presented in
chapter 9.

2.5.2) NARROW POWER SPECTRUM

When a modulated radio carrier wave istranamitted, the energy it contains is distributed in a
characterigtic fashion about the center frequency (Seefigure 2.7). The distribution isknown as
the power spectrum Tlle father away from the center frequency in either direction, the less
srong the signd. Typicdly, the energy isconcentrated inamain band. Some forms of
modulation and coding, however, produce Sgnificant sidebands, In fact, the particular
"dgnature’ of the power spectrum, especidly the size of the sdcdobes, is one of the mogt
important factors for distinguishing among different modulation and coding proposals.

Signal Power —

CINTER
FREQUINCY

FIGURE 2.7
TYPICAL PoWER SPECTRUM

The power spectrum isa determinant of adjacent-channd interference. A modulator with a
vary broad power spectrum, like conventiond FM, will overlgp significantly with adjacent
transmissons. A broad power spectrum istherefore not desrable. It can be filtered tofit the
mask, but such filtering can add considerableexpense to the mobile unit.

Another method to ensure a power spectra of desirable shape, isto look at the transfer function
of the given channd and shape the data spectrum in such a way as to fit the channel response
inthe best possble way. The measured transfer function of amobile communication channel
ispresented in figure 2.8. It isclear the channd is more lenient onthe low frequency sde. A
code an(Vor modulation scheme which could shape the power spectra insuch a fashion as tofit
the trandfer function of the channel would he o better choiceover one that have for instance a

pek at the high frequency sideof the spectra
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2.5.3) INTERSYMBOL INTERFFERENCE

As discused earlier, one of the effects produced by the mobile environment is the delay
gread. Depending upon the nature of the environmenta reflectors that create multipath
tranamisson. the speed of the mobile unit, and other factors, asharp transmitted pulse of. say.
afifth of a microsecond duration will be detected by the receiver as a smeared and flattened
bulge of consderably grester duration. sometimes up to severd microseconds.  If
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it issevere enough -tha is if the transmisson-induced dday soread is large rdative to the
average symbol time, intersymbol interference will result asthe individua symbols begin to
overlgp one another.

Delay spread is produced by the environment; for a given frequency and a given environment
the dday spread should bethe same (or dl radio signals propagating in that environment. To
some extent this can be controlled by adaptive equdization. Ancther method to reduce
intersymbol interference isto make usc of nanlength-limited coding on the digital sequence. In
doing this there will aways be a minimumofd (Sec chapter 4) symbols without trangtions;
resraining the effects of intersyrnbol interference to a certan degree. depending on d.
Naturdly, thc most effective way to reduce intersymbol intcrference will be to utilize both

these techniques.
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2.5.4) CLOCK EXTRACTION

It must be noted that coding in this study ishy no means the same as used in present mobile
communication papers and handbooks. Under coding is understood shaping of the power
goectra and inserting some kind of unique characterigtic in the digitd channel bits, such as
rigidity against intersymbol interference and clock recovery properties.

Mobile communicetion literature view coding as error correction coding, where channd
injected errors arc corrected, or digitizing the andog speech sSgnd using various techniques to
reduce the number of bits that need to be tranamitted, while maintaining "telephone voice
qudity." Some of the techniques used are

e Continuoudy variable slope delta modulation (CVSD);
*  Adaptivesubband coding (SBC);
Resdud-excited linear predictive coding (RELP);
Vector quantization.

For adetailed discussion on these techniques(1] and [11] can beconsulted.

When digital dataistranamitted over a channd the receiver must beable to recover the clock
from the receiveddata If the channel bitsdo not have enough transtions, the receiver can, in
worst case conditions, loose synchronization and extra errors can occur because of this. By the
effective use of coding the data stream can be altered in such away as to ensure regular
trangtions.

A further advantage of regular transitions can be gppreciated when the signal entersadeep
fade and clock extraction is impossible.  When the sgnd recovers from the fade, clock
extraction can be regained from the next 10 to20 bits in a coded scheme, while, in an uncoded
scheme, clock extraction may only be regained from the next 100 to 200 hits.

111is so called "modulaion coding” or “line coding” will be the focus of this investigation;
trying to reduce the aforementioned intersymbol interference and ensuring regular trangtions
inthc digital datastream.

2.6) CELLULAR RADIO IN TIIE Rsrunuc or South AFRICA

The fird generation of mobile telephone sysems, such as the sygem installed in November
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1981 by the SAPT in the PretoriaWitwatersrand area, were not suitable for the expected
growth in mobile communications. it did not utilize the celular concept.  In May 1986 a
celular mobile telephone network was introduced by the SAPT, using the C450 public
land-mobile system from Siemens [t 2].

The C450 system operates in the 450 MJlzband. J is designed forthe reuse of frequencies in
cvery seventh cell, thereby fonning a seven-cdl "cluster”. A unique feature of the C450
sysem isthat hand-offs are not just determined by field strength digtribution and signad quality
asin most other sysems, but by actual determinaion of the dations in a cluster. This is
accomplished by synchronizing all the base dations and therefore evaluating the relative delay
times of the sgnds from the control channds of the surrounding bose stations in the mobile
st itdf. ‘Ihe mobile st also retransmits the distance data with a fixed delay. By using
various algorithms the postion of the mobile user can be detennined to a resolution of 400
meters. 111is dlows accurate detennination and flexibility of cdl boundaries.

A unique feature of the mobile sets is the use of a persond identification card for each
subscriber, similar in Szetoa credit card. There is no identity alocated to a mobile st (MS).
Each MS has a cad reader that will read the magnetic code on the subscriber's persond
identification card and the MSwill then assume the identity of a mobile set with the specified
dircctory number. This dlows the driver of a rented car to meke/receive calls in hisrented car
usng his own directory number.

There arc seven base daions, comprising one seven-cell clugter. Base stations are located at
Strydom Tower (Johannesburg), Langerand (Vereenigingl, Springs, Benoni. Doornkloof,
Lewisham (Krugersdorp) and John Vorster Tower (Pretoria).

The ultimate theoreticadl capacity with the existing equipment is approximately 6500
subscribers.  If there isfurther growth the exigting cell boundaries would have to redesigned
for the addition of new cdls. llowever due tofrequency limitations the theoretical capecity is
presently only about 2500 subscribers, At present there ae approximately 600 mobile
telephone users connected to the C450 sysem nnd these are till growing steadily.

Although the present sysem is adequate, the redtricted radio spectrum in the 450 Mllz band
and lower wherethis sysem and other existing mobileradio sygemswork has to be overcome.
Future systems will usc digital technology and generally usc the 900 MHz band where
adequate frequencies are il available.
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Since the capital invesment involved is condderable (in excess of RIO million for the C450
sysem ingdled inthe PV area in 1986), the South African mobile telephone sysem will
only be expanded tothe other major urban centers such as Cape Town and Durban, once the
PWV system hasproven tobe commercially viable.
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CHAPTER3

THEORY OFFINITE-STATEMACHINES

Tlle dudy of finitestate machines (FSM) in this chapter is concerned with describing their
dructure, analyzing their capabilities and limitations and investigeting various fonns in which
they can be redized physicdly. The dgnificance of such machines is that these modes are
not confined to any particular scientific aea, but arc directly applicable to problems in
precticaly every fidd of investigation - from psychology to business administration, from
communication to computer science.  Since the human brain operaes in a sequential manner,
even the thinking process and the analysis of the English syntax canbe employed with aFSM.

['SM's arc also used extensvely in communication engineering, hence a solid background on
this topic is essentid. The discussion to follow will givea generd background on FSM
behavior, following [13], [14], and implementations on communication systems will be

considered in chapters tofollow.
3.1) Tne Finrre-Srare Monm.,

Most problems encounteredd in engineering investigations can be classified as analysis
problems or gynthess problems.  Andyss problems usudly involve prediction of the
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behavior of a system. and synthesis problems where one wishes to congtruct a system with a
specified behavior. In this chapter the andyss part of finite-state machines will be considered,
where asin chapterstofollow. some synthess problemswill be encountered.  In both andyss
lind synthesis problems three groups of variables are encountered which characterize a sysem.
namely excitation variables, which represents the stimuli generated by systems other than the
one under investigntion, and which Influence the behavior of the sysem under investigaion;
response variabtcs, representing those aspects of system behavior which arc of intcrest tothe
invcstlgator:  tntermcdkue variables, whose Importance does not lie in their individua
behaviors, but rather in their combined effcct on the relaionship between the input and output
varidbles.

A finitestate machine is an abstract modd consisting of a finite set of input symbols
representing the excitation variables, a finite set of output symbol: representing the response
varidbles. a finitesetof starey representing the intermediate variahies, a next-statefunction and
anoutput function, 'llle intermediate varidbles, which arc of no direct interest. are assumed to
he embedded indde the system. 111e setsof input and output symbols arc usually referred to
asthe input and output alphabets.

Input, output and sate variables nrc defined only for integrd vaues of time. Every sysem
representable by the basc finite-state mode isassumed to be controlled by an independent
gynchronizing source, in the following fashion: Tlle system variables are not messured
continuoudy. but only at the discrete ingants of time nt which a certain specified event, cdled
a synchronizng Sgnal. isexhibited by thesource These ingants of time are called sampling
limes, the 11h sampling time being denoted by t, (v=1, 2...). An additional assumption is
that the behavior of the syslem at nny sampling timelv is independent of the interval between
L, and the previous sampling time 1.7 Thus, the true independent quantity, against which
every system variable is measured, is not time, but the ordind number associated with the
sampling times. As will be seen. synchronization is mog important in communication

sygems,

It should be emphasized that the foregoing assumptions do not imply that the time intervals
between two successive synchroniaing signals are uniform, neither does it imply that a system
varigble, within such an interval. exhibits some specific mode of behavior.  The only
implication is that, whntever the interval is and whaltever the system variations within the
interval are, the values of the variables at the rth sampling time depend on the number vand
notonthe value of 1. Systems which conform with the time-discreieness assumption lirc said
to be synchronous. Systems in which this asumption is not vdid are
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cdled asynchronous sysems.  Such systemsuwill not be discussed.
3.11) TilE BASICMODEL

An exact definitionfor the class of systemswhich we shdl cdl finite-state machines can now
heprovided.

DEFINmON 3.1
A finitestate machine M is a synchronous sysem with a finite input aphabet

X=(§. &, ... .’g‘l,}. o finite output aphabet Z =(Z,, ¢, ....qu. a finite dae set
S=o,, (2 =~ , &} and apair of characterizing functions!, and!, given by

zv=f:(,rvs\) (3.1)
Su+] =/, s('tv' S\) (32

where XpZy and S, ac, respectively the input symbol, output symbol and state of M at time t,
(v=1,2, ...). Throughout, the assumptionwill be that M, as postulated in definition 3.1, is
determinidtic, i.e, its characterizing functions are not subject to any uncertainty andtha Mis
nonredtricted, i.e., any input symbol can be goplied to M at any timet,

A specid case of finite-gtate machine arises when
f:('tv' sv) =fz(xv) (33)

Such a machineiscdled atrivial machine. The intermediate variables in a trivial machine
have no effect on its input-output relationship and hence theconcept of state in this cae is
redundant. A nontrivial machine is one inwhich

/.9 :/:(rv) (3.4)

When & machineisconsdered that has just one input symboal, there is never really any choice
as to what symbol to gpply to such a machine at a given time ingant. The machine operates
without any influence from the outside world. A machineof thistype iscalled an autonomous
mechine.  Since there isonly one input symbol, we do not ondinnrily bother to give it aname.
(Some people like to think of an autonomous mechine as having no inputs
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at dl. since its trangtions are not under external control. Tlle viewpoint taken is largey
academic.)

Meachines whose characterizing functions arc the same except for possible differences in dae
labeling are said to be isomorphic to each other. Given a finite-state machine M representing
acetan system. any machine which is isomorphic to M may sarve as a representation of the
same sysem. Therepresentation of a system by a flnite-state machine is. by no means unique.
A good example of two isomorphic machines is the Medy and Moore representation of a
given machine [13]. A machine whose characterizing function,!t.. is solely a function of the
date that is entered. iscdled a Moore-type machine.  Ina Mealy machine however.j': isdso a
function of the input adphabet. Conversion from the one to the other will be discussad in
chepter 5. together with some more synthesis problems concerning finite-state machines. A
program listing in Turbo C can be found in Appendix E to convert between the two types of
machines,

It is important to remember that the finite-state model isan absract model and. as such, says
nothing about a physica realization of theprocess it describes. The states and symbols need
not be thought of as having physical representations in terms of voltages or currents. leve or
pulses etc. All the physcd phenomena of a sequential or iterative realization have been
replaced by the next-gaie and output functions. The vaue of such an abstraction isthat it
enables us to stripaway the unimportant physica details andstudy the common properties of a
vaiety of different processes.

3.2) PREDIcnNG MACHINE BEHAVIOR

A successon of input symbols ie. ‘Eél' followed by &,,..... followed by ‘Sil' is called an input
seguence and written as‘g”“&‘.z-...- E,.r A succession of output symbols ie. Cj.,. followed by Cj?.
followed le. is cdled an output sequence and is written astj.,t;j:_,...f Cﬂ. The number of
symbols in a sequence isreferred to as the lemgth of the sequence, As is evident from the
time-discreteness assumption. excitations gpplied to finite-state machines are dways in the
fonn of input sequences and responses areaways in the form of output sequences; an input
sequence of length | dways results in an output sequenceof length 1.

The date of machine M attime t/ is cdled the initial stateof M. Since t/ is arbitrary, the
initiad state of M iscommonly token as the state in which Misfound when first preseated to
the invcdtigator. The tate of machine M at time l, iscaledthe find state of machine M.
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THEOREM 3+
Let Mbe a nontrivid machine with characterizing functions!I ande. Then the response of M.

atany initial state (1, toany input sequence§ 5 &y

. isnot predicteble if only!I andf.S are known;
. is predictable ifll.,lé and g, are known.

The proof of this theorem can be found in [13]. The functionsﬂt and f.S of a FSM arc
andogous to the equilibrium equations characterizing a linear device. with the initid date of
the machine andogous tothe initial energy distribution in the linear device. The response of
the device to any given excitation can be predicted whcn both the equilibrium equationand the
initid energy didribution nrc known. but it isunpredictable when the initial energy digtribution
isnot specified.

3.3) TRANSITION TAIILES. DIAGRAMS AND MATRICES

Once dl the variables of a system arc established. the system can be formalized by means of a
table, a diagram or a matrix. The table, diagran or matrix are aternative fonns of displaying
the characterizing functions of the FSM. Such a display is indispensable to any precise
andysis or synthesis of al'SM and it will beused extensively.

3.3.1) TNneTRANSMON TABLES

The characterizing funcions | . and | can be displayed in a tabular form referred toes the
trangtion table. This table lists the valuesof the two functions for dl possible arguments, i.ee
for dl possible ordered pairs (,rv, SV). where)&lranges over the input alphabet X and s, over the
dae set S.  The format of the trangtion table for a machine whose input dphabet is
{8, &, . ,5,,1. output alphabet is (&}, &, .-, Cq}. and statesst is{a., 02 s+« 0, ), is shown
in table 3.1. Tlle table iscomposed of two adjacent subtables, the 1, subtable and the Sl
subtable, which displayl andl , respectively. The two subtahles have a common stub which
ligs dl possible pr@ent statess the column headings in both subtables arc the same and
consist of al possble present mput symbols xv'  111e rows, then, arc tabelled 0., 2,...,aII'
and the columns &,, &, ... Ep. The entry common to therow (1, and column & ls/,('g‘/ 0‘) in
the 7, suhtahle and is}S@j. a)inthes, Jsubtable 111Cz ands , Jentries arc seentorange
over the output aphabet Z and the stale st S, respectively, or over any subset thereof. See
table 3.1.

Under the assumption that f. and | ae the characterizing funcion of a deterministic.
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nonrestricted machine, these functions mugt be uniquely defined forevery ordered pair(r s, l,
where x , ranges over Xands, over S. Consequently, thez subtable must contain exa:tly one
clement of Z ad thes i J subtable exactly one element of Sat the intersection of every row

and column.

zv Sv+1
X, | & & RS :,
S
v
o
)
Entrics Bntrics
sclected [TOM sdected ITOM
Cl' ;2' "‘1 cq lr 2) O", a
Gn
TABLE 31
GENERAL TRANsmON TABLE
EXAMPLE 3.1

Toillugrate the variety of situations which lend themsalves to representation by the basic
finite-state model, an example is presented. Tlle pertinent input aphabet X, output adphabet Z
and an appropriate daie st Sislisted. The names of the states will be so chosen asto convey
the syslem conditions which the states imply.

Given: An English text, composed of the 26 letters of the dphabet and spaces has to be
scanned with the purpose of counting the number of words arting with "un” and cnding with
"d" (e, "undergand”, "united", etc.), Foramplicity, a space will be designated by x and
|etters other thand, nandu by A, For thismachinc:

X={d,u, u, xA};
7= (Count, No count };
S= (New word, Wat for new word, Mak u, Mark u-n, Makk u-n-di relabeled as(l, 2,

3,4,5).
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To illugtrate the condruction of a transition table, table 3.2 shows the transition tablefor the
sysem described. The system is refemred to as "machine At" and the states "New word".
"Wnit for new word", "Mak u", "Mark u-n", "Mark u-n-d" ac rdlabded as 1, 2, 3. 4and 5
respectively. Tlle table entries constitute the numerical counterpart to the verbal arguments
judtifying the choice of dete set.

When the input is "#*, the next state is"New Word", regardless of the present dae. If the
present state "Mak u-n-d' and the input is *a", the output is "Count"; under dl other
conditions the output is"No count”. If the present state is"New word" and the input is"U".
the next state is"Mark U"; if the input is"d",lin" or "A", the next Sate is "Wait for new word'".
If the present stateis "Mark U" and the input is"n". the next sate is"Mark u-n"; if theinput is
"d', "U" or "A", thenext date is "Wait for new word". If the present state is "Mark un" or
"Mak u-n-d" and the input is"d", the nextstae is"Mark u-n-d"; if the input is"n","unor*j...
the next state is"Murk IIl-n". If the state is"Wat for new word" and the input isother than

"X", the state remains unchanged.

v v+

s
1 4
110 (0 |0 (0O |0]2 |2 |3 |1 |2
2 0 |0 [0 (O |02 ]2 (2 |1 |2
3 10 (0|0 |O |02 1|4 |2 |1 |2
4 0|0 |0 [0 (0[5 1[4 (4 |1 |4
5 (010 |0 |1 (0[5 (4 (4 |1 |4
TABLE 32
MACHINE Al

3.3.2) TNSTRANSMON DIAGRAM

The transition diagram can he considered as adirected grgph and isa structure composed of
vertices, drawn as smnll circles and of edges or oriented branches, drawn as lines between
pairs Of vertices, with arow signs pointing from one vertex to the other. A trnnsition diagram
describing an n-gtate machine contains n verices, each vertex representing a different gate; the
date represented by a vertex is identified hy the labe attached to this
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vertex. The oriented branches arc drown and labelled according to the following nile:

Let X, =1, &, ... § ) bethe set of x, values for whichl &k «g) =0+ and Ictf &, g)
:Ch forh =12, ..,r. If XJ is nonempty a branch is drawn from the vertex labeled g,
tothe vertex labded aJ.; the arrow sgn of this branchispointed

G VG ROV V&, 1)

FIGURE 3.1
NRANCII LABELING.

from vertex g tovertex 9 and thc branch labeled iswritten as(«';‘,/C,) Vv (!;‘/tz) V..V
(§/%). TheVisthc standard symbol for the logica "or". Each term (§,/,) contained
in a branch labd iscalled an input-output pair. Theabove riule for constructing the
trangition diagram of agiven machineis illustrated infigure 3.1

This rule impliesa oneto-one corrcspondcnce between g trangtion diagram and a trangtion
table which represents the same machine.  Thus, given the one representation. the other
representation can dways be constructed. As an example, figure 3.2 shows the trangtion
diagram of machine Al specified by table 3.2

By condruction, a branch pointing from vertex o. to vertex cY places in evidence the input
symbols which cause the machine to pass from state o, into state g, and the output symbols
which accompany the passsge.  Since the machine is detorministic and nonrestricted, every
input symbol causes every state to pass into exactly one other sate; consequently the branches
originging from any given vertex nrc labeled with the tota number of p input-output pairs.
whercp is the sizeoftheinput alphabet.

The immediate obvious advantage of thetrangtion diagram over the transition table. isthat it
facllitates the determination of machine responses to input sequences of arbitrary lengths.
Given the initial state o, of machine M and an input sequence §,, &, ... &, the response of M
tog,. &, ... § can be readily detcnnincd by tracing (in thearow direction) the continuous
sequence of | branches which originate at the vertex labelled 0; and whose kth branch (k = 1.
2...., ) exhibits the input-output pair (§,/¢,). The output sequence yielded by M when £, §,.
3:, isappliedisthen smply &J 2;2. 2;,: the state into which



CHATTER THRER THRORY OF FINITE-STATE MACHINES 36

(r/O) (I10) V (n/O) V (o) V (2 /0)

(d/0) (10) V (110) V (A/0)

[FIGURE 3.2
MAcmNEAI

M pesses when &, §,, ... § is applied. is given by the labe of thevertex at which thetraced
sequence of | branches terminates.  For example. the response of machine At to the input
sequence munAMdr when the initial state is3 is readily detennincd from figure 3.2to be
0000001 The dates traversed by machine Al when the above input sequence is gpplied are 1.
3.4,4.4.5 and 1.in that order. The role played by thetrangtion diagram in the theory of
finitestate machines issmilar to that played by the circuit diagram in the theory of dectric
networks.  Tlle diagram transforms an abdract mode intoa physicd picture which enhances
theinvestigator's intuition and enables him tovisuaize various processes and propertieswhich
would otherwise remain a seriesof dry mathemdtica facts. Asisthe case in electric nework
theory, it is convenient toregard the diagram asthe model itseif and the symbol s which gppear
inthe diagram asthe abstract components of which the mode is composed.

3.3.3) TNe TRANSMON MATRIX

The trangtion matrix isthe mathematical counterpart of thc trangtion diagram: it enables one
to cary out mechanicdly a number of operaions which. in the transition diagram. can
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be caried out visudly. The transition marix is, therefore. advantageous wherever the
operations cannot be caried out by a human investigator. and hence cannot be carried out
visudly, or wherever the trangtion diagram is complex to the extend that visual approach is
futile

For each input-word §,eX we define:

. theoutput matrix I‘V of dimenson | X N;
. thestate trandtion matrix E , which is an | x/ binay matrix with the G, )th
entry
E(-y) = [ Lif f (02 §) =0 (35)
v 0, otherw i se

with I, Nand K respectively the number of gaes, the number of output words and the number
of input words.

The output and dtete trandtion matrices have the following characteristics:

. thematrices T . v =1..... K. specify and arecompletely specified by the output
function fI ;
. thematrices Eev = 1..... K, soecify and are completely specified by the Sate

trangtion function fS.

From (3.5). E, (i) =1ifand only if the input-word ’g‘v forces the FSM to pass from 0i to g,
Inparticular. thisimplies that each row of Ev has one and only one non-zero entry.

Foran application of the trangtion matrix gpproach. see chapter 5.
3.4) CLASSIFICATION OF STATES
A branch connectedtoany given state, say o' may be aconverging branch of 01'if it points

toward ci. from another state. or a diverging branch of .+ if it points from or toward ancther
date, or a reflecting branch of 0. if it loopsaround o Figure 33 illustrates these three types

of branches.
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[MGURR 3.3
TYPES OF nRANCIMS

A gde which lacks converging and/or diverging branches may be one of the following:

. A trangent state; a state tha has no converging branches but at least one
diverging branch. Such a date can lead intoat lesst one other state, but cannot
be reached once it is abandoned,

. A persgent state; a state tha has no diverging branches, but at least one
converging branch. Such a gae can be reached from at least one other Sate,
but cannot be abandoned once it isreached;

. An isolated state; a state tha has neither converging nor diverging branches.
Sucha gae cannot lead into ay other state and cannot be reached from any
other date.

3.5) EQUIVALENCE AND MINIMIZATION

It was emphasized that the states of a finitestate machine need not be observable or even
physcd quantities and tha their only function is to assig in the formulation of the
input-output relationships of the machine. Consequently, awy date set which fulfills this
function is a satisfactory s, regardliess of whether the states convey any intuitive meaning or
not. This freedom inherent in the choice of a stateset isquite advantageous. since it permits
the replacement of one set with another st which may be conddered more convenient for
various purposes. More specifically, it permits one to carry out operations using a date set
which is optimal or minimad in one sense or the other. It will become apparent that this
concept not only paves the way for more precise and more concise formulation of finite-state
machines, but sheds new light on the entire prohlem of machine andyss as well as synthess.

3.5.1) STATE EQUIVALENCE

Thenotation M/o will heused as an abbreviation for the phrase "machine M in date o”.
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All proofs of theorems and lemmeas can be found in [13].

DEFINmMON 3.2

Sate ¢ of machine M. and state 0}. of machine Moare sad to be equivalent, if Ml/a, and
szuj, when excited by any input sequence of possible infinite length. yield identical output
sequences.  If ¢ and g, are not equivalent. they are said to be digtinguishable, M. ad M,
may refer to the same machine.

1101s c1 and cj arc equivaent iff there isnoway of distinguishing. by observing the externd
termmds between machine M. at the initid dae o, and machine M, at the initial dae C.r
Equivaence between ci, and q isindicated by ci, = GJ and digtinguishability between ¢y and g
is indicated by cu # ¢y, From definition 3.2 it can be readily verified that state equwdence
obeys the reflexivelaw (C) €} =0,. g, = a) the symmetric law (|f01 =c}. then 7 =) and the
trangtive law (if cg :_ri and ) = O then L —a,). Consequently, state equwalencecm be
trealed as an ordinary equwdence relatlon and applled directly to s#ts of states of any sze.
State digtinguishability. onthe other hand, docs not obey the reflexive and transitive laws and.

hence, can be gpplied only on pairs of dates.

In some cases equivdence or disti nguishability of a pair of dates belonging to the same
mechine can be edablished by inspection of the transition table of this machine. Some of
these cases arc described by means of the three lemmeas.

LEMMA 3.1
Let ol and ¢ be gates of machine M. If rows c1 and q in the Z, subtable of M arediginct

then 01. 2 a;

LLEMMA 3.2
Let ct and o, be sates of machine M.  If rows ¢, and 9 gpanning the entire transition table of

M. are identical . then CJ,=cr

LEMMA 3.3
Leta.and g, be states of machine M. If rows c1 and o, spanning the entire transition table of
M. become identical when every o is replaced by o, (or every o isreplaced by ). then (L=

.
J
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(/1)

B/0) V (3/1)

B/0) v (1)

FIGURE 3.4
MACHINE A2

Pars of rows which exhibit the property cited in lemma 31 are said to be Smply
distinguishable. Pairs of rows which exhibit the propertiescited inlemma3.2 or lemma 3.3
aresaid to be simply equivalent.

We thus have:

THEOREM 3.2
If 0, and o are amply distinguishable, then 0.# & If o and 0 aresmply equivalent, then 9,
—

J
It should be pointed out that the converse of theorem 3.2 isnottrue. Not every diginguishable
pair of states is smply distinguishable and not every equivdent pair of states is smply
equivaent.

Toillustrate lemmas 31 t0 3.3, consider machine A2, specificd by figure 3.4 and table33. It
can benoted that rows 1 and 5 in the trangtion table arc identicd and that rows 2 and 6
become identical when every 2 is replaced by 6 (or every 6 is replaced by 2). Consequently,
esch of the state pairs (1, 5) and (2, 6) isequivaent, A glanceat the z, subtable of machine
2 reveds that no sae inthe set (1, 4, 5, 8) can be equivaent to any state in the set (2,3, 6,
7).
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zv SHI
’, Bl rlale|r
S
Y
1 1 0 1 2 5 5
2 0 1 1 6 2 5
3 0 1 1 2 2 7
4 1 0 1 8 3 1
5 1 0 1 2 5 5
6 0 1 1 2 6 5
7 0 1 1 6 6 3
8 1 0 1 8 7 5
TABLE 3.3
MACIHINE A2

3.5.1.1) k-EQUIVALENCE
A useful notation for future discussions istha of k-equivaence:

DEFINmMON 3.3

Sate a; of machine M. and state al. of maechine M2 arc said to bek-equivalcnt, if M/ and
MZIOj' when excited by aninput sequence of length k, yied identica output sequences. If g,
and g, are not k-equivaentthey are said to be k-distinguishable. M, and M,, may refer tothe
same machine.

Thus ¢t and g, are k-oquivalent Iff there isno way of distinguishing, by using input sequences
of length k and by observing the external terminds, between machine MI at state c ad
machine M2 at statecjl From definition 3.2it can be readily verified that k'equivalence obeys
the reflex, symmetric and transitive lawvs. Consequently, k-cquivnlence can be trested as
ordinary equivalence rdaion and applied directly to sets of Sates of any size.

[LEMMA 3.4
. If two states nrc k-cquivnlent, then they nrcl-equivdent for every | S &;
. If two Sates arc &-distinguishable, then they arcl-distinguishable for every 12 k.
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Thegae into which sate 0, passeswhen aninput sequence of length k is applied iscalled the
keh successor of V, with respect to this sequence, 111e zeroth suceessor of D state iSthe Sete
itself,

THEOREM 3.3
If states o, and oy are k-equivnicnt and if ther kth successors wilh respect to any input

sequence of lengthk are equivaent. then 0, =Of

"TIHEOREM 3.4
If dlitcs o, and g, are equivaent, then their kih successors, with respeet to any input sequence
of length k and for nny k, are equivalent.

The preceding results can he used. in many cases, to estuhlish equivaence of states when the
equivalence of other states is already established. Suppose, forexample that the pairs of states
(1,5 and (3. 7} inmnchine A2 of figure 34 are known to be equivalent. Consequently, the
pair (", 8} must beequivdent. since 4 and 8 lire I-equivalcnt, with the pairs (1,5) and (3,7)
being their first successors, If the pair (4. 8 isknown to beequivdent , then the pairs (1, 5},
(2.61 and (3. 7) mugt dso be equivalent, since they condtitute pairs of corresponding states in
paths originating in states 4 and 8.

3.5.1.2) k-IEQUIVALENCE PARTITIONS

For the purpose of sae minimization, it isof interest to divide, or partition. the dates of a
machine into classes according to the following criteria:

. All gates which belong to thessme class mugt be k-equivalent;
. nil sates which belong to different classes mustbe &-distinguishable.

11is partition is called the k-cquivalcnee pantitioning of the machine and is denoted by P,.
111e classes of P, are callod k-equivalence classes nnd are denoted by £, 1 £, 5, Z, . cte. States
belonging to the same class arc called mijoint states, states belonging to different classes are
cdled disjoint states.

I.EMMA 1.5
The k-equivalence partition of n machine is unique,

LEMMA 3.6
Saes which arc disjoint inPk must also be disjoint in P‘”.
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[LEMMA 3.7
If machine M contains two distinguishable gates which are r-cquivaent, then it must dso
contain two states which are k-equivnlent but ( + t)-distinguishable.

TIEORF.M 3.5

Pp,, Must be a proper refinement of P, unless the adjoint states in every class of P, ae
equivdent, in which case P, and Rt ac identical.

Inany but the smplest cases, the process of determining the equivalence partition of a given
mechine by ingpection of the transition table or diagram isvirtudly impossible. A method for
describing the partitioning can be carried out systematicdly, by constructing a series of
so-cdled P, tables.

The P table of agiven machine isessentially the same as thesv+} subtable for that machine,
with the following modifications:

If {am ma,2". P} is a class in p,, rows a}. o, U,r are grouped together.
each group From the adjacent ones by a rule The order of the groupsin the
table and the order of the rows within each group arearbitrary. Rows which
belong to the same group and hence represent a k-equivaence class. will be
caled adioint rows, rows which belong to different groups will be cdled
digoint rows,

a"L" column is added. which labels each group of rows in the P, table. The
labels are arbitrary and may bechosen independently ineach new P, teble;

a subscript isattached to every s*+1 entry, which identifies the group inthe P,
table towhich the entry belongs. Thus, if row a, isin the group labelled ",
then every s, } entry” a,." isassigned the subscript "a".

Tables34 to 3.7 arethe PI' P2 Py and P, tebles for machineA3 of figure 3.5.

3.5.1.3) CONSTRUCTION OF P, T ABLES

35.1.31) CONSTRucnON OF THE I', ‘TABLE

Reorder the rows of the trnsition tahie so that rows which are identicd in the 2 subteble

become adjacent. Each group of such rowscorresponds to a l-equivaence class and hence to
agroup of adjoint rows in the PI table. ThePI table can now be constructed by
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{a/1) V (1110)

(a/0)

(0/0) V (/1)
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(@l @ )

(1 o)

FIGURE 3.5
MACIIINE AJ

deleting the z = subteble, separating the row groups by rules, adding a "L" column and
subscripting thess,  J entriesas described above,

3.5.1.3.2) Construcrion OF THEP,, TADLE (K2 1)

A pair of adjoint rows inthe P, table which, in every column, exhibit identical subscripts

are ajoint rows in the P +, table. A pair of adjoint rows in theP, table which, insome
column, exhibit different subscripts arc digoint rows in thePa+l table. Digoint rowsinthe P,
table are also digoint inthe P, table. A group in the P, teble consisting of a single row
remains a single-row group in the P, teble. Thus, the groups of the P, table can be
edtablished by inspection of the subscripts inthe P, table. Once the groups arc established, the
table itsdlf can be condructed according to the format stipulated

above. Thejudification for the foregoing rules follows directly from the manner in which the
subscripts are assigned and from the criteria for determining Pres from P,.

Asan example, consgder the P3 table for machine AJ, shown in table 3.6. In group -a-, rows
I. 3and 8 have identicd subscripts in every column and so dorows 5and 7 (whose subscripts
differ from those of I. 3 and 8). Consequently, rows I. 3 and 8 and rows 5 ad 7
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v+! « | a 8 |y
X, | a|[f |7 ) S,
) S
11%|% %
B EJEIE 3 1 %% |=
S EJEIE a |5 | §14|3
a |5 161413 T 1%%|8
T 1 %%|&% 8 1 %D
8 | %|b|%
2 1 L% %
2 1 51% % b 141345 |%
“131% % 6 18 |% %
b 16 181%1%
9 7a 9O 7a C 9 7a ge 7a
TABLE 34 TABLE 35
P1TABLE FOR A3 Py TABLE FOR A3

condtitute two groups of rows in the P4 table. In group "b" all rows exhibit identical subscripts
in every column and hence the group remains intact in the P4 table.  Groups "€' and "d",
conggting of one row each, can be transferredintact to the P, table

Given a procedure for congructing the Pi table and the Pt table from the P, table (k 2 1),
onecan construct the P, teble for successive values of k, until 1 teble is obtained in which all
adjoint rows exhibit identicd subscripts in every column. Tile ub entries of these adjoint
rows represent equivaent states and hence the groups of stubentries in this table represent the
desred equivalence dasses. For machine A3 the condition is exhibited by the P4 tablein table
3.7. Tlle equivalence partition for mnchine A3 is, therefore, given by:

P: {I, 3, 8}, (2,4), (5. 7), (6), (9)
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TABLE 3.6 TABLE 3.7
1’3 TABLE FOR A3 P4TABLE FORA3

3.5.2) MACIIINE EQUIVALENCE

The concept of eguivdlence can be extended to entire machines, through the following
definition:

DEFINmON 3.4

Machine M. and machine M, are said to be equivalent if to eech state 0; of M. there
corresponds at leest one dtate of M, which isequivalent to o, and toeech state o of Mythere
corresponds @ least one stae of M1 which is equivalent to a. If M. and M, ore not
equivaent, they are sad tohe distinguishable.
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11118 M. and M, are equivalent Iff there isno way of distinguishing. by observing theexterna
terminds, between machine M. at any of its sates and machine M2 and between machine M2
at any of its states and mechine M1© M1 ad M, are distinguishable Iff there is at least one
statein M1 which isnot equivdent to any daein MZ- or at leest onestate

®n)

(O =6 )

(afu) #19) all)

FIGURE 3.6
MACIIINE A4

in Mzwhich is not equivdent to any state M, Equivaence between M1 and M, isindicated
hy M, :M2 and distinguishablity is indicated by M. # M2 From definition 3.4 it can be
readily verified that machine equivalence obeys the reflexive law (M, :M) the symmetric
law (if M. —M then MJM) and the transitive law (M, = M and I\/} MI then M, =M,).

Consequently, machlne equivaence can be trested as an ordmary equwalence relaion and
applicd directly to sets of machines of any sze.

[FIGURE 3.7
MACIINE A5

Machines A4 and AS of figures 3.6 nnd 3.7, respectively, represent two equivalent machines,
ntis can be verified by noticing that machineAS becomesidenticd to machine A4 when Sme
3 of machine A4 isignored; consequently, states) and 2 of machine A4 are equivalent to
dates | and 2. respectively, of machine AS. Also states 1 and J of machine A4 are smply
equivalent and hence equivalent; consequently, state 3 of machine A4 is equivalent to dllte )

of machine AS.



CHAPTERA4

MODULATION CODESFOR CLOCK
EXTRACTION

Perhaps some future historian will classify this as the digitd age, when everyday processes
increasingly cametobe performed using discrete numbers. Theprinciples of numerical coding
can be found in this chapter, accentuating modulation codes. Modulation codes, ie. codes
basad on runlength-limited (RLL) sequencesor (/, k) congtrained codes are, at present, used on
disk recorders whether their nature is magnetic or optical. By far the most frequently reported
coding schemes applied inrecording practice have been those condtituted by RLL sequences.
Although this study isnot concerned with recorders, it iswith this type of coding scheme that
this chapter is dmogt exclusvely concerned. The reason for this isto providc a thorough
background on RLL sequences for referencein chaptersto follow, snce we shall investigate
modulation codes for usc on channels other than recording channels.

4.1) INTRODUCI10N

Many popular recording codes for peak detection channelsfnll into the class of RLL codes. A
digital magnetic recording channe is an example of a pesk detection channel. For an indepth
description of such a channd see [3]. Thee (d, &) codes in ther general form, were
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pioneered by Freman and Wyner[t5]. Kauiz(16], Gabor[t7J. Tang and 8ahl[18] and notably
by P. Franaszek [19J in thelate 1960's. Since then. a consderable body of engineering and
mathematical literature have been written on the subject. The length of time usually expressed
in channd bits between trangtions is known as the nmicngth. RLL sequences ae
cheracterized by two paameters, (d + 1) and (k + 1) which dipulate. respectively. the
minimum and maximum runlength that may occur in the sequence. The parameter d controls
the highest transition frequency, and thus hasabearing on intersymbol interference when the
sequence is conveyed over abandwidth-limited channd. Inthetransmisson of binary daa It
isgenerdly desirablethat thc received signal isself-synchronizing or self-clocking. Timing is
commonly recovered with a phase-locked loop which adjuststhephase of the detection ingant
according to observed trangtions of the received waveform. Theparameter & ensures adequate
frequency of trangtions for synchronization of the received data. This qudity is of interest for
usc on mobile radlo channds,

DEFINMON 4.1
A dk-limited binary sequence, in short, td, &) sequence, satisfies Smultaneoudy the following
two conditions:

) d condraint: Two logical "ones' are separated by a nan of consecutive "zeros'
of length at leest d.
2) k congraint: Any run of consecutive "zeros" isof length at most k,

If only condition | issatisfied, the sequence issad to be d-limited (with & = e ) and will be
termed d-sequence.

In generd, a id, k)-sequence is employed inopticd recording. magnetic recording and mobile
radio channds with a smple preceding sep. A td, k)-sequence is converted to a
runlength-lirnited channd sequence in the following way. Let the channel dgnds be
represented by a sequence {yi}.yi e{-l. I}. Thelogicad "ones' in theld, k)-sequence indicate
the postions of a trandtion 1+ -lor -1 - 1 of the corresponding runtength-limited sequences.

EXAMPLE 4.1
Congder the binary (/, k)-sequence given hy:

Coderoutput:0 100010010001101 ...

The transformed RLL channd sequence would be converted to:
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Channd waveform: 1-1-1-1-1111-1-1-1-11-11 1

The mapping of the wavefonn by the precoding step is known as non-retum-to-zero-inverson
(NRZJ), or change of date encoding. Waveforms which are transmitted without such an
intermediate coding gep are referred to as non-return-to-zero (NRZ). These names stcm (rom
telegraphy and has no meaning in relation to recording channels, these nebulous tenns ae in
common usc and will be used throughout. It can readily be verified thet the minimum and
maximum distance between consecutive trangtions of the RLL sequence derived from a
(d, k)-scquence |, respectively, isd + 1 and k + | symbols.

For example, most flexible and low-end rigid disk files, as well as some high-end drives, today
incorporate a code known as Modified Frequency Modulation (MFM). It also goes by other
names, such as Delay Modulation or the Miller code. MFM isan RLL code with id, k) =1,

3). Theusc of thiscode on the flexible 5Y4 disk usod on 1BM PCs, made it possible to sore
twice the previous amount of data on a disk made of the samemaerid. The reason for this
will become more gpparent later.

The grounds on which d and k valuesare chosen, in tum, depend on various factors such as the
channd response, the desred data rate (or infonnation dendty) and the jitter and noise
characteridics.  Tlle problem faced by the coding theorist is the congtruction of a smple,
efficient correspondence, or code mapping, between the arbitrary binary strings that a user
might want to store on amagnetic disk or trangmit over a channd, and the id, &) condrained
code grings which the pesk detector can more easlly recover correctly. The tenn "efficient”
arc now given quantitative meaning, by introducing the third important parameter, the code

rate.

Tlle converson of abitrary strings to condrained (¢, k) strings could be accomplished as
follows. Pick a codeword of length n. List al the strings of length n which satisfy the (, k)

congraint. If there arc at least 2™ such drings, assign a unique codeword to each of 2"
possible binary input words of lengthm.  Thiskind of code mapping iscommonly referred to
as o block code.  Therratio, min, of input word length m to coddeword length n is called the

code rate, designated hy R Since there are only ' unconstrnined binary strings of length n,
there will beless than this numher of constrainedcodewords, Therefore, the rate must satisfy
min < 1. In fact there isi maximum achievablerate, called theShannon capacity C. 1n 1948,
Shannon proved that, as the codeword length grows, the number of constrained codewords

approaches 2% from below, for some constant Cwhich depends on the code constraints. This
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result implies that therate min of any code mapping for that constraint must satisfy min s C.
Roughly speaking. a code is called efficient if the rate min isclose toC. It is possble to
derive the capacity Cl/, k) of (), k)-scquences.  Sequences tha meet prescribed ), &)
congrains may be thought of to be composed of phrases of lengthj + 1.d S/ S k, denoted by

7;, ;- of the fonn (I’\‘?I, W'+ 100..... 10%}, where O’ standsfor asequence of } consceutive
"zeros'. The characteristic equation of (, K)-sequences ([2] and [3]) is (for finite k):

FOHD kb zqte) _1=0, 4.1

or
Zlc+2 _ZIHI A3+ 1 =0 (4.2)
Following Shannonsdefinition. the capacity of ald, k) sequence isgiven by:

Cld, k) = limlinlog N,(1) (4.3)
H=% 2 ¢

whereN d(n) denotes the number of distinct d sequences of lengthn [3]. Forlarge n,

N 0n) « A" (4.)

max

Applying equation (4.3), the capacity of d congrained sequences. denoted by C(d. 00) is:

C(d, 00) = nl _l) 2 I/n IogZNd(n) —Iogz,lmax. (45)

wilh Amu the maximum red root (eigen value) of the characteristic equetion.

Table 41 lists some of the capacities. C(d, k). versus the runlength parameters d and k. A
complete lig of (4, k) capacities can be found in (20]. As can be seen in table 4.1. the
quantity C(d. 00) supplies the maximum rate possble of any implemented code for a given d
condraint. Tlle capacity decreases with increesng d which may be a property of much
concernonsome channels, especially on mobilecommunication channes where there issuch a
bandwidth shortage. On arccording medium anincreasing tl parameter, aswill be seen inthe
following paragraph. suggests ahigher density ratio.
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Some further results of computations. which ac obtained by numericd methods [3), ae
collected intable 4.2. The quantity DR. called deasity ratio, sometimes called packing (Icnsty
which express the minimum physical distance between consecutive nansitions of an RLL

sequence, isdefined as

DR =/ + JR

(4.6)

where R isthe rate of the RLL code. It can heseen in table 4.2 that an increase of the densty
ratio can be obtained & theexpense of decreased code rate. It can even be shown that the
dengity raio DR can be made arbitrurily large by choosing the minimum runlength d
sufficiently targe. Thisfollows from:

DR = +lllog A

=0 d=1 d=2 d=3 d=4
k= 1 |0.694242 |0.000000 |0.000000 |0.000000 |0.000000
2 |0.879146 |0.405685 |0.000000 |0.000000 |0.000000
3 |0.946777 |0.551463 |0.287761 |0.000000 |0.000000
4 |0.975225 |0.617447 |0.405685 |0.223180 |0.000000
5 [0.988109 [0.650900 |[0.464958 |0.321757 |0.182342
6 [0.994192 [0.669032 |[0.497906 |0.374585 |0.266896
7 10.997134 |0.679286 |0.517370 |0.405685 |0.314230
8 |0.998578 |0.685252 |0.529340 |0.425068 |0.343229
9 [0.999292 [0.688789 |0.5369JJ |0.437620 |0.361992
10 [0.999647 [0.690915 |0.541797 |0.445971 |0.374585
11 ]0.999824 |0.692203 |0.544997 (0.451640 |0.383262
12 [0.999912 [0.692989 |[0.547114 |0.455546 |0.389359
13 [0.999956 [0.693471 |0.548527 |0.458268 |0.393709
14 [0.999978 [0.693767 [0.549475 |0.460182 |0.396847
15 [0.999989 [0.693949 |0.550114 |0.461539 |0.399133
oo |1.000000 [0.694242 |0.551463 |0.464958 |0.405685
TABLE 4.1

caPAcrry CU. k) VERSUS RUNILENGTH PARAMETTRS d AND &

The root of equation 4.2 satisfies

1
(- ey 'a
log d <

(1 + &e)d

1 d
0g, ¢

]'/d

(4.7

(48)
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d [C(d -) (d +1)C(d, =)

1 0.694 1.388

2 0.551 1.654

3 0.465 1.860

4 0.406 2.028
TABLE 4.2

C AND DR VFRSUS MINIMUM RUNLENGTH d

for larged [3]. Thus DR grows like a constant times log d, seetable 42. Another important
parameter in recording sysems, is the width of the detection window, during which the
presence or absence of atrangtion has to be detected. This detection window is of widthmin
data hit intervals and a large detection window ispreferred due topossble bit synchronization
imperfections during theread or receive process.

It should be appreciated that codes with a larger value of d, and thus alower rate, providean
incressingly difficult trade-off between the detection window and the density ratio in
applications with very high information densty and data raes.  However, it was
experimentally demondtrated that the detection window has no apparent influence on amobile
radio channd. This experimenta results can befound in chapter 9.

4.2) Finite-State Trandtion Diagrams

In thissection the background developed in chapter 3 are put to usc in communication systems
employing runlength-limited codes. Most (d, £} codes can be implemented as FSM's and b
brief description of the procedure taken to develop a FSM for a specified (7, k) sequence will
be shown.

One can employ efinitedate trangtion diagram (FSTD), also known asa Markov modd, in
order toconveniently represent the infinitude of binary strings sntisfying the (?, £) constraint.

This graph representation for constrained channd strings dates back to Shannon's semina
paper [21] and it was exploited by Franaszek inhis work on RLL codes. figure 4.2 shows a
FSTD for the (t, 3) congrdnt, It consists of agraph with 4 vertices, caled states and oriented
branches between them, cdled edges, represented by arrows, Tlle edges are labelled with
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channd hits. Paths through the graph correspond precisely to the binary strings satisfying the
(1, 3) condraint. A smilar FSTD having k + 1 states can be used to deseribe any (, k)
condraint. While table 4.1 shows (/, k&) sequences with their theoreticd capacities C, table4.3
showsthe practical achievable rates, R = min im and n small integers), and the efficiencies" =
RIC for a few congraints.

DD

FIGURE 41
FINTm STATE DIAGRAM FOR (4, k) —(1,3)

The concluson drawn from table 4.3 is that it ispossible to construct codes in such a way that

the rate will be near thetheoretica limit for thecode. The rate R =/, W, k) =(2, 7) code is
currently applied in thelBM 3380 rigid disk drive.

W, k) CAPACITY RATE EFFICIENCY
C R n
(0, 1) 0.6942 2/, 0.96
(1,3) 0.5515 1/, 0.91
(1,7) 0.679 2/y 0.98
(2,7) 05172 1/, 0.97
TABLE 4.3

COMPARISON OF CODRS

The capacity C of the RLL (i, £) constrained channd is directly rdated to the structure of the

FSTD. Tle State-trangition matrix T —i ; is defined and associated to the FSTD with statesl,
..., k+ lasfollows:
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. tij =X, if there are x edges from state; to statej;
=0. otherwise.

For example, for the<tl. ¥) =(J. 3) case:

94981

T= [ 1001
1000

o
Notethat A~ can aso beobtained by solving T.AT = [2) Itisfound that Aae = 1465,

in which case C = 05515. In practice, one chooses for therate arationd number min < C.
To hep keep the codeword length small, the integers m and n are often selected to be smdl.

Thus. for the (I, 3) condraint, it would be naturd to look for a code mapping at rate R =15,
which uses codcwordsof length 2 bits. Sec table 4.3.

4.2.1) SYNTImMSISALGORITHM FOR MODULATION CODES

The agorithm presented were used to obtain arae, R =!/;, td, X) = (3. 7) code. Thiscode
was condgdered for usc on mobile radio channds. but was not used because of its inefficient
usc of bandwidth. Ina later chapter another dgorithm will be presented for constructing , &)
= (0, %) congtrained codes.

The code wcre syntheszed usng the agorithms for sliding block codes [22], of which a
tutoria expostion mny be found in [2]. Briefly, it comprises the following steps when
gynthesizing a R = min code.  Starting with the Markov modd, G, for thc /, k) congtrained

channdl. develop the graph G" and satetransiion matrix T, Next find the smplest

approximate eigenvector V which satisfies
T Va2V 49

As shown in[22Jand (2L the approximale eigenvector directs thestate splitting of G” which is
the next synthesis step, 111e Shannon capacity from [20J and efficiency for the ¢/, &) = (3, 7)
congrained code invedigated, are C = 0405685 and n —0.822. Finite-state transtion
diagrams for the encoder and sliding-block decoder are shown in figure 4.2
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SHIFT REGISTER

ST

|
5

I~
|-

b)

FIOURP. 4.2

R =3, {, k) = (3,7) SYSTEMATIC CODE
a) ENCODER b) DECODFR

4.3) SPECTRUM OF RLL SEQUENCES

If it is assumed that a irangmltter emits the phrases'l:] independently with probability Pr('l").
then the power spectral density function of thecorresponding RLL sequence is given by [3]:

1 | » D(w)|?
@) =— — — — — — — 49
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where

k+l
G(w) ZZPr(TI)e"”' (4.10)
l=d+1

and

k!
T = Z IPAT )y (4.12)
led«!
An degant proof. which isbased on genernting functions. isavaildble in [3]. The runlengihs

of a maxcntropic sequence follow a truncated geometric digtribution with parameter A:

Pr(T)y A li=d+1d+ 200k +1 (4.12)
whence
ktl ktl
T= z IPr(T/) = z 1t (4.13)
l=d+1 [=d+]

Substitution of the digribution provides a sraightforward method of determining the spectrum
of maxentropic RLL sequences, Figure 4.3 depicts the spectra of the maxentropic MFM code.
as wdll as theimplemented spectra.  Figure 4.4 shows the spectra H(w) of some maxentropic d
sequences for selected vaues of the minimum runlength d.

The following characteristics may be observed: From figure 4.3, a surprisingly good
conformity (a few dB diffcrence) with the spectra of the maxentropic counterpart in the low
frequency range can be scen, while. at higher frequencies. there is asignificant difference.
From figure 4.4, a maxima occur at non-zero frequency. and the spectra exhibit a more
pronounced peak with increasing d. The energy in the low-frequency range

| A sequence is termed maxeniropic if Ihe theoretlcal caladly equals The practical achievable dala nle. lhus If
Rile.



CHAPTER FOUR MODULA110N CODES FORCLOCK EXTRACTION 58

diminishes with decreasng minimum runlengthd. Ti1c effectsonthc spectra of a reduction of
the maximum runlength can be seen in figure 45. The figurc depicts the spectrum of

maxentropic ( —2) sequences with the maximum runlength & as parameter.

th

o 5 [deald » 1.k* 3
o Implemented
3, J \\
T
5
_10 1 1 1 1 ]
0.0 1t 21t 31t 41t 1t
5 5 5 5
QO —»
FIGURE " 3
SPECTRUM OFMFM Cobr
10r
L st
i
- 0
‘I’ d=3 dm=
d=4 2
_5 e
-10 ] 1 1 1
n 2r 3n Aft x
5 5 5 5
W ———P
FIGURE 4."

SPECTRUM OF MAXENTROPIC RLL SEQUENCES, £ CONSTANT
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k=3
- k=5
k=7
-k =9
—
{ ] | | J
FIGURE 45

SPECTRUM OFMAXENTROPIC RLL SEQUENCES, d CONSTANT
4.4) Fixep-LENGTII BINARY RLL Cobes

One goproach that has proved very successful for the converson of arbitrary source
information into congtrained sequences is the one constituted by block codes. The source
seguence is partitioned into blocks of lengthm, and under the code rules such blocks are
mapped onto words of nchannd symbols. A code may be date-dependent, in which casethe
choice of the codeword used to represent a given binary source block is a function of the
channe or encoder sete, or the code may be dae independent. State independence implies
that codewords can be fredly concatenated without violating the sequence constraints. The
additiona restriction leads, ingenerd, to codesthat are longer than state-dependent codes for a
given bit-per-symbal vadue. In some instances, sate independence may yield advantagesin
error propagation limitation. The EFM code, used on CD players (3], is a proper
representetive of a code with limited error propagation. State-independent decoding may be
achieved for any fixed-length /, £) code.

[EEXAMPLE 4.2

Condider the MFM code, R=,, (¢, k) = (1, 9) and n = 0.91. It has proven very popular from
the viewpoint of smplicity and ease of implementation. MFM is essentially a block
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code of lengthn = 2 with a simple merging rule when the NRZI notation is employed. The
MFM encoding table isshown in table 4.4. The symbol indicated with 'x' is set to 'zero' if the
preceding symbol is'on€, dseit is set to 'on€’. It canbe verifiedthat this construction yieds i
maximum runlength k =3.

SOURCR | Oourtrut

0 X0
1 01
TABLE 4.4

CODING RULES FOR MFM CObR

A graphicd representation of the 'SM  underlying the MFM code, using NRZI notation rules
is pictured in figure 4.6. "11e labelled edges emanding from a state define the encoding rule,
and the state in which an edge terminates indicates the state, or coding nile to usc next. 'lic
state A represents thecondition that the previouschannd bit was'zero,

1/0t

0/10 1/01

0/00

FIGURE 4.6
MFM Cobe (NRZI)

while thc state B indicates that the previous channd bit was a 'on€. |l may be noticed tha
there are only two dates needed to model the MFM code whereas the FSM based on NRZ
notation of the MFM code needs four states: see figure 4.7. The explanation is that thc
change-ol-state encoder, which is used to trandae a td, &) sequence into a RILL. sequence,
accountsfor one memory clement, or a douhling of the numher of dates.  Decoding of the
MFM code is simply accomplished by discarding the redundant first hit in each received 2-bit
block.
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11,C MFM code wns ds0 recommended by the CCIR to be trangmitted over a mobile VHF
communicntion channd. Again, the experimental resultscan be found inchapter 9.

FIGURE 47
MFM CobE (NR2)

4.5) VARIABLE-LENGTII BINARY RLL CODES

In an atempt to increase fixed-length state-dependant code efficiency, the codeword length is
increesed and thus result in a rapid increese of coder and decoder complexity [3].
Variable-length codes, which may combine the advantages of short nnd long word lengths, are
frequently profitable in tems of hardware complexity. The bads of variable-length
synchronous codes was lad by Frnnaszek with his pioncering work [19]. Variable-length
codes offer the posshility of usng short words more often thnn those of longer lengths. This
often permits a marked reduction in coder and decoder complexity relative to a fixed-length
code of like rnte and sequence properties.

The dructure of variable-length codes required to comply with sequence properties is quite
similnr to that of fixed-length codes. Vaious special features, however, arise from the
presence of words of different lengths. The reguirement of synchronous transmission, coupled
with the assumption that ench word carries an integer number of infonnotion bits, implies tha
the codeword lengths are integer multiples of a basic word length n, where n is



CHAPTER FOUR

MODULATION CODES FOR CLOCK EXTRACTION 62

the smdlest integer for which the bit per symbol ratio min is that of two integers. The

example tofollow isas a whole due to the work of Franaszek.

[EXAMPLE 4.3

Table 45 disclosesthecode table of the R =1/, ¢/, k) = (2, 7) and n =0.97 code, which, as
mentioned before, forms the bed-rock of the IDM 3380 high-performancerigid disk files.

DATA CODE
10 0100
1 1000

01 001000
010 100100
000 000100
0011 00001000
0010 00100100
TABLE 4.5

V ARIABLE-LENGTH SYNCHRONOUS (2,7) CODE

1/00

FIQURE 48
FSM ENCODER FOR (d, k) = (2, 7) CODR

0/00
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The encoding of theincoming data isaccomplished by dividing the source sequence into two-,
three-and four-bit partitions tomatch the entries in the code table and then mapping them into
the corresponding channd representations.  Condder a source sequence 010111010. thenafier
the gppropriate parsng obtain:

in: 010 111010 ...,
which, by using table 4.5, istransformed into the corresponding output sequence:
out: 100100 100001000100 ...

Shift Register

Data_|_

ROM Output

Combinatorial' Logic

XXOXQOXX
OOOXXIXX — 0

XXXXIXXI

KRR

XX IXXXXX 1
XXXXIXXO

FIGURR4.9
DRCODER FOR , k) =(2. 7) CODE

Figure 48 and 4.9 shows, respectively, an encoder as FSM and decoder for this example.
Decoding of the receved message is achieved with a shift regisier of length eight. The
incoming message is shifted into the register; every two channd clock cycles, because of

R= '/2.
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This code was aso tranamitted over a mobile communication channd, with surprising results
(Chapter 9).

4.6) bc-BALANCFD Cones

In thissection a brief overview on de-balanced, or ac-coupled, codes are given, together with a
de-free code spectrum, For an in depth study onde-free codes see [3] and [23].

Indigital transmission it issometimes desirablefor the channel sream tohave low power near
zero frequency. Suppresson of the low-frequency components is usually achieved by
resricting the unbdance of the transmitted postive and negdive pulsss The de-bdanced
requirement further imposes acharge congraint. Tlle waveform should have neither lengthy
runlengths nor high-magnitude dc components. Expanding on Tang's notation. consder
td, k, ¢} codes, where Cisan upper bound onthe accumulated charge of the waveform. The
(, k, C) codes havetwo primary constraints;

d < run of zeros in codes k, and (@
|z fil SC. (b)

withf; the channel bitsin NRZ notation.

The essentid principle of operation of a channd encoder that trandaes arbitrary source daa
into adefree channd sequence is remarkably smple.  The goproaches which have actudly
been usad for de-baanced code design arc basicaly three in number:

Zero-disparity code;
. Low-disparity code;
. Polarity bit code.

Tlledisparity of a codeword isdefined as theexcess of the number of 'ones over the number
of 'zeros in the codeword: thus the codewords 000110 and 100111 have disparity -2 and +2,
respectively.  An important special case is zero-diparity codewords, which contain equd
numbers of 'ones’ and 'zeros', The obvious method for the construction of de-balanced codesis
to employ codewordstha contain an equal number of ‘ones and 'zeros, or stated dternatively,
to employ zero-disparity codewonds which have a one-to-one correspondence with the source
words.
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A good step will be toextend this mechanism tothe iow-disparity code, where the trandation
are not one-to-one. The source words operate with two aternative modes which. being of
equa oropposite disparity. each of them isinterpreted by the decoder in the same way. The
zero-disparity words are uniquely allocated to the source words. Other codewords ae
dlocated in pairsof equa and opposite disparity. During transmisson, the choice of a specific
trandation is madeinsuch a way that the accumulaied disparity, or the running digital siim, of
theencoded sequence, after transmission of the new codeword, isas close to zero as posshle.
Therunning digital um (RDS) isdefined for abinary stream as the accumulated sum of ‘ones
and 'zeros (a 'zeroiscounted as -1) counted from the start of the transmisson. Doth of the
basic gpproaches to de-badanced coding aredue to Cattermole [24] and Griffiths [25].

Figure 410 showsthe spectrum of a rate R =12, id, k, ¢) —(0, 1. J) code. In comparison
with the MFM. rate R =1/2, (, k) —O. 3) code, the spectrum of the de-free code. as
expecled, beginsat zero, where the spectra of the MFM codebegins a few dB higher.

Two de-free codeswere ds0 transmitted over mobile communication channels.

0.8
0.7
06
05+
0.4}

0.3

moc—H—ro-Zz>»

02}

01+t
o 1 Lo | 1 I

0] 02 04 0.6 0.8 1 12 14 16 18 2
NORMALIZED FREQUENCY

R |

AMPLITUDE IN VOLT

[FIGURE 4.10
SPRCTRUM OF A RATE R=1/2, {4, k,C) =(0, 1,1)
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CHAPTERS

NEW FSM REPRESENTATIONS
FOR MODULATION CODES

Recdling from chapter 3, two finite-state machines arc consdered equivaent if:

. they have the same input set and the same output s, and

. for each date of one there isat leas one state of the other, such that, assuming
these daes as initial ones, equd input sequences give rise to equal output
Sequences,

Roughly speaking, two FSM's are equivalent if they nre indiginguisheble by regarding their
input-output behavior, in the sense that the same output sequence can be equdly well
originated by both FSMs asa response to agiven input sequence. FSM's can thus be divided
into equivalence classes and any non-trivid FSM  has infinitely many equivalent FSM's
Moreover, in each equivdence class thereisa minimal FSM fle, a FSM with a minima
number of states), which can be obtained from each I'SM of the class through a smple
standard procedure (chapter 3). Finally, theminima FFSM of the cdlass is unique, apart from a
possible relabelling of the dates.

11%is fact has some relevance to the problems encountered in communication Systems, Snce
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this makes it possble to trandate coder niles into different equivdent FSM's.  Even if the
andysis can be correctly perfonned on the bass of any I'SM of theequivalence class. it may
be "eede” with a paticuar F'SM than with another; "easy" referring to computationa
complexity in terms of the number of eementary operations involved, in this case the minima
'SM isusually more convenient. or to a greater tractability of formulae in terms of adgebrac
manipulations. in which case the Moor e equivalent machine or sate assigned machine may be
of interes.  For example. when one wishes to determine the theoretical spectra of a spegific
code. the Moore equivdence machine may be used, since the dgebraic manipulations will
oftenbe considerably minimized.

The minima fonn 'SM modd derived in chapter 3 is also known asa Mealy machine or
trangtion es:agned machine. which can be particularized to give aMoore machine.

This chapter will attend to the conversion between this two types of isomorphic machines.
together with a ncw dgorithm developed to map fixed length coding rules on finitedtate
machines.

5.1) CONVERTING BEIWEEN ISOMORPIIIC MACHINES

There exig various agorithms for the converson between Medy and Moore machines; [14)].
[13] and [26]. Themethod presented for converson from Medy to Moore is one with amore
andytic nature; in other words a method which can be implemented with a digital computer.
In fact. this dgorithm was used in a progran which convert between the two types of
machines (see gppendix E).

Ti1c converson from Moore back to Mealy isdone using the minimization rules as outlined in
chapter 3.

A Medy machinecan be converted to a Moore machine if theoutput function f.z is only date
dependent, i.e. if (3.1) asigning the code-word isgiven by

7=/ en

and isindependent of the source-word &. ntis structure implies some simplification in the
characterizing function representation,  In particular. in the marix representation, the output
matrices are equal :

r,=rv=L..K (5.2)
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Now it is straightforward to find a Moore machine equivaent to agiven Mealy machine.
Indeed, it suffices to define, asa new state, the pair S-V :&V,Ev)and the new input év :Ewl

and one gets the equivalent Moore machine M =, z, 3, JS' J:), where the new spaceset §
S x X and the new characterizing functions are given by:

S,,=7.G, bea(k, E)LE, ) 53

vt = sy
z, 26 )G, ) 54

Such a representation is achieved at the cost of a larger date st § has K x | dates in
comparison with thel sates of the original state setS. Ontheother hand, it will be apparent
later that this model can be more amenable for theoretica developments.

It can be verified [27] that the matrix representation of the Moore equivalent machine is
graightforward related tothe previous one.

Tlle new state transition matrices I { of order K x Nbecome:

E, 0.0 0..0E,
E,0 : : OE

R PR PR A R 53)
Ey 0.0 0..0E,

whereas the common output matrix "y of dimendon Kl x N (¥ the length of the code-words)
IS

EXAMMLE 5.1
Congdering the wel-known Miller code, described in chapter4. We wish to convert the two

date Medy machine to aKl = 4 state Moore machine. Fgure 51 and table 5.1 descrite the
Medy machine representation.
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The Medy machine is described by the following matrices (see chapter 3 for state trangtion
matrix description):

0/00

[FIGURE 51
STATE TRANSITION DIAGRAM OF TIIE MILLER CODE

0 1 0 1

g 10 01 o c12

o 00 01 o 1

TABLR 51

STATE TRANSMON TABLE OFTHE MILLER CODE

We have Source dphabet X= {0, 1}, code-dphabet Z = (00, 01, 10), state set S = {al, 9.
source-word numberK =2, code-word number J =3, state number / =2 and code-word length
N=2.

111C equivaent Moore F'SM has K/ —4 states(o I;‘ €L, 5:2_(0 l-'z(a i) and, following
(5.5) and (5.6), thecorresponding matrix rqoreserf[atlon ISgiven by:

.—[140 —[1o8§] 8“] [8§89

0010
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IMTGURE 52
STATE TRANSmMON DIAGRAM OF MOORE MACIIINE

At this point it would be interesting to know if there is a minimum Moore machine
representation.  Since the norma procedure of minimization would leed back to a Medy
machine, that method cannot be used. However, a new dgorithm was developed. by the
author, for a minimum Moore machine. Thismethod was applied extensively to verify its

vaidity.

The firgd step would be to consder the dates tha would produce the same outputs when
entered (rom another date. Inthefonner example it will be states orJ and o, The next depis
to compare the next dates, thus the outputs of these states for equivdlence. Returning to the
example, we know that any input leading to dates 03 and 04 will have the output OL
Congdering the next states, itis evident that thetwo states isequivdent. (seetable 5.2).

Figure5.3 shows the new minimized state diagram (3 states) for the Miller code as Moore
mechine. To verify the converson from Medy to Moore machine representation and the
minimized M oore machine, consder the following input sequence:



CHAPTER FIVE FSM REPRRESENTATIONS FOR CONSTRAINED CODES 71

0 1 0 1

o | 00 01 @ o
3 I 3
@ 00 01 @ o
4 | 3
TABLRE 5.2

CIIECK FOR MOORE EEQUIVALIRNT STATRS

FIGURE 5.3
MINIMIZED MOORE MACHINE

0101001

For the Miller code as Medy machine (figure 5.1), starting in Sate arI . the input sequence will
be converted to:

00 01 0001 00 1001

Remembering thnt the output, when going from the one state to the other, will be thc same as
the NeU gate, the Moore machine representation (figure 5.2), dso sarting in o will convert

the input sequence to:

10 01 0001 00 1001
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Figure 5.3. also gtarting in aI-WiII convert theinput sequence to:
10 01 0001 001001

By a proper choice of darting state in the Medy machine. the first code-words will aso
correspond. It must be notcdthat any state can bechosen as darting Sate. The first few code
words Will be different, depending on the amount of memory in the sysem and of courss the
starting Sate.

In thefollowing example a defreg rate 12 (d, k,C) —(0.2. 1) code, is converted from a
minimal Mealy machine toa Moore mnchine. This specific code was dso transmitted over a

mobile communication channd.

0/11

0/00

1/10
10/t

0/11

0/00

FIGURE 5.4
STATE TRANsmON DIAGRAM OF THE (d, k, C) =(0. 2.1)

Following figure 5.4. we have: sourcealphabet X = (0. 1. code-dphabet Z = {00. 01. 10. 11,
stale st S={o, . o (JAI. source-wont number K —2. eoxde-word number J —4, dae

number | =4 and codeword length N =2.

The Medy machineis described by the following matrices:

0100 0010 1 01
_|ro00| . _]oo01| . _|oo]|_
E=looor| E,= 1000 ={11| |10

0010 ], 0100, 00/, 10
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The Moore equivalence FSM thus hove KI —8 states and, following (5.5) and (5.6), the
corresponding matrix representations is given by:

01000000 00000100
10000000 00001000
00010000 00000001
.01 |00100000( oo, | 00000010
: = L' | = 00 100 000 | & =[] = 00000010
l 00010000 |, ? 00000001
10000000 00001000
01000000 00000100

11

00

11

00

s :“:'] 01

21701

10

10

The new Moore machine is presented in figure55. By ingpection it isevident that the Moore
machine cannot be minimized.

FIGURR 55
STATE TRANSMON DIAGRAM OF MOORE MACJINE
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5.2) MarpING Fixep-LENGTH CODING RULES ON FSM's

This algorithm is based on an engineering approach to sequential design [4]. Figure 5.6 shows
the basic block diagram on which this algorithm is based. The algorithm is called the BW
algorithm since we are working backwards; from the circuit diagram to the state diagram.

When figure 5.6 is considered, Dl, ey Dm is the source bits, Gl, Gn the memory elements
and O, ..., Op the output bits (m, n, p = 1, 2, ..., ). The blocks labelled Next State Decoder

and Output Decoder enables respectively correct state transitions and correct system outputs.

By using memory elements with feedback together with the present inputs, a decision can thus
be made about the present output. There are five basic steps required in this algorithm:

. First, there must be decided what to remember in the memory elements;

. Set up a block diagram with the desired inputs, i.e. present data bits and inputs
from the memory elements;

. A truth table with the present inputs and feedback values as inputs to the system
and the desired outputs;

. Next a present state - next state table must be derived from the truth table;

. Finally, if necessary, the minimization rules, as outlined in chapter 3, must be

applied for a minimum state diagram.

To show that this algorithm is not only valid for the more credulous binary codes, the
following example addresses a multi-level code.

EXAMPLE 5.2
The mapping rule for a RLL, multilevel code is described as follows [28]:

Every group of two data bits must be mapped onto one five-level symbol, using 22 = 4
unique symbols. Since the sequence must be run-length limited, the remaining
five-level symbol must be reserved when the same group of data bits are repeated.
When a group is repeated, the symbol O is transmitted. 1f the group is repeated again,
the original symbol allocated to the data is transmitted, etc.
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w1 IR DR Ty

NEXT STATE DECODER

G| -+-++--+ |G,

auTPUT DECODER

0, 0,

FIGURE 56
BASIC BI.OCK DIAGRAM 01' BW AI.GORInIM

Tiic code mapping with an example of a data Sream and corresponding five-level sequence is
presented.

CODE MAPPING: 0 = -2 => a
01 = -1 => b
10 = + => C
11 =  +2 => d
When the two input bits are repeated: = 0 = e
DATA: 01 00 10 o0 0 0 01 01
CODE SEQUENCE: b a e a e b e b

Using the previoudy outlined steps:

What must be stored in thememory elcmenL'i?
The previouscode-word, because of the repetition rule inthe code description,

Draw a block diagram:
The hlock diagram, figure 5.7, shows the present data bits (01' Dz) and previous code
wont (O .V being time dependent) as input to the system, with i five-level code word

(QJ) as output.
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D, Dz Ote
| |

NEXT STATE DECODER

G,

10,

FIGURE 5.7
BLOCK DIAGRAM FOR EXAMPLE 5.2

SCl/ing up thetruth table:
The truth table iscomposed of the previoudy mentioned inputs and nn output, thc code
wont. Condder table 5.3, the entries can be explained asfollows
For thcfirg entry:  the present data bits(DI' D2) ac 00, the previous code word
(0 ) wasa, thus the present output must be e (following thecoding rules);
second entry:  the present databits are 00, the previous code word was b, thus
the present output must be &;
third entry: the present data bits are 00, the previous code word was c, thus the

present output must be a, etc.

It isclear that a e asoutput will only be present when the previous code word would have
beenthe same as the present code word.

Derive a present state- next state diagramfrom the truth table:

Condder table 54, the present states arc taken from the column designated by CI ax
the next statesand outputs nrc taken asthe C v column. By re-assigning the emeries
inC, and C/ v sothat a becomes date A, b becomes date B ete, we have everything
thet is necessary for astatediagram: inputs, present states, next sates and outputs.

Ifnecessary, minimizethe state diagram
For this example thnt was not even necessary. Table 55 shows the state trangtion
table and figure 5.8 shows the state trangtion diagram.
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CHAMTER MVE
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TABLE 5.3

NN TABLE FOR EXAMPLE 52

11"

oocoulWo

10

0000

01

UMMM

00

WL

11

TTTOT

10

COVOO

01

oLooo

00

LOCcm®cc

<COOowx

TABLE 54

STATE TRANsSmMON TABLRE
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<
n

Input Output

01
10
1

S OoTo

01
10
1

o0 M>S

0L
10
1

cooTw

10
1

DO TS

01
10
1

S
mmmm | oooo | cooo | voww | >>>> | @
gos» | mas> | ome» |oom>» | vosm

OCOTW

TAIILES.5

PRESENT STATE - NEXT STATE TABLE

FIGURE 5.8
STArn TRANSmON DIAGRAM
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A tegt gring from thedate diagram verifies theagorithms vdidity. Saning in state A:

DATA: 01 00 10 00 00 01 01 01
CODE SEQURENCE:; b a c a C b e b



CHAPTERG®G

NEW RESULTSON (0k)
MODULATION CODES

Withthe necessary background on RLL codesdeveloped in chapter 4, we have now acquired
an infonnation-theoretical knowledge on the key aspects of these sequences, enabling usto
venture deeper into this interesting field. As mentioned in chepter 4, the larger the d
parameter, the lower thecode rate R (table 4.1) and the larger the bandwidth when a condant
data rate isto be achieved over a given channd. When mobile radio channels are considered,
the avallable bandwidth must be used as efficiently as possible, see cheapter 2. Hence, togan
clock extraction via modulaion codes on mohbile radio channds, a smdl or ultimately no d
parameter must be compelled on the code dream, Thus, this chapter will look at a specid
classofd andk parameters; the event where d =0.

An interesting property of thisclass of (/, &) codes are that thechannd capacities (e) of these
codes asymptotica approach | for K ~ oo.  Further, they can be consnucted with practical
codingrates of R = rviln; for a relatively large n, clock extraction can be gained with a
margind loss in bandwidth. Itis thus evident that this class of codes had to be investigated for
use on mobile radio chands. At present the wel known Manchester, or rate R =]12,
(tl, k, ©) =(0O, I, 1) code isused on mobile radio channels, thus further strengthening theidea

of investigating thisclass of codes.
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At the moment only two (0. 4) codes are widely used, the Group-Coded Recording (GCR), rate
R =4/5, (0, 2) code (3) and the rate R —8/9. (0, 3) code [29]. Doth these codes are used in &
largevariety of magnetic tape products. In the OCR code, 4 user hits are uniquely represented
by 5 channd bits, while 8 user bits are mgpped on 9 channd hits for the (O, 3) code
According to table 4.1, the capacity of a sequence with no runs of more than two "zeros* Is
C(O. 2 = 0.879, while the channd capacity of a sequence with no runs of more than three
"zeros' isC(O. 3) ¥ 0.946. Jence, the efficiencies of the aforementioned two codes are

respectively n —91% and n =04%.

As mentioned earlier, for a larger codeword length. n, an inclination to a smaller bandwidth
can be achieved. With this in mind, a rate R =11/12, (d, ¥) = (0.3) code was developed.
using anewly developed time saving algorithm, the TS dgorithm, TheTS algorithm candso
be used in future when other (O, k) codes need to be deveoped. The efficiency of the

aforementioned code isn =1/;,/C(0, 3) = 0.968, but more important. the bandwidth isamost

the same asthat of theuncoded data, Since the codeword length issolarge, 211 bits. it was
decided to present thecode table for the encoder on a floppy dik, inthe cover of thisthess
withfilename 0 3.TXT. The code table for the decoder can befound on the same disk, with
filename DECO_3.TXT.

As Immink [3] points out. the dk constraints define a number of channd states; the dates of a
Markov modd for agiven dk constraint. Thecrucid problem for thecregtion of fixed-length
(d. k) codes of minimum length. of which (0. k) codes is a subset. istofind a subset of dates.
referred to asprincipal dates, of which thereexist a sufficient number of sequences of length
n terminating at other principle states. The exisence of aset of principa states can dso be
used to verify the exigence of a code with a specified rote and codeword length.  Franaszek
[19] developed a recursive search technique for determining the existence of a set of principd
statesthrough operations onthe connection matrix.

The advantage of the TS adgorithm over the method developed by Franaszek is that a code
book can be obtained while searching for thecode existence. with a negligible 1oss in speed.
A timesaving with the TS dgorithm for large n is also anticipated, since the Franaszek
dgorithm involvesplenty of multiplications (raising matricesto powers).

Since the developed TS dgorithm was so poweful and easy to implement on a digitd
computer, it was decided to do a complete search for the .dass of (0, k) codes in the range

1sks20and2<sns 2.
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When something new is developed, it is wise and imperative, toconfinn its validity. It was
thus decided to first check the algorithm by duplicating the known results for the GCR and
rate 8/9, (ti.k) —(0.3) code. For the OCR codg from the 32 possble unconstrained
combingtions of 5 hits, 15 were eliminated, leaving 17 vaid codewords, From the 512
possble uncondrained combinations of 9 hits, 219 can be diminaed leaving 293 vdid
codewords in the (0, 3) code. This Information, which can aso beobtained from Immink [3],
serves & confirmation of the TS algorithm. since the exact same number of valid codewords
wasobtaned using theTS dgorithm (see tables 6.3 and 6.4).

6.1) Tim TS ALGORITIIM

Pillis section will be devoted to a description of the TS dgorithm. Consider the following
representetion of a candidate codeword. condging of n bits numbered from the least
sgnificant bit (LSB). 0, tothe most significant bit (MSB), n-I:

0
Potentid codewords 0] 1 s o ., (0]

With the above representation in mind, the dgorithm can be described step by step inthe
following way:
Whensearching for valid codewords, the first 22 nit binary words (in normd
counting or hexicographical order) arc ignored, snce we do not include
codewords ending with more than one zero. In other words, if bit n-1 iszeo
(the MSm. bit n-2 is not dlowed to be zeo: this was done snce
experimentation showed that the larges number of vaid codewords can be
obtained in theleast time with this restriction;
Next. bits O tok-/ of the remaining candidate codewords are searched for a
violation of ¥ consecutive zeros. Smultaneoudy with zeros that violate the &
condraint from bitn-2 to bit ;
. Finaly, the number of valid codewords obtained in the previous search mug be

at least 1'./ for the (0. &) code tobevalid. sincewearcdeding with acoderae
of R=rHl«

The example to follow will give the reader a feding how this adgorithm can be implemented.
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TABLE 6.1
CANDIDATE CODEWORDS FOR EXAMPLE 6.1

EXAMPLE 6.1
In this example we shdl condruct a rate R —2/3, (d, k) —(0,2) code Admittedly this
example docs not utilize the full power of theTS agorithm, but will serve a tutorial purpose.

Using the previoudy outlined steps:

Ihefirst 22 potential codewor dsmustbediscarded:

With n =3, thefirg 232 =2 words areignored, since bits2and 1are both zeros.

Bits O to k-1 = 1 must be searchedfor a violation of & zeros; simultaneously with a
searchfor a violation of & zerosfrom bitn-2 to bit k:

Only word 4, intable 6.1, violate k zeros at bit positions Oand 1, with no violation ofk
zeros between bits n-t =2 and k-1 = 1.

For a rate R —=n-tn; (d, ¥) = (0, 2) code tobe valid, there must be at least 2=y
valid code words;
Since words O, 1 and 4 are invalid, the remaining words 2, 3,5, 6 and 7 are vdid,

hence, there arc5 vdid and 3 unvalid codewords, and snce 23-1 —4 <5, arae?3
(@, k) = (0,2) code can be constructed with 5 potentid codowords.  One of the

codewords may bediscarded, leaving 4 unique codewonJs to be mapped on by the?™!
=22 =4 databits.
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rille search with the TS dgorithm was performed on an 10M AT compatible with a 16 Mliz
clock. Figures 6.1 to 62 compare the time inseconds versus n for the 1'8 algorithm and an

exhaudtive search for vaid codewords (i,e. exhaudtively checking binary words O to 21 (or
violation of the k constraint), with k =4, 5and 14$n g 20. Figures 6.3 and 6.4 show 3D
graphs for & versusn and the time in seconds for, respectively, the exhaustive search and the
TS dgorithm.

The graphs show a congtant improvement inspeed for a fixed vaue of k. The TS dgorithm
achieves more than twice the speed of the exhaudtive search. The gain of the TS agorithm is
directly proportiond ton; thelargern, the better the improvement on anexhaustive search.

From the 2" possible unconstrained combinations of N bits, the vaid codewords in the firgt
2,1 uncongtrained words, designated by No, were recorded, together with the valid codewords

in the second 2! uncongtrained words, designated by N). Figures 6.5 to 6.8 show thesevdid
words (and the sum NotN)} for different vdues of n, The reason why No and N, were

recorded, is to confinn the anticipation of more valid codewords in the second 7"l
unconstrained words, NJ Figure 6.9 shows a comprehensive 3D graph with No+N,, 1$£ <20
and2<n < 20.

Table 6.2 to 6.21 show the efficiencies and number of valid codewords for 1 < & < 20 ad
25n<20. When, foraspecific k and n vaue, acode does not exis, no entries are ligted in
the efficiency (n) column of tables 6.2 to 6.21. There are twopossble reasons for this; firgly,

the search yielded fewer then 1'.) valid codewords, and secondly, since these are block codes,
the & condraint could not beaccomplished. This happens when & >n.
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CHAPIVR SIX
n ] No HI No+NI
2 0.720 1 1 2
3 0.961 1 2 3
4 . 2 3 5
5 3 5 8
6 5 8 13
7 8 13 21
8 13 21 34
9 21 34 55
10 34 55 89
11 55 89 144
12 89 144 233
13 144 233 377
14 233 3n 610
15 377 610 987
16 610 987 1597
17 987 1597 2584
18 1597 2584 4181
19 2584 4181 6765
20 4181 6765 10946

TABLE 6.2
¥ 3, C(O, 1) = 0.604242

n n No HI No+NI
2 0.569 1 2 3

3 0.758 2 3 5

4 0.853 3 6 9

5 0910 6 1 17

6 . 11 20 31

7 20 37 57
8 37 68 105
9 68 125 193
10 125 230 355
11 230 423 653
12 423 n8 1201
13 778 1431 2209
14 1431 2632 4063
15 2632 4841 7473
16 4841 8904 13745
17 8904 163n 25281
18 163n 30122 46499
19 )0122 5540) 85525
20 55403 101902 157305

TADLIE 6.3
 =2,C(0, 2) =0879146



NEw ResuLts ON (O, k) MODULATION CODES 90

CHAVIYR SIX
n n No NI No+NI
2 - 1 2 3
3 0.704 2 4 6
4 0.792 4 7 11
5 0.844 7 14 21
6 0.880 14 27 41
7 0.905 27 52 79
8 0.924 52 100 152
9 0.938 100 193 293
10 | 0950 193 372 565
11 0.960 372 717 1089
12 | 0.968 717 1382 2099
13 - 1382 2664 4046
14 - 2664 5135 779
15 . 5135 9898 15033
16 . 9898 19079 28977
17 - 19079 36776 55855
18 - 36776 70888 107664
19 - 70888 136641 207529
20 - 136641 263384 400025
TABLE 6.4
k =3,C(O, 3) = 0.M6777
n n No NI No+NI
2 - 1 2 3
3 2 4 6
4 0.769 4 8 12
5 0.820 8 15 23
6 0.84 15 30 45
7 0.878 30 59 89
8 0.897 59 116 175
9 0911 116 228 344
10 | 0922 228 448 676
11 | 0932 448 881 1329
12 | 0939 881 1732 2613
13 | 0.946 1732 3405 5137
14 | 0952 3405 6694 10099
15 | 0957 6694 13160 1984
16 | 0%1 13160 25872 39032
17 | 0965 25872 508(13 76735
18 | 0.968 50863 99994 150857
19 | 0971 09994 196583 2965n
20 | 0974 196583 386472 583055

TABLL 6.5
k =4,C(0. 4) = 0975225
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CHAPIVR SIX
n 1" No NI No+Nj
2 1 2 3
3 2 4 6
4 . 4 8 12
5 0.809 8 16 24
6 0.843 16 3l 47
7 0.867 31 62 93
8 0.885 62 123 185
9 0.899 123 244 367
10 | 0910 244 484 728
11 0.920 484 960 1444
12 | 0927 960 1904 2864
13 | 094 1904 In 5681
14 | 0939 3777 7492 11269
15 | 094 7492 14861 22353
16 | 0948 14861 29478 44339
17 | 0952 29478 58472 87950
18 | 0955 58472 115984 174456
19 | 0958 115984 230064 346048
20 | 0961 230064 456351 686415

TABLE 6.6
k =5, C(O,5) = 0.988109

n " No NI No+NI
- 1 2 3
- 2 4 6
. 4 8 12
. 8 16 24
0.838 16 32 48
0.862 32 63 95
0.880 63 126 189
0.8%4 126 251 377
0.905 251 500 751
0914 500 9% 1496
0.922 996 1984 2980

1984 3952 5936

0933 3952 1872 11824
0938 7872 15681 23553
0942 15681 31236 46917
0.946 31236 62221 93457
0.949 62221 123942 186163
0952 123942 | 246888 370830
0.955 246888 | 191792 | 738680

N e
SRR RRRvo~Nou~wN
o
R
(0e]

TABILE 6.7
k =6, C(0O,6) —0.994192
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n n No NI No+NI
2 1 2

3 2 4

4 4 8

5 8 16

6 . 16 2

7 0.859 32 64

8 | 0877 64 127

9 | 0891 127 24

10 | 0902 254 07

11 | 0911 507 1012
13 | 0925 2020 4032

15 | 0936 8048 16064
16 | 0940 16064 32064
17 | 0943 32064 64001
18 | 094/ 64001 127748 191749
19 | 0930 127748 | 254989 382737
20 | 0952 254989 | 508966 763955

TABLEG6.8

k=7,C(O, 7) =09971#4

n n No N| No+N;
2 1 2 3

3 2 4 6

4 4 8 12

5 - 8 16 24

6 . 16 32 48

7 - 32 o4 9%

8 0.876 64 128 192

9 0.890 128 255 333
10 | 0901 255 510 765
11 0.910 510 1019 1529
12 | 0917 1019 2036 3055
13 | 0924 2036 4068 6104
14 | 0929 4068 8128 12196
15 | 0934 8128 [6240 24368
16 | 0918 16240 32448 48688
17 | 0942 32448 64832 97280
18 | 0945 64832 129536 194368
19 | 0948 129536 258817 388353
20 | 091 258817 517124 775941

TABLE 6.9

k =8, C(O, 8) = 0.998578
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CHAPTIR SIX
n n No Nt No+Nt
2 . 1 2 3
3 . 2 4 6
4 . 4 8 12
5 . 8 16 24
6 . 16 32 48
7 . 32 64 9%

8 . 64 128 192
9 0.889 128 256 334
10 | 0900 256 511 767
11 | 0909 511 1022 1533
12 | 0917 1022 2043 3065
13 | 0923 2043 4084 6127
14 | 0929 4084 8164 12248
15 | 0933 8164 16320 24484
16 | 0938 16320 32624 48944
17 | 041 32624 65216 97840
18 | 0945 65216 130368 195584
19 | 0948 130368 260608 390976
20 | 0950 260608 520960 781568

TABLE 6.10

k =9,C(0, 9) = 0.999292

n 1 No Nt No+ Nt
2 1 2 3

3 2 4 6

4 4 8 .12

5 8 16 24

6 16 KY 48

7 32 64 9%

8 64 128 192

9 . 128 256 384
10 | 0.900 256 512 768
11 | 0909 512 1023 1535
12 | 0916 1023 2046 3069
13 | 0923 2046 4091 6137
14 | 0928 4091 8180 12271
15 | 0933 8180 16356 24536
16 | 0937 16356 32704 49060
17 | 0941 32704 65392 98096
18 | 094 65392 130752 196144
19 | 0947 130752 261440 392192
20 | 0950 261440 522752 784192

TADLE 6.11
k =10, C(O, 10) =0.999647
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CHAPTIR SIX
n n No N, No+N,
2 1 2 3
3 2 4 6
4 4 8 12
5 8 16 24
6 16 K74 48
7 32 64 96
8 64 128 192
9 128 256 384
10 . 256 512 768
11 | 0909 512 1024 1536
12 | 0916 1024 2047 3071
13 | 0923 2047 404 6141
14 | 0928 4094 8187 12281
IS | 0933 8187 16372 24559
16 | 0937 16372 32740 49112
17 | 0941 32740 65472 08212
18 | 0944 65472 130928 196400
19 | 0947 130928 | 261824 392752
20 | 0950 261824 | 523584 785408
TABLE 6.12
k=11, C(O, 11) =0.999824
n n No NI No+N1
2 - 1 2 3
3 2 4 6
4 - 4 8 12
5 8 16 24
6 16 R 48
7 32 64 96
8 64 128 192
9 128 256 3834
10 256 512 768
11 - 512 1024 1536
12 | 0916 1024 2048 3072
13 | 0923 2048 4095 6143
14 | 0928 4095 8190 12285
15 | 0933 8190 16379 24569
16 | 0937 16379 32756 49135
17 0941 32756 65508 9826+
18 | 0944 65508 131008 196516
19 | 0947 131008 262000 393008
20 | 0950 262000 | 523968 785968
TABLE 6.13

k =12, C(O, 12) =0.999%912
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n n No HI No+NI

2 1 2 3

3 2 4 6

4 4 8 12

5 8 16 24

6 16 32 48

7 32 64 %

8 . 64 128 192

9 . 128 256 334
10 . 256 512 768

11 . 512 1024 1536
12 . 1024 2048 3072
13 | 0923 2048 40% 6144
14 | 0928 4096 8191 12287
15 | 0933 8191 16382 24573
16 | 0937 16382 32763 49145
17 | 0941 32763 65524 98287
18 | 0944 65524 131044 196568
19 | 0947 131044 | 262080 393124
20 | 0950 262080 | 524144 786224

TASBLEG.14

k =13, C(O, 13) =0.999956

n n No HI No+N;

2 1 2 3

3 2 4 6

4 4 8 12

5 8 16 24

6 16 32 48

7 32 64 %

8 64 128 192

9 : 128 256 384
10 . 256 512 768
11 : 512 1024 1536
12 : 1024 2048 3072
13 : 2048 40% 6144
14 | 0928 4096 8192 12288
15 | 0933 8192 16383 24575
16 | 0937 16383 32766 49149
17 | 0941 32766 65531 98297
18 | 0944 65531 131060 196591
19 | 0947 131060 | 262116 393176
20 | 0950 262116 | 524224 786340

TABLE 6.15
k=14, C(O, 14) =0.999978
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n n No NI No+N

2 - 1 2 3

3 2 4 6

4 4 8 12

5 8 16 24

6 16 32 48

7 32 64 9%

8 . 64 128 192

9 . 128 256 384
10 - 256 512 768
11 - 512 1024 1536
12 . 1024 2048 3072
13 - 2048 4096 6144
14 . 4096 8192 12288
15 | 0933 8192 16384 24576
16 | 0937 16384 32767 49151
17 | 0941 32767 65534 98301
18 | 0.944 65534 131067 196601
19 | 0947 131067 262132 393199
20 | 0950 262132 524260 786392

TABLE 6.16
k =15, C(O, 15) =0.999989

n n No NI No+N

2 1 2 3

3 - 2 4 6

4 - 4 8 12

5 - 8 16 24

6 - 16 2 48

7 - 32 64 96

8 - 64 128 192

9 - 128 256 384
10 . 256 512 768
11 . 512 1024 1536
12 . 1024 2048 3072
13 - 2048 409 6144
14 . 4096 8192 12288
15 . 8192 16384 24576
16 | 0937 16384 32768 49152
17 | 0941 32768 65535 98303
18 | 094 65535 131070 196605
19 | 0.947 131070 262139 393209
20 | 0950 262139 | 524276 786415

TAnt.E 6.17
k =16, C(O, 16) =0.999994
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CHAIMTR SIX
n n No NI No+NI
2 1 2 3
3 2 4 6
4 4 8 12
5 8 16 24
6 16 3?2 48
7 32 64 9%

8 . 64 128 192

9 . 128 256 334
10 . 256 512 768
11 . 512 1024 1536
12 . 1024 2048 3072
13 . 2048 409% 6144
14 . 4096 8192 12288
15 . 8192 16384 24576
16 . 16384 32768 49152
17 | 0941 32768 65536 98304
18 | 0944 65536 131071 196607
19 | 0947 131071 262142 393213
20 | 0950 262142 524283 786425

TANLEG6.18
k=17, C(O, 17) = 0999997

n n No NI No+N]|
2 1 2 3

3 2 4 6

4 4 8 12

5 8 16 24

6 16 32 48

7 32 64 9%

8 64 128 192

9 . 128 256 384
10 . 256 512 768
11 : 512 1024 1536
12 : 1024 2048 3072
13 : 2048 40% 6144
14 : 4096 8192 12288
15 . 8192 16384 24576
16 . 16384 32768 49152
17 : 32768 65536 98304
18 | 0944 65536 131072 196608
19 | 0947 131072 | 262143 393215
20 | 0950 262143 | 524286 | 786429

TABLE 6.19
k =18, C(O, 18) =0.999999
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CHAPIER SIX
n T No NI No+NI
2 . 1 2 3
3 - 2 4 6
4 - 4 8 12
5 8 16 24
6 16 32 48
7 32 64 9%
8 64 128 192
9 128 256 384
10 . 256 512 768
11 . 512 1024 1536
12 . 1024 2048 3072
13 . 2048 409% 6144
14 . 4096 8192 12288
15 - 8192 16384 24576
16 . 16384 32768 49152
17 . 32768 65536 98304
18 - 65536 131072 196608
19 | 0947 131072 262144 393216
20 | 0950 262144 524287 786431

TABLE 6.20
k =19, C(O, 19) —0.999999

n 1] No NI No+NJ
2 1 2 3
3 - 2 4 6
4 4 8 12
5 . 8 16 24
6 . 16 2 48
7 - 32 64 9%
8 . 64 128 192
9 - 128 256 384
10 - 256 512 768
11 - 512 1024 1536
12 . 1024 2048 3072
13 . 2048 409 6144
14 . 4096 8192 12288
15 . 8192 16384 24576
16 . 16384 32768 49152
17 . 32768 65536 98304
18 . 65536 131072 196608
19 . 131072 262144 393216
20 | 0950 262144 524283 786432

TABLI: 6.21

k =20, C(O, 20) =0.9999%)




CHAPTERY7/

EXPERIMENTAL SET UP

With the theoretical background and theoretical results concluded, theexperimental set up and
experimental results obtained can be discussed. One might venture the opinion tha the
experimental results rdified this study; the results were truly meaningful. This chapter will
give a sysem level (block diagram) discussion of the apparatus desgned and developed to
assist the experimental observations, while Appendix A comprehend thecircuit diagrams and a
confinnative discussionwhy certain components were used in thedesigns.

Three basic designs arepresented, the "flagship™ of which isan JZ2M PCbased, programmable
DSP finitestate machine generator, which condst of a Texas Ingruments TMS 32010 digitd
signal processor with apotentid of sixteen 16-hit programmable input-output (1/0) ports. The
PC at as an operating sysem for the DSP processor board hy transferring pre-compiled
program memory to satic RAM common to the TMS and PC. This method ensures a quick
and easy alternativeto burning a ROM for every smdl change in the program.

Tllesecond design congdts of another PC based system incorporating the 8255 programmable
pcripheral interface (PPJ) and 8254 programmable event counter (PEC), both from Intel. This
design assists  the nS>  processor boad in  some  essential timing
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functions and serve as baseband decoder for bandpass channel experiments conducted. The
concourse of the previoudy mentioned designswill be made evident at a later stage in this
chapter.

Since this project concerned mobile experiments. it was impracticd to implement the
aforementioned PC apparatus in a vehicle to cary out the desired measurements.  Tlle best
solution to this problem was to construct a dedicated piece of agpparatus which could be
interfaced with exising mobile equipment. The apparatus conssed of a programmable
finitestate machine generator, an encoder, which could be programmed to test various
modulaion codes over a mobile VHF channd. This encoder was desgned with exiging
modems in mind, which was aready adopted for usc in a mobile environment (a suitable
power supply and connectors were available for existing mobile radio transmitters), and had
sockets available for plug in modules, like theencoder. A "plug in" decoder module wasdso
designed for usc with the stationary receiving end modem.

7.1) DESIGN DESCRIPTIONS

As previoudy mentioned three designs arc presented.  Figure 7.1 presents a block diagram of
the IBM PC based, programmable DSP finite-state machine generator. Between the PC, TMS
and the static memory on thc card there are tri-dae buffers. These areneeded to prevent ay
clasheson the bus of ether processor; when the PC is trandferring program memory to the
static RAM, the TMS buffer isin tri-state mode; when the TMSisreading program memory.
the PC buffer is tri-gtated, The concept of tri-gate will be discussed in Appendix A.

This unit was used as encoder for measuring spectra of various modulation codes; the spectra
were necessty to decide which modulation codes were to be consdered for usc over mobile
communication channels. Chapter 8 deal s with the results obtained inthis investigation.

Since modulation codes have rates R —min < I, the data clock had tobe divided by nand
multiplied by m for correct coding. A programmable divide by n and multiply by m generator
had to be developed. This was realized with an Intel 8254 PEC and a 4046 CMOS
phase-locked loop (PLI.).

111e bandpass experiments required an encoder, the DSP FSM, and a decoder to pcrfonn these
experiments. The 8255 PPl enabled the PC to act assuch a decoder.
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Since pectra were measured at 1200 baud, it was decided to verify the usc of the super-fast
TMS320CIO. Inothcrwords, to check if theTMS 320CIO wasnot anoverkill for measuring
spectra at such low data rates, 111C spectrum of arate 1/2, (tl, ) —0,3) code was messured
withthe TMSand PC, respectively depicted infigure 7.2 (a) and (b).

TR-STATE CONTROL TRI=-STATE CONTROL
TRI=STATE TRI~STATE
DUFFERS BUFFIRS
IBM Pcrcws AND AND I3 B oy st
OECODING OECOOHQ

Loac

CONTRAL LI FROM
PC TO START T3

[FIGURR 7.1

BLOCK DIAGRAM OF TMS 320C10 DSPcaARD

Admittedly, the DSP FSM spectrum looks better; the symbols generated with the DSP FSM
arc dmog jitter free when leaving the encoder (thc smoother spectra), while the slower PC
vaiaion induced pulscwidth variations on thechannd bits, not adesired property!
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111¢ block diagram of the PPI-PEC unit is illustrated in figure 7.3.

wp «w2sa| %™ |igy PC -
0 T
siss | SSOCD DATA
PP
DATA &
ADORESS BUS
ps LNTO
FTIRS / ) (X Aw)
AND N

DECOOING
LOQC \_ONT 1 4048
@xm) | pu,
e JBNPUT AKX ]

NPUT QK x -

[FIGURE 7.3
nl.OCK DIAGRAM FOR TIMER CARD

Since the well-known Intd 8751 microcontrollcr isso versatile, the mobile coders badcaly
consist of this component, a divide-by-a, multiply by m circuit and a RS232- TTL - RS 232
converter. Tlle mobileencoder and decoder arc the same circuit, but programmed differently.
lienee, figure 7.4 showsone block diagram for both these units.

Tlle equipment developed in this study can be used for at leest a few generations of
post-graduale studies. For ingance, mobile communications, at present in the RSA. operate at
1200 to 4800 baud, which iswel within reach of the DSP card to doredistic frequency
domain investigations. In addition, the mobile coders are fully programmable and can be used
in future toimplement mobile experiments; if error correcting codes areinvestigated. this error
correcting codes can be progranmmed in the mobile-coders, and red-time tests cnn be

conducted.
7.2) EXPRRIMENTAL SET lit)

"This section will he devoted toablock diagrammatic description of the experimenta set up for
thc bandpass experimentsand the mohile experiments.
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—_—t 8751 |OuTPuT

xm/n

MOoOEM aX

FIGURE 74
BLOCK DIAGRAMS FOR MOBIL.E cO0ess

The bandpass experiments were conducted as shown in figure7.5. An |iP 49258 BER meter

[30] was used to generdte a 29_1 = 511 PN-scquence. 'ntis PN-scguence was coded with a
pre-programmed modulation codein the DSPFSM generator and tranamitted through lowpass,
highpass and bandpass filters with various cut off frequencies and dopes. The [iP 49258
compares the decoded data, received from the I'C, with the tranamitted data until a DER of

10-! isachieved. Thesame PC can be used for both the encoder and decoder, since the DSP
FSM runs, after being started, independent from the PC. Tlle results obtained with these
experiments arc presented inchapter 8.

3201 B PC
fLTIR
DXOOER | DATA DOOOER
aTa
|
, ‘ml RECOVED
DATA
FIGURE 7.5

BILOCK DIAGRAM FOR BANDPASS EXPERIMENTS

Mohile experiments were conducted with an experimental sct up as shown in figure 7.6.
Agan the |1P 49258 nER mcter was used asdata source for the mohile encoder. which was
inddled in a vehicle. Since only an analog radio was available, indirect modulation of the
carrierhad to be accomplished; the modern converts the digital coded signa to a sinusoidal
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andog sgnd. '1lle modem could be programmed to either elght-phase-shift-keying or
four-phase-shift-keying: the output was then frequency trandated to the VIIF region and
tranamitted to the base dation, situated at the RAU.

The process was reversad for the received sgnd. 11le received VIIF data was converted back
‘to a phase-shift-keyed bassband signal and decoded by the decoder, where error-recording
equipment [7J recorded thegap recording of the recalved data.  111c gap recording and related
Issues, together with the results obtained with this experiments, will be discussed in chapter9.

wr PSX
oo | iy ENCOOER e cog
ERROR ]
P , wir
RECORDING g —— CODER
EQUPMENT oe MOOEM I RADIO
FIGURR 7.6

BLOCK DIAGRAM FOR MOBILE EXPERIMENTS
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CHAPTERS

FREQUENCY DOMAININVESTIGATION
OFMODULATION CODES

The communication sysems engineer is often concerned with the sgnd location in the
frequency domain and the sgnd bandwidth rather than the time trandent analysis: this is, for
example, useful when the energy of a signal at aspecific frequency isneeded. This chapter
will launch a frequency domain investigation of modulation codes.

8.1) EXPERIMENTAL SPECTRAL ANALYSIS

A spectrum analyzer presents a window to the frequency domain, and, since this study
concentrate on experimenta rather than theoretical results, this apparatus was used to gan
information applicable tothefrcquency domain.

SpCCnllll analyzers come in two basic varieies swept-tuned and real-time.  '1tC swept
gpectrum analyzer looks at only one frequency ata lime and generates a complete spectrum by
Sswvesping intime. 'ntis can he nreal disndvnntage, since trandent events cannot he measured.
In addition, when scanning with narrow bandwidth, the sweep ratemust be kept slow.  Finally,
only asmdl portion of the input signal is being used at anyone time,
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These disadvantages of swept spectrum analyzers are remedied in the real-time spectrum
analyzers, which was used inthis study. '11%is spectrum analyzer is based on digital Fourier
andyds, in particular the famous Cooley-Tukey fag Fourier transfonn (FFT)., Using a fast
andog-to-digital converter. the analog input sgnd is converted to digitdl numbers where a
specid purpose computer implements the FIFT, generaing a digitad frequency spectrum. Since
this method |ooks at all frequencies simultaneoudly. it has excdlent sengtivity and speed.

"I'he spectrum obtained isthus the Fourier spectrum of the signa and not the power spectrd
dendty (PSD). When consulting literature on modulation codes. spectra usually refers to the
PSI) and not the Fourier spectra of a given code. llence, to havecomparable results. the PSD
must he derived from the measured Fourier spectrum by cdculatiing the square of each
measured point.  Luckily a shortcut exists. By plotting the messured Fourier spectra on a
logarithmic scale. the spectra will have the same shape as the PSD. with an offset. If desred.
the average power can dso becalculated directly from the logarithmic Fourier spectra.

[Yigures 8.1 and 8.2 depict the baseband spectraof the well-known rate R—1/2. (d. &) —0.3)
Miller coxle on a linear and logarithmic scde  11lis spectra were compared to previoudy
published spectra [3] and sarves as an afinnation of the techniques and methods used to
measure spectra of modulaion codes.
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8.2) SPECTRA OF MODUI.ATION CODES

Table 81 summarizes the fourteen modulation codes investigated for usc on mobile

communication channels. TIIC selected PN-scquence was a random sequence of 2%l =91
bits, obtained from a liP 492511 bit error rate meter [30]; this pecific PN-scquence wasdso
used throughout as an information bit source for the codes generated. Further, the rate R —
8/9, (, k) —(0, 3) codeinvestigated, was developed by Patel [29], while thc rate R = 11/12,
(d, ¥) =(0, 3) code was synthesized with the dgorithm described inchapter 6. Tlle DC-free
codes, rate R —1/2, (d,1; ) = (0,1, 1); R=12, (tI, &, ) —(1,4,3); R =1/2, {/, k, C) =
0,5,3) and R =12, (tl, k, C) = (0, 4, 1), ac respectively the more than well-known

Manchester [31], 11CF 132}, Milier® [3], and llcdeman (33) codes. As mentioned in chapter 4,
the rate R —1/3, (4, k) = (3, 7) code was synthesized using the dgorithms for sliding block
codes, while the rate R=1/2, (d, ) — (2, 7) is the well-known code uscd in 10M rigid disk
drives 13. Jacoby and Kost developed one of the severa rate R =2/3, td, &) = (I, 7) codes
[34]. This specific verson was preferred over the others, because of the simplified decoder.
111C remaining four codes were synthesized hy van Renshurg and [erreira [35).
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The encoders and decoders for the rate R = 13, (/, k) = (3, 7) and rae R = 11/12, , k) —
(0, 3) codes can be found, respectively, in chapter 4 and, as mentioned in chapter 6, on the
floppy disk at the back of this thesis, while the other encoders and decodders arc availablein
the enclosed references.

MOINULA'nON RATT
Cobg R
k) (03) 8/9

k) (03 11/12
WUr0 = (0.1 1/2
kO = (029 1/2
(k) 0.2) 1/2
Wk)=0.3 1/2
(k) * 0,7) 2/3
W x,C) 1 0.4.3) 1/2
W k0 = 0.5.3) 1/2
k) = (2.7) 1/2
Wk .. (37 1/3
(k) = (4.7) 1/4
W X) .. (48) 1/4
k) v (5.9) 1/4

TABLE 81

SUMMARY OF c0o0rs INVESTIGATED

Figures 8.7 to 8.34 show the baseband spectra of dl the codes summarized in table 8.1 and the
PN-scquence on a linear and logarithmic scae; the frequency axis is normalized relative tothe
data rate. These results were obtained at 1200 baud, with the DSP FSM generator discussed in
chapter 7. Programs written in TMS assembler, for the DSP I'SM generator, realizing the
encoders, and programs written in Turbo C, redizing the decoders, ore presented in Appendix
n.

8.3) MODULATION CODES TIIROUGII BANDLIMITED CHANNELS

Results were also obtained by means of bandpass experiments in the baseband, with an
experimenta set up as depicted in figure 7.5. Tlle codesof table 81 were transmitted through
highpass, lowpass and bandpass filters with different cut off frequencies and slopes.

Tlle highpass filters smulated 1 channel with a poor low frequency and good high
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frequency response, the lowpass filters smulated a channel with a good low frequency and
poor high frequency response and the bandpass filters smulated a channd with poor low and

high frequency responses.

First, second and fourth order filters were used. 1lle first order filter was a rin-of the-mill RC
filter, while the second and fourth order filters were switched capacitor filters, available from
Nationd Semiconductors among others. The component used was a LMF 1000 switched

capacitor filter.

A switched capacitor filter isan integrated crcuit which contains abunch of small capacitors
that arc switched on and off to sample an input Signd. By careful arranging the network of
properly switched capacitors. one can favor certan frequencies and rgect others. The hig
advantage of switched capecitor filters arc dectronic tunability and minimum cost.

The switched capecitor filter sections used, contained second order lowpass and highpass
filters in one integrated circuit. By cascading chips together. ahigher order filter can be
congructed; e.g. twochips cascaded result inafourth order filter.
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Figure 83a to 8.3.e show, respectively, the amplitude transfer function for the bandpass,
lowpass and highpass filters used. 111e respective cut off frequencies for the lowpass and
highpass filters in figures 83/> and 8.3.c are 500 liz and 1 Kllz,

highpass filters are 1 kllz, between 1 kllz and 2 Kkllz.
responses were investigated. with no apparent effect on the results.

11Im bandwidth of the
Filters with different phase shift

111011 PASS Low PASS nAND PASS
Is( 2nd 401 l.\i an 4U1 la 2nd 401
PN-SEQ | 0.19 0.14 0.10 0.62 065 0.70 072 0.76 0.80
031 0.23 019 015 0.71 074 0.78 0.80 0.84 0.88
(032 0.21 0.16 0.13 0.67 071 0.75 on 0.82 0.86
(011 0.70 0.64 0.58 1.32 136 141 131 136 1.42
021) 0.50 0.45 0.39 111 115 1.20 131 135 141
0,2) 0.81 076 071 2.06 210 2.15 213 | 217 2.22
0,3) 0.49 045 0.39 1.38 140 1,44 1.44 148 1.53
0,7) 0.31 0.26 0.20 1.06 110 1.15 113 117 1.23
04,3 0.46 042 0.38 1.46 151 1.55 150 154 1.59
0,5,3) 0.45 042 0.37 150 156 1.60 153 157 1.62
27 0.40 035 031 1.17 120 1.25 139 143 1.47
373 0.37 033 0.27 221 225 2.30 242 246 2.52
(“nt 0.46 041 0.38 2.91 29 3.10 3.24 328 3.36
(4,8)4 0.49 045 0.40 2.80 2.84 2.90 317 320 3.25
(594 0.48 044 0.39 291 206 3.00 32 326 3.30

1) Rale R = 8/ 3) Rawc R+ 13

2) Rate R= 1112 4) Rate R« I/

Rest: R= 1{2
TABLE 82

BANDPASS [IXPERIMENT RESULTS
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Since the HP 49258 IIER meter played such an important role in the experimental set up,
Appendix 1l contains the circuit diagram for the clock recovery and bit synchronization
circuitsused by the liP 49250hit error rate meter.

The modulation codes investigated had different code rates, sating as high as R —11/12,
going down to R =1/4. Tobe consistent the data rate for the investigated codes were
congtant; for a constant data rate and code rate of R —min the bandwidth will increase nim
times over the PN-sequcnce bandwidth.

The emeries in table 8.2 arc presented with ascending d parameter and frequencies normalized
relative to the data rates of the codes. These entries are unitless quantities, indicating the
code's performance through bandlimited channels with channel properties as outlined above.
A discussion to interprctthe entries in table 8.2 will follow.

Considerthe rate R =—1/2, (d, k) —0, 3) fourth order highpass, lowpass and bandpass entries in
table 8.2, respectively 0.39, 144 and 1.53. If the data rate for the mdulation code is 600
bits/s, the entry 0.39 can be intcrpreted as follows. a channel with a poor low frequency
response, suppressing frequencies from 0 |1z to a-3dB cutoff frequency of 600 X 0.39 —234

liz will achieve a IIER of IO+t for this modulation code; the entry 1.44 can be interpreted as
follows achannel withapoor high frequency response, suppressing frequencies from a -3 dB

cutoff frequency of 600 x 144 — 864 liz upwad will achieve a OER of 10-1 for this
modulation code and thecntry of 1.53 as: a channd with a poor high frequency and poor low

frequency response need a-3 dB bandwidth of 600 x 1.53 —918 lizto achieve a BER of 10-1
for thismodulation code,

Consider figure 8.4; the highpass filter results were obtained inthisway. A lowpass filtcr with
cutoff frequency nim (atthe first spectral null of thc modulation code under investigation) was
positioned at the high frequency side of the modulation coxle Spectra; Sarting at the origin (0

1170), thc highpass filter'scut off frequency wastuned higher until a HER of 10-1 was achieved,

A définite threshold was observed: the bit crror rae increased suddenly from zero to 10-%
Since the t parameter determine the amount of energy at the low frequency side of the code
spectra, this experiment quantified the influence of the & parameter when transmitting the code
sequencesthrough a bandpass channd with poor low frequency response.
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The lowpass filter experiments were conducted as seen in figure 85. Starting at the fird

spectral null Inlm), thecutoff frequency of thelow pass filter waslowered until a OER of 10./
was achieved. These results give a quantntive indication of the d parameter, since thed
parameter limitsthc high frequency components of the modulation code spectra.

-20
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4ot

Y. 3 L s [SPESD SN WO WY WIS W,

O o2 04 011 o8 | 12 14 1.8 1.8 ?
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[TGURR 85
RLTER SSI UP FOR LoWPASSIILTER EXPERIMENT

The bandpass results were obtained (figure 8.6) by alow passfiltcr at the first spectral null
and highpass filter at thc origin. By sequentidly lowering thc lowpass filter's cut off
frequency until thc threshold was observed, and raising the highpass filter's cut off frequency

until the threshold was observed, a point was reached wherc the BER was 10.% ntis
experiment gives an indication of the simultaneous influcnce of thed and k parameters through
a bandlimited channel, since the low and high frequcncy components nrc simultaneously
affected by the filters.
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In future. reference can he made to these quantitative comparative results when choosing a
code for a bandlimitcd channd,  Although this lig is by no means exhaustive, a proper
underganding of the influence of the d and k parameters through bandpass channels can be
gained. For instance: foralarge & parameter (more energy concentrated at low frequencies) a
feeble response through apoor low frequency channd will be achieved. On the other hand a
feeble response througha channd with a poor high frequency response will be achieved when
the d parameter is increased. The DC-free property. the C parameter, will naturally only have
an influence on the low frequency side of the spectrum, thus endbling a better response
through achannel with poor low frequency properties.

84) MODULATION CODES FOR MODILE COMMUNICATION CHANNELS

As a direct result of the bandpass experiments, five codes were sdected for usc on mobile
radio channgs. 111e codes chosen were: the rae R—1/2, (!, k, c) =(0, |, 1) code, sinceitis
already used on mobileradio channdls [5] and [471, the rate R=1/2. (d, k) = O, 3) code, since
it was recommended by the CerR [36], the rate R=2/J, (, k) =0, 7)code, to look at the
influence of the larger detection window (chapter 4) on a mobileradio channel, the rate R=
1/2, (d, k) = (2, 7) code, 10 consgder the influepce of alarger d parameter and, finally. therete
R =12 (,k c) —(0,2, J) code, since the bandpass experiments showed that this code,
dthough a rate R —1/2 code, cnn achieve a daa rate comparable to a PN-sequence for the
same bandwidth congraint. TIIC performance of these five modulation codes and the seleeted
PN-sequcnce on a mobile radio channel is presented in chapter 9.

One might venture to say that the rate R —11/12, (d, k) —(0, J) code would be preferred ona
mobile communication channd, since clock extraction nnd a rdaive small bandwidth
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expansgon can be gained from this code. However, the bandpass experiments showed that the
rate R =1/2, (d, k, C) =(0,2, t) code also needed a small bandwidth, with, of course, dock
extraction gained.  When consulting figures 8.15 and 8.16 it is evident why this code needs
such asmdl bandwidth; dmog all the energy isconcentrated in the firgt half (low frequency
side) of the spectrum, thus enabling us to achieve a higher data rae through a bandllimlted
channel. Therate R —11/12 code was thus reected: the encoder and decoder complexity were
also considerably reduced by using the rate R —1/2 code. Also, the decoder error propagation
for the R=1/2 code will benotably better.

8.5) MODULATION ScllIEME SPECTRA

Since indirect modulation was used to transmit the modulation codes over the mobile radio
channel, four modulation schemes were consdered; g-ury PSK, -t-ay PSK, differential PSK
(DPSK) and fast-frequency-shift-keying (IFI'SK). 11le 8-ary PSK at 1600 baud, 4-nry PSK at
1200 baud and DPSK at 1200 baud werc generated by a Rockwell DTY-500 programmable
modern [7). The FrSK modems employed the FX 419 and FX 429 chipsct from Consumer
Microcircuits Limited (8] and werc generated at 1200 baud; a binary oneisrepresented by one
cycle of a 1200 liz snusoidd and a binary zero isrepresented by oneand a half cycles of a
1800 liz sinusoidal.

Figures8.35 to 8.40 describe the FFSK  spectra of the five chosen modulation codes and the
selected PN-scquence on a logarithmic scale.  Figures 8.41 to 843 describe a PN-scquence
repectively as DPSK, 4-ary PK and 8-ary PSK on alogarithmic scae.

Tiic sectra of the five sdlected codes after PSK modulation looked very similar to the PSK
modulated PN-scquence; thePSK spectra do not have any sharp pegks inthe spectrum (figures
8.37 10 8.39), thus the modulation code spectrum isspread out over the whole PSK spectrum, a
2500 liz bandwidth for the g-ary PSK, which makes it very difficult to ohservea difference in
the various PSK spectra, A difference between the various modulation codes after FFSK can
be observed because of the sharper peaks (more concentrated energy at a specific frequency] in

the spectra.

FFSK is known for its symmetric spectra; the Snusoidal transitions from a binary one to a
binary zero (or vice versa) always change through the origin (mean vaue of sinusoidal). The
PSK gpectra, however, can make sinusoidal phese transitions fmm a binary one to a binary
zero (orvice versa) anywhere, thusresulting in anunsymctricspectra (figures 8.41 to 8.43).
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CHAPTER9

MODULATION CODESON DIGITAL
MOBILEVHFCHANNELS:
REAL TIME EXPERIMENTS

Aninforma definition of acommunication sysem would be a sygem for the transmission of
information from one point in space and timetoanother. With this definition in mind, itisnot
surprising that the communication engineer grives to transmit information as reliable and as
fast as possble from one point to the other. Various techniqueshave been devised to achieve
just this for digital communication systems; m-ary modulation coding ore used to promote a
higher infonnation throughput for the same bandwidth constmint, error correcting codes are
implemented for more reliable information trander, different modulation schemes furnish
different Sgnal-to-noise ratios (SNR).  111is sudy, for instance, consdered modulation codes
on mobile communication channels to yield selfdocking and thelig could go on indefinitely.

The abovementioned techniques, however, mug firs be tested and verified for reliability: for
example, there is not much sense using an error correcting codewhich cause most of thedota
errors itsdf, i.e, due to a catastrophic decoder] Hence, this chapter will describe the
experimental resultsobtained for modulation codes on mobile VHF communication channels.
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The experiments undertaken also resulted in n first-hand ecquantance with the mobile
communication channel and averification of the theory presented in chapter 2.

9.1) Monn,s VI-IF EXPERIMENTS

Recalling from chapter 8, five modulation codes were chosen for experimenta observationson
mobile communication channds. Data bits, which were transformed tocoded channels bits by
the mobile encoder (chapter 7), were generaied by a |IP 49258 DER meter, with a

PN-sequence of length 2 - 1 =511 bits. Since indirect modulation was used, two sine wave
modulation schemeswere tested with the modulation codes; 8-ary PSK and 4-ary PSK. These
modulation schemes were employed because high data ratescan be achieved within a fixed
bandwidth constraint. Two modems were used (transmit and receive) which were fully
programmable between these two sine wave modulation schemes; by connecting the modem to
thesarid port of a digitd computer, these modes can be selectedat will [7]. Thc modulntion
codes were tested under two realistic mobile communication conditions, a city environment
and amore open freeway environment to quantify the influenceof multipath propagation.

With figure 7.6 in mind; the liP 492Sn, modem, mobile encoder and VHF radio trangmitter
were inddled in a vehicle, while the error-recording equipment [7], recelving end modem,
mobile decoder, and VHF radio receiver were instdled at a dationary base station. A
summary of the mobile radio experiment parameters can be summarized asfollows:

MOBILE UNIT

. Vehide Ford Sierra

. Radio: Kenwood TR 7500

. Carrier frequency: 145.200 Mhz

. Transmitter power: 5w

. Modulgtion: FM

. Digitd modulaion: 4-ary or g-ary PSK, respectively at 1200 and 1600 baud.

. Antenna: 5/8 A; vertical polarization

. Set up: The PN-scquencc from the [iP4925D wascoded by the mobile encoder;
the modem transformed the binary coded data to a phase-shift-keyed andog
waveform, which was then transmitted by the VHF transmitter to the base
dation. This was repented for the five modulation codes and the uncoded
PN-sequence with 4-ary and a-ary PK in a city and highway environment.
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BASE STATION

. Rand Afrikaans University, Auckland Park, Johannesburg

. Radio: Kenwood 75711 E

. Antenna: Folded dipole

. Set up: The tranamit process was in effect reversed; the received VHF sgnd
was demodulated and the PSK sgnd was transformed back to a digital sgnd
by the modem. The decoder decoded the digitd sgnd received from the
modem, where the error-recanting equipment recorded the error sequence of the
received dgnd. The maximum distance the vehicle travelled from the base
gtation was gpproximately 25 kilometers.

Since clock extraction can be gained from dl five modulation codes, their error propageation
and other characteristics on a mobile channel had to be investigated in order to discriminate
between them. The best, and perhaps the only way to do this is to record the eror
digribution within the received bit sream; this was done by dedicated error-recording
equipment and accompanying software developed by Swarts [7].

With this equipment it was possble to messure the bit error rate (BER), signal-to-noise rdio
(SNR), error-free-run (EFR), cluster distribution, burst didribution, burst-interval  digtribution,
gap didribution and the P(u, v) distribution (the probability tha a block of v digits will
contain exactly u errors [31]). For the sake of completeness, figure 9.1 shows a typical error
seguence.

1 -ERROR O- NO ERROR
CLUSTER I GAP I GAP AP | cLustH
pe—N—— ) . ~N
..... J00111111p0000'1 0000100000110 100.....
——reed N eV
BUIST ' BURST-INTERVAL BUIST
MGURE 9.1

AN ERROR SEQUENCE WITN ERROR EVENTS
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111e events can bedescribed asfollows:
9.1.1) GAP DISTRIBUTION

A gnp. asseen in figure 9.1, is a region of error-free bits between two errors. with the gap
length the number of those error-free bits. The gap distribution is a plot of the cumuldive
reldive frequency of the gaplength versus thegap length.

9.1.2) BURST DISTRIBUTION

A burg isi region inwhich the ratio of the number of errors to the totd number of bitsintha
region exceeds the burs dengty AO [38]. If the successive incuson of the next error keeps
the densty above Ao' the burg is continued, but the burst ends if the inclusion of an error
reduces the density below AO. Further. a burg must start with an errorand end with an error;
the burg should not gart with an error which belongs to the previous burst. For the results

obtained, the threshold vdue for Ao was 10-%

The burg distributionisaplot of the cumulative relative frequency of the burst length versus
the length of the burg.

9.1.3) BURST-INTERVAL DISTRIBUTION
A burg-intervd is the region between two burds as shown in figure 9.1. The burst interva

digribution is the plot of the cumulative rdative frequency of the burst-intervals versus
burg-interva length. It gives some indication of the dependencebetween bursts.

9.1.4) CLUSTERDISTRIDUTION

A duder isa region of consecutive errors in an error sequence, Thecluster distribution isthe
plot of the cumulativefrequency of the clustersversus the clusterlength.

9.1.5) ERROR-FREE RUN DISTRIDUTION

Fritchman (39] and Tsa (38] defined the error-free run digtribution, P(Oc/U. as the probability,
given an error, & or more consecutive error-free bitswill follow. From the definition it follows

that:
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PO%/1) =1 - (9.1)

Tsai [38] also showed tﬁat the error-free run distribution can be calculated directly from the

gap distribution.
9.2) RESULTS ’

In this section the observations and results of modulation codes over VHF mobile channels
will be discussed. Figures 9.2 and 9.3 show, respectively, the modem signal constellation for
4-ary PSK and 8-ary PSK with no noise present, while figures 9.4 and 9.5 show the same
signal constellations when the mobile unit entered a multipath fading condition. The signal
points, and thus the phases are scattered all over the constellation, making it difficult and
ultimately impossible for the modem to correctly demodulate the phase information to the

original transmitted bit stream.

FIGURE 9.2
4-ARY PSK SIGNAL CONSTELLATION
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FIGURE 9.3
8-ARY PSK SIGNAL CONSTELLATION

FIGURE 9.4
4-ARY SIGNAL CONSTELLATION IN FADING CONDITION



CHAPTER NINE CONSTRAINED CODES ON MOBILE VHF CHANNELS 140

FIGURE 9.5
8-ARY SIGNAL CONSTELLATION IN FADING CONDITION

The multipath fades which the signal encountered can be pictured by the SNR of the received
signal. Figure 9.6 depicts the instantaneous SNR and average SNR against the time of day for
the experimental set up, employing a rate R = 1/2, (d, k, C) = (0, 2, 1) code; time of day
meaning that the point 16.668, on the horizontal axis of the graph, represent the time 16h40,
twenty to five pm, of the day the measurement was done. This received signal to noise ratio
of figure 9.6 was recorded when the mobile unit was moving in a freeway environment, with
an 8-ary PSK modulation scheme. The SNR fluctuated roughly between 23 dB and 12 dB,
with an average SNR of 21.7728 dB. (Figures 9.4 and 9.5 were thus photographed when the
mobile unit was in one of the low SNR areas of figure 9.6.)
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FIGURE 9.6
SNR OF (d, k, C) = (0, 2, 1) CODE ON HIGHWAY
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FFIGURR 9.5
8-ARY SIGNAL CONSTELLATION INFADINO CONOmMON

The multipath fades which the sgnd encountered can be pictured by the SNR of the received
signal. Fgure 9.6 depicts the insdantaneous SNR and average SNR against thetime of day for
the experimenta set up. employing a rote R =12, k. c) — (0. 2. 1) code time of day
meaning that the point 16.668. onthe horizontal axis of the graph. represent the time 161140.
twenty to five pm, of the day the measurement was done. This received sgnd to noise ratio
of figure 9.6 was recorded when the mobile unit was moving in a freeway environment. with
an 8-ary PSK modulation scheme. The SNR fluctuated roughly between 23 dB and 12 dB.
with an average SNR of 21.7728 dB. (Figures 9.4and 95 were thus photographed when the
mobileunit was in one of the low SNR areas of figure 9.60)
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Figure 9.7 ds0 depicts the average and ingtantaneous SNR against the time of day, for the
same codeand conditions as figure 9.6, except thnt the mobile unit was in a city environment.
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[FIGURR 9.7
SNR OF{l, k, €©) —(0, 2, 1)CODRIN CITY

It is interesting to note that the SNR fluctuate roughly between 24 dO and 215 dB, with an
average of 225924 (B,

A strikingdifference between the SNR's for a city and highway environment isthe larger SNR
fluctuations in a highway environment. An explandion for the previous observation is
twofold, the firg of which is the higher overagespeed on ahighway and thusa more dominant
doppler shift onthe received signa and secondly, the mobile unit travelled alonger distance
from thetranamitter; the signal strength gets weaker and ismore affected by fading conditions.
The recorded SNR's for the other codes and the PN-scquence had a similar progressincity and
highway environments.

Table 9.1 shows the measured bit error rates and sgnd-to-noise-retios for the five modulation
codes and the PN-scquence. It mugt be noted at this sage, that the channel rate (code rate)
was fixed for a given modulation scheme, not the daa rates, coherent modemswere used and
the channd rote was thus dictated by the modem baud rotc. Since the coderaes R —min,
varied asindicated, the codes haddifferent data rates.

Consulting Stremlcr (31J. 4-ary PK offers a good trade-off between power and bandwidth,
requiring very modest increases (OJ- 0.4 dB) intransmitied power for a potentia doublingin
bandwidth efficiency over that of coherent PSK. While an B-ary PSK modulation scheme
offers a potentia bandwidth efficiency of 3 bpy/llz, itexacis 8 SNR penalty of dmost 4 dB
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Cobr | MODULATION ENVIRONMRNT | SNR | DER

SCHEME o |[xi03

PN-scq 4-ary PSK CITY 237 | 2.30
HIGHWAY 22 |4.88

8-ary PSK CITY 2B1 |210

JIGHWAY 230 | 2.60

011 4-ary PSK CITY 23 295
HIGHWAY 211 | 6.29

8-ary PSK CITY 219 1.88

HIGIIWAY 210 |3.29

021 4-ary PSK CITY 218 | 1.93
HIGIIWAY 214 | 4.99

8-ary PSK CITY 26 |1.05
JIGIIWAY 217 2.77

(1.3 4-ary PSK CITY 211 | 227
HIGHWAY 202 |3.29

8-ary PSK CITY 28 |211

HIGHWAY 20.1 2.57

(1,7 4-ary PSK CITY 21 |[233
HIGHWAY 216 |343

8-ary PSK CITY 2.7 184

HIGHWAY 20 |[151

27) 4-ary PSK CITY 21 |121
HIGHWAY 213 [2.98

8-ary PSK CITY 2.7 10.86

1.36

HIGHWAY  |219

. TABLE 9.1
MEASURED SNR's AND BER's

over that required for coherent PSK aterror rates between 10 and 10>,

Interpreting table 9.J with the aforementioned in mind, table 9.1 seems incorrect; the bit error
rates for 8ay PSK arc, without exception, better than the corresponding bit error rates for
4-ary PSK, with approximately the same SNR! Thishighlight yet another importani property
of a mobile communication channels, the difference between fast fnding and dow fading
(chapter 2). (Fest fading as opposed toslow fading;, more fades per bit interva.l Sinced4-ary
PSK  was transmitted ot 1200 baud ad gay PSK at 1600 baud.
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the former was more subjccted to fag fading (longer bit interval). while the laner was more
subjected to dow fading (shorter bit interval). Naumlly, this interesting trade-off between
faster baud rotc and better DER could not be achieved indefinitdly. A certainthreshold point
is thus anticipated where the DER will increasesharply as the baud rate is increased; jitter and
noise have more pronounced effectsa higher baud rates in bandlimited channels.

P(u,31) | Py, 15) P, 7)

0.978391 | 0.986730 0.991035
0.004299 | 0.003010 0.002571
0.003485 | 0.002404 0.002256
0.002819 | 0.001930 0.001899
0.002276 | 0.001568 0.001334
0.001833 | 0.001285 0.000672
0.001473 | 0.001043 0.000203
0.001181 | 0.000809 0.000026
0.000945 | 0.0005/3 -
0.000756 | 0.0003%4
0.000605 | 0.000182
0.000484 | 0.000075
0.000386 | 0.000023
0.000306 | 0.000005
0.000238 | 0.000000
0.000179 | 0.000000
0.000129
0.000088
0.000056
0.000032
0.000017
0.000008
0.000003
0.000001
0.000000
0.000000
0.000000
0.000000
0.000000
6.1E-I
3.9E-12
1.2E-13

REBEBEBNNBRRBNRNEEEREGREREBO0oNOI~AWNRO [®

TABLE 9.2
P(u, v) FORRATE R—1/2.d, k,C)=(0, 2. 1) CODE
4-ARY PSK IN CITY ENVIRONMENT
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To sumup: ina city environment the average SNR ishigher (with a lower 8ER) than ina
freeway environment, with marc acceptable SNR fluctuations an g-ary PSK modulation
scheme at 1600 baud would be recommended for use ona mobile communication channel,
irrespective of the modulation codeused.

Before recommending an agppropriate modulation code (or mobile VHF communication
channels, let usfirst look at the measured probability that a block of v codebits contain u
error hits. As example, figurc 9.8 and table 9.2 depict, respectively, the measured probability,
P(I, v), versus the number of errorsin v bits, y, graphicdly and in tabulated form for a rate R
= 12, (d,k,c) =(0, 2, 1) code, with 4-ary PSK ina city environment. Three block lengths
arc presented on the graph and in the table: v =7, 15 and 31 (which concurs with the
codeword length of several Hamming and nCll codes).

Tlle quantative vaues of the probability P(u, v), for the five modulation codesand theselected
PN-scquence, for both modulation schemes in a city and highway environment, are tabulated
in Appendix D (or block lengthso(v =7, 15and31l. ny comparing these vaues with the
block error probability of a PN-sequence (Appendix D), a modulation code can be more
accurately chosen.
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As mentioned earlier, the rate R=112. (/, k, ¢) = (0, I, 1)Manchester code isalready in use
on mobile communication channds 15). [47] and the CCIR recommended (J] the rate R
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—1/2. (¢, ) =0.3) Miller code for use on mobile communication channels to achieve clock
extraction and a bandwidth saving in an environment with an ever increesing spectrum
shortage. Hence this study set out to investigate the CCIR recommendation and to further
investigate modulation codes for clock extraction, improved intersymbol interference
properties and bandwidth saving. Two of the three properties investigated were fruitful; clock
extractioncan be gained because of regular trangtions in the transmitted waveform (due to b
bounded & parameter) and intersymbol Interference can be reduced by choosing a proper (I
pnrarncter, the third property. however. cannot be achieved with modulation codes, since a
fixed deta rate result in a bandwidth increase of nim > lover an uncodcd PN-scquence
(chapter 8). Thus when choosng a modulation code for a mobile VHF channd, these
advantages and restrictions must be kept in mind.

Since thesgnd constellation (modulation schemeemployed on carrier) haslillie effect on the
modulation code performance, the following discusson will only consider the 4-ary PSK
entries in the tables rcferenccd. Each modulation code will be compared with an uncoded
PN-sequcnce. using the BER's of table 9.1 and block error probabilities of thetables presented
in Appendix D. The spectral efficiency of each modulation code, in comparison with the
PN-sequence, will also be discussed. The spectral efficiency of a modulation code equal its
rate R=min. (Spectral efficiency refers to the number of bitsthat are tranamltted in a given
period of time, usualy one second. over a radio channd with a defined bandwidth. For
instance, a PN-scquence transmitted at 1200 baud with a 1200 Hz-bandwidth has a spectra
efficiency of one bit per second per hertz.)

. Therate R —1/2, d, k,C) = (O, I, 1) code versus the PN-scquence:

The bit error rate for this modulation code in both the environments is the
wors; the spectrum efficiency for themodulation code is 1/2 bps/Hz as opposed
to 1 bps/1iz for the PN-sequence; the probability of no errors inblocks of v =7,
15 and 31 hits (the firg entries in the tables in Appendix O, tables 0.2, 0.7,
0.21 and 0.22) arelower. Thus, except clock extraction, not vey muchelseis
ganed from this code hence, there ishope for a better choice of modulation
code over the presently used Manchester code.

. The rate R = 1/2, {d, k, C) —(0, 2, 1) exxde versus the PN-scouence:
Considering table 9.1, the modulation code and PN-scquencc have similar BERs
in acity and highway environment; the spectrum efficiency for the modulation
code is 1/2 bpsitlz. Although this may scem low. the bandpass resulls in
chepter 8 chowed that a higher data rae can be achieved with this
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modulation code if a custom modem is designed to take advantage of its special
spectrnl properties. PO, v) (v =7. 15 and 31) arc lower for the modulation
scheme when thefirg entries in tables 0.1.0.6. 0.21 and 0.22 are considered.
A major improvement of this code over the Manchester code, isthe smaller
bandwidth required (chapter 8). When compared to the PN-scquence. clock
extraction can be gained in almost thesame bandwidth constraint,

. nlerate R = 1/2. W, k) =(t, 3) codeversus the PN-scquencc:
With this modulation code the influence of a larger d paameter was
investigated. A dight improvement in the nER nnd basically the same PO, v)
(tables 0.3. 0.8, D21 and D.22) were encountered. The spectrd efficiency is
12 bps/liz.  Thereis thus an indination toa better code performance with a
larger d parameter.

. The rate R = 2/3, (d, k) —(I, 7) codeversus the PN-scquencc:

This modulation code had a similar peformance to the Miller code previously
described; a dlight improvement in the BER and very much the same P(O, v)
(tables D.4, 0.9, 021 and 0.22) were encountered, The spectral efficiency,
however, was improved to 2/3 bpsllz. As mentioned in chapter 8, this code
was chosen to veify the influence of « larger detection window over mobile
radio channels. Although a larger detection window plays a sgnificant role on
megnetic and opticd recording channds (chapter 4), it has no significant
influence on mobile radio channels.

. Theratc R =1/2,{d, k) =(2,7) codeversus the PN-scquencc:

This modulation code performed thebest on mobile mdio channds. The HER
ad PO, v) (tables 0.5, 0.10. 0.21 and 0.22) were better. The spectral
efficiency. however, is 1/2 bpg/llz. Itisthus evident that the larger d parameter
has an influence ona mobile radio channd. Thiscan be dtributed to the better
ressance against intersymbol interfcrence brought about by the larger d
parameter, However, a larger d parameter results in a lower spectrd efficiency,
dnce the code rateislowered accordingly. A possible solution to this problem
will be presented in chapter 10 where recommendations (or futuro research will
bediseussed.

With the advantages and disadvantages of modulation codes discussed in terms of an uncoded
PN-scquence, itispossible to recommend a modulation code for usc on mobile communication
channels.
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Tlle (0,1:) codes did not pcrfonn vary well on a mobile radio channel.  Theinfluence of the
DC-ree property also did not influence the codesto perform better since indirect modulation
was used; the modulation code pectrum was frequency shifted by the modem to a higher
frequency band, thus canceling the need for DCfreencss  When speciral efficiency is
considered, the rate R =1/2, {, k, ) =0, 2, 1) code and the rate R =2/3, (d, k) =O. 7) code
take thelead. Since the rte R=2/3, (¢, ¥) = O.7) code has better block error probability.
with goproximately the same bandwidth requirements, this code would be preferred over the
DC-freecode. The rate R =]/2, (d, k) = (2. 7) cole performed the best when eror properties
are conddered, because of the larger d parameter.

With al this inmind it is evident that a better code can be recommended than the presently
used Manchester code and CCIR proposed Miller code. Since clock extraction can be gained
fromthe raie R=1/2, id, k, ¢) =(0,2, 1) code and the rate R —2/3, (/, k) =(1,7) code. with
gooxd eror characterigtics, these codes would definitdly be recommended for (uture use on
mobileradio channds.

If the proposed solution in chapter 10 is found to be vaid, modulation codes with a larger d
parameter can beused in future toimprove intersymbal interference problems.

9.3) CHANNELMODELS

Figure 9.9 shows a graph depicting the burst digribution, burst interval digribution. cluster
digribution and error free run for the rate R —12, W, k,C) — (0.2, t) code in a city
environment, with a 4-ary PSK modulation scheme. Appendix D contains smilar graphs for
the other five modulation codes in city and highway environments for both the modulation
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111is measurements were conducted ss shown in figure 9.10: the modulation codes together
with the mobile VIIF channel were considered as ablack box containing the channd. This
representation of the channel isknown as a super channd.

DATA___{MODULATION CODE MODULATION CODE DATA
ENCODER DECODER
RN
; ERROR SEQUENCE
FIOURE9.10

MODEUNO OF SUPER CIIANNPL

Although this study is not concerned with channd modds, this measurements will enable
future sudents to apply the work of Swarts [7], Tsa [38] and Fritchman [39] tofind channel
models for modulation codes on mobile communication channels. These results are also
availableon a floppy disk in the cover of thistheds. The filenames which contain these
results have the following legend: the first and second letter respectively indicate the
modulation scheme and environment, The next |etters indicate the @, k) or (d, k, C) code
parameters. For instance, a filewith the name 4110_1_2.TXT contains the results for the rate
R = 1/2; (d,k,C) — (0, 1, 2) code, with a 4-ary PSK modulation scheme in a highway
environmen.
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CHAPTER 10

CONCLUSIONSAND
RECOMMENDATIONS

This thess contains the results of an investigation devoted to a theoretical and experimenta
study of communication systems, with contributions to the information theory and mobile
communication disciplines.

The theoreticd results obtained inthis thesis can be found in chapters five and sx. Chapter
five describes amethod to map fixed-length coding rules on finite-state machines, realized
with the OW dgorithm.  Although the agorithm can be gpplied with success to both binary
and multilevel coding rules, the dgorithm has the redtriction that it can only be applied to
fixed-length coding rules, such astable 4.4, and not to variable-length coding rules, such as
table 4.5. Thealgorithm should thus in future be extended or amended to incorporate both
fixed-length coding niles and variable-length coding rules, or a new dgorithm specifically
devoted tovariable-length coding niles may haveto be developed; this, however, may not bea
trivial task! Although there is mom for improvement inthe Ow algorithm, it gives future
research in this fidd a good darting point. In theliterature there are numerous coding rules
that need to be converted to I'SM representations, in order to compute specira e.g., thus
making this investigation and the DW algorithm a worthwhile contribution to the information
theory literature.
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Chapter 6 presented new resultsfor (O.k) modulation codes. together with the 1'8 agorithm.
which can be used in future when other (0. &) codes need to be developed. As mentioned. 8
timesaving with the TS algorithm for large™ isaso anticipated over methods presently used,
meking the 1'8 algorithm a meaningful contribution to the information theory literature.
Although the rate R = 11/12. (ti.4) —(0.3) codedeveloped with the 1'8 dgodihm was not
selected for experiments on the mobile communication channel. since it can be used on
magnetic recording channels or even on optica recording channels. In future the error
propagation properties etc. for this code can alsobe investigated.

Chapter 8 was one of two chapters on the experimentd results obtained in this sudy.
Experimentaly measured baseband spectra of fourteen modulation codes and the selected
PN-scquence are presented on alinear and logarithmic scale. The measured spectra compared
favorably with known theoretical spectra found in the literature. see eg. Immink [3] and
Zehnvi and Wolf [48]. to mention n few. However. seven modulation codes spectra were
measured that were previously unpublished. the rae R =8/9. (d. k) —(0.3); the rate R =
11/12. (d, ¥} —(0,3); the rate R=1/2, (d. k) —0.2); therate R =1/3. (d, k) —(3,7); the rate
R =14, , k) =(4.7); the rateR=1/4. (d. k) —(4,8); ad the ratec R =1/4,({d, k) = (5.9).
The two (/, k) =(0. 3) codes with different code rates had, asanticipated. very Smilar spectra
see figures 8.9 to 8.12. with the rae R = 1]/12 code needing a smaller bandwidth. The
measured spectra give the reader afeding of the influence of the d, ¥ and C parameters on the
energy content at o specific frequency. These messurements also verified the expected
influence of these parameters on the frequency characteridics of the code asdescribed in
chapter 2; dthough these parameters arc interrelated. the d parameter has a bearing on the high
frequency components of the modulation code spectra the & parameter determine the low
frequency components of the modulaion code spectra and the C parameter determine the
accumulated charge of the waveform.

Spectraof modulation codes after FFSK and PSK modulation were also invedigated. FFSK
modulgtion is known for its symmetric spectra (resulting in @ smaller bandwidth than FSK)
which isveified in figures 8.35 to 840. It isevident that the DC-free property, present in
some modulation coxles, is ot a desiredd property when frequency modulated, Snce most of the
signal energy is needed at the center of the passband, When considering figure 8.35. the FFSK
spectrum of the PN-sequience, it is clear that most of the energy is concentrated around the
carrier frequency. a desired propety. When the FFSK spectra of the rate R=12. (4, k, C) =
(0. I, 1). Manchester code and the rae R = 1/2. {, k,c’) =(0.2. N. llcdeman 112 code ae
congdered, figures 8.36 and 8.37. it is evident tha most of the energy is concentrated 8t
frequencies removed from the cnrrier frequency. Considering the rnte R = 1/2, ¢, k) = O.3)
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Millercode, the rate R —2/3. (d, k) = O. 7) Jackoby-Kost code and the rate R=1/2. (4, k) =
(2.7) IBM code, figures 8.38 to 840. it is clear that mogt of the energy of the signal are
concentrated around the carrier frequencies. The Jackoby-Kost code has a little less energy
concentrated round carrier frequencics than the other two codes.

Againg this backdrop. it is evident that a certainclass of modulation codes would be preferred
over an uncoded PN-scquence when energy need to be concentrated round the carrier
frequencies. However. this is accomplished at theexpense of a lower data rote.

It isinteresting to note that the modulation codesdid not influence the PSK spectra as much as
it influenced the FI'SK gpectra It was impossble to distinguish betwecn the various
modulation codes and the PN-sequence after PSK modulation. 111iS can be ascribed to the
PSK specira (DPK. 4-ary PK and 8-ary PK) tha do not have any shap pesks in the
spectrum (no large amounts of energy concentrated at certain frequencies). figures 8.37 and
8.39.

The concluson can thus be drawvn. when comparing FFSK and PSK gpectra that PSK
modulation would be preferred over FISSK as modulaion scheme when usng modulation
codes. PSK modulation gives usmore freedom inthe choice of a modulation code. since the
energy of the modulation code isspread out over the whole PSK spectrum, which isnot truein

the FI'SK casg,

The bandpass experiment results presented can be used as reference to recommend a
modulation code through a bandlimited channel. Although thislist is by no means exhaustive.
a proper undersanding of the influence of thed. ¥ and C parameters through bandpass
channelscan be gained. (By congdering the bandwidth of a given channel the best choice of
d, k and Cparameters can be determined with table 8.2 at hand.)

111e bandpass filter settings (LPF/HIPF) compare best with a mobile communication channel
and can be used in future to predict and/or smulate the actud mobile communication channel
in |aboratory conditions.  In this way the actuad mobile channel. or for that mauer any other
channel. can be classified and verified in a more controlled manner in the laboratory. alowing
more reliable conclusions to be drawn regarding the recommended choice of specific
modulation codes best suited for the gpplication. These results is thus only a preiminary study
and can berepeated in order to achieve more extended results,
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Chapter 9 contains results obtained by transmitting modulation codes over mobile VHF
channels, Except for a first-hand acquantance with the mobile communicntion channel and
environment. these experiments dso made it possble to recommend a certan class of
modulation codes and modulation schemes to improve religble data trnnsmisson over these

channels,

The error digribution of the five modulation codes were measured to verify the experimentnl
resultswhen a proven model of a digitd mobile communication channel isavailadble. These

resultsare presented in appendix D.

When clock extraction is needed over a mobile communication channel, a modulaion code has
to be conddered. The choice of modulation scheme depend, to a great extend, on theavailable
bandwidth, thedata rate to be achieved, the modulaion scheme used and thedlowable nER.
Table 91 and the bandpass results obtained in chepter 8 can be of great assstance when a
modulaion code is needed. Theresults of chapter 8 canbe a guide to choose a modulation
code for a cetan bandwidth. Snce a high code rate (R) result in a theoreticd smaller
bandwidth (when compared to a code with a low code ratel, a code with a high rate (R = m/n)
would be preferred.  As previoudy discussed, PSK modulation would be used with a
modulation code since the modulation code spectra is spread out over the whole PSK
goectrum. When & low DER isneeded, a code such asthe rate R = 1/2, (W, k) =(2,7) IBM
code would be considered, apparently because of the larger d parameter which reduced
intersymbol interference.

Although the PN-scquence resulted in a bit synchronization loss during fading, this
phenomenon isnot reflected in the results of table9.1; the error recording eguipment did not
count biterrors during synchronization l0oss.

As mentioned, the influence of a larger detection window and higher dengty raio was aso
investigated over a mobile radio channd. A larger detection window had no apparent
influence on a mobile communication channel, whilc a higher density ratio, larger d parameter,
resulted in alower nER.

The globa conduson thnt can he drown from thissudy would he that modulation coxles are
necessary when clock extraction is needed, hut can be implcmented more efficieatly on mobile
communication channels. To implement a modulation code on these channds, depend to a
great extend onthe type of datawhich need 10 be transmiued. When data istrangmitted, like a
PN-scqguence, where there would not be nny consecutive runs of zeros or ones longer than 20



CHAPTTR TEN CONCLUSION

to 30 bits. modulation codes would not be considered, However. when. (or ingance, computer
data istransmitted, where o nan of many consecutive z¢ros or ones ore transmitted, modulation
codeswould be essential. Even then modulation codes can be implemented more efficiently,
which will be discussed shortly.

However, this sudy showed that abetter modulation code than the presently used Manchester
code cantx recommended. 11le CCIR recommended the Miller code (or a more efficient usc
of bandwidth. which proved to be unsuccessful; the Miller code need twice the bandwidth of
uncoded data and the same bandwidth as the Manchester code.

Withnil the previoudy mentioned in mind. the five modulation codes can be rank, in order of
merit. asfollows

1) Rae R= 1/2. (d. k, €) =(0,2. 1);
2) Rae R=2/3. (d. k) =0.7);
3)Rae R=J2. (d. k) =(2.7);
4) Rate R= 1/2. (d. k) =0,3);
5)Rate R=1/2. (d. k, ) =(0, 1. 1).

A few meaningful suggestions can be made concerning modulation codeson mohile radio
channds. Tlle firg would be to use direct modulation of the VHF radio carier; since digital

radio will be the next generation of mobile communicaion systems, the d and k parameters
can be investigated under these conditions.

For nmore efficient use of modulation codes. the modulaion codes need tobe integrated

!E— {E— 1+01
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a) UNCODED 4-ARY PSK b) ConeED 4-ARY PSK ¢) OPTIMAL CODIED 4-ARY PSK
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with the modulation scheme used. For example. condder a 4-ary PSK modem with signal
congtdlation asshown in figure 10.1a By choosing a rate R= 1/2. (d, k) = (0,2) modulation
scheme which conssts of two codewords 01 and 10. thesignd constellation will ook like
figure 10.1b when transmitted through the -t-ary PSK modem. By desgning a dedicated
modem the two points can be placed & optimal postion asindicated in figure 10lc. We now
have a scheme with a noise immunity similar to 2-ay PK. clock extraction ad the same
bandwidth condraint as uncodcd daa in short a desred modulating sysem! A larger d
parameter, in the same bandwidth condraint. can dso be incorporated with a scheme like this.

This isonly atrivid example, but the real power in o scheme like this will become more
apparent when the number of points are not equa tol.

The usc of W, k) modulation codes on mobile radio channeds can aso be integrated with
compatible error correction to improve the DER, as wdl as bandwidth and IS limiting
strategies to endble high data rates on narrowband channeds.  The latter cnn be achieved by
limiting the intersymhol interference variation (ISv) in the same way the digitd sum variance
(DSV) is limited to construct DC-free codes. Apart from the above. codes can also be
designed to simultaneoudy achieve maximum Hamming distance (or improved error
performance.

The usc of patial response techniques can also be investigated to achieve better bandwidth
efficiencies, with the additional possbility to incorporate error detection/correction with
Viterbi decoding toimprove the DER.
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APPENDI XA

HARDWARE DESCRIPTION

Developments inthe field of dectronics have condtituted one of the great success stories of
this century. Beginning with crude sparkgap trangmitters and "eat's-whisker" detectors at the
tum of the century, we have passed through a vacuum-tube era of considerablesophigtication
to a soliddae era in which the flood of stunning advances shows no sgns of abating.
Cdculators, computers and even taking machines with vocabularies of severd hundred words
are routindy being manufactured on single chipsof slicon aspart of the technology of large
scale integration (L) and current developments in very large scale integration (VLS)
promise even more remarkable devices.

Perhaps as noteworthy is the pleasant trend toward inereased performance per and. The cost
of nn dectronic microcircuit routindy decreases to a fraction of its initid cost as the
manufacturing process is perfected. In fact, it is often the case that the panel controls and
cabinet hardware of an instrument cost more than theactud electronicsingde.

Since Claude Shannon systematized and adapted George Boote's theoretical work in 1938,
there has been unprecedented growth in the gpplication of digital concepts. Other fields that
emerged in the lae 1930's and ealy 40's have "pesked” and leveled or declined, while the
aoplication of digital concepts is dilt growing exponenticity. Each day digitd concepts
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are being goplied to problems that could only be solved by analog methods severd years ago.
Fast, relidble nnd modestly priced analog to digital (NO) and digital to analog (D/A)
converters are presently available, facilitating the gpplication of digital concepts for solving
complex andog problems using microprocessors and other programmable digitd systems. In
short, therapid expansion of discrete practices has served notice to the academic community to
restructure curricula to treat discrete mathematics and other discrete sciences. Certainly the
"microprocessor” revolution has penetrnted all fields of endeavor and will continue todo so for
many years.

Since digitd techniques are chegper, easier and more convenient to usc in a desgn than most
other techniques, the designs undertaken in this study will to a great extend implement digital
techniques, including «/igit! Sgnal processors (DSP), microcontrollers, programmable logical
devices (PLD's), random access memory (RAM), read only memory (ROM) and a handful of
the common garden variety tranggor-trangstor /agic (TTL) gates, counters, shift-registers etc.

Although sheer "number crunching” isan important goplication of digital eectronics, the red
power of digitd techniques is seen when digital methods are applied to andog (or "linear")
signals and processng.  Some dementary andog techniques in the form of low-pass,
high-pass, and band-pass filters were dso implemented,

As is evident inthe walk of life, hybrids do exist. Phase-locked loops (PLL) isone of the
"hybrids' in theelectronics world, where analog and digitd techniques are combined, giving
us the best of two worlds. A thorough discussion concerning the lock runge, capture transient
and low-pass filter design for a given set of parameters will be presented. This section may
well beused asatutorial guide for future studentsonthe design of PLL's.

With the desgn of digital systemsafew obvious questions arise; when must a DSP processor
be used instead of an "ordinary" microprocessor (4(P), which type of RAM must beused, static
or dynamic, must complimentary metal oxide semconductor (CMOS) technology with their
low power consumption be tised ingead of the faster TTL technology, mug the black art of
PLLD's be conquered? Answers will be given in acorroborate discussion where tradeoffs
betweencog, efficiency and smplicity wagethe overtone.

This chepter will describe the three desgns mentioned inchapter 7 on a circuit diagram level,
together with aconflnnative discussion why certain components were used,
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A.t) PROGRAMMABLE LOGIC DEVICES

As system design methodology continues to evolve, there becomes nn increasing need to not
only smplify the design process, but to reduce theoverall sysem size and cod, and incresse
system rdighility. It was this mindset that led to the development of the firs programmable
logic devices. In fact, the evolution of programmable logic has changed the way systemsare
designed, snce it offers the desgner a single tool tha solves nil his needs. Programmable
logic isided for simplifying the desgn process because the designer can implement the exact
logic functions wherever and whenever required. It isadso ided for reducing sysdem size and
cost by offering significantly higher functiond densty than its small- and
medium-scale-integration (SS/IMS) predecessors.  Findly, system rel inbitity issignificantly
improved because of simplified desgns and lower parts count.

The programmable array logic (PAL) device is an extenson of the fugble link technology
used in bipolar programmable read only memory's (PROM's). The fudble link PROM first
gave the digitd sysems designer the power to "write on dlicon”. In a few seconds he was
able to trandorm a blank PROM from a general purpose device into one contaning a custom
agorithm, microprogram or Boolean transfer function. This opened up new horizons for the
use of PROM's in computer control stores, data Storage tables and many other applications.

The PAL device extends this programmable flexibility by utilizing proven fusble link
technology to implement logic functions. By using PAL circuits the designer can quickly and
effectively implement custom logic varying in complexity from random gates to complex
arithmetic functions.

Although PAL devices are superior to PROM's ad even ¢rasable PROM's (EPROM) they
have disadvantages; it offers high speed, but issaddled with high power disspation becauseof
its bipolar fuse-link tcchnology. This not only significantly increases system power supply and
cooling requirements, but also limits the ability of high functional density, ~Another
shortcoming of this technology isthe one-time-programmable fuses; no reuse in the event of
mistakes during prototyping or erors on the production floor are possble and any
misprogrammed devices must be discanicd.

Ultra Violct CMOS (UVCMOS) addresses many of the shoncomings of thebipolar approach,
but introduccs many shortcomings of its own. This tcchnology requires much lower power
and, while it has the capability to erase, this comes at expense of slower speeds
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and cumbersome erase procedures. exposing the device to ultraviolet light for at least 20
minutes. Additionaly. the devices mugt be housed in expensve windowed packages to allow
users to erase them.

Of the three mgor technology approaches available, dcctrical erasable CMOS (R2CMOS),

UVCMOS and bipolar. the technology of choice is dearly E2CMOS. for many reasons.
including: testability. quality, highspeed, low power. and instant erasure for prototyping and
error recovery. Generic Array Logic (GAL) devices uiili7.c thistechnology. GAL devices are
ideal programmable logic devices because. as the nome implies. thcy are architecturdly
generic, These devices employ the Output Logic Macrocdl (OLMC) gpproach [40]. which
allows users to definc the architecture and functiondity of each output. The key benefit to the
user is the freedom from being tied to any specific functiondity. Comparing the GAL device
with fixed-architecture programmable logic devicesis much like comparing these same fixed
PLDts with SSI/MSI. "111c GAL family is the next generation in simplified sysem design. Thc
user needs not bother searching for the architecture that best suits a particular design. Instead.
the GAL family's generic nrchltecture letshim configure ashe goes.

Each OLMC can be individually s to active high or active low. with ether combinationa
(asynchronous) or registered (synchronous) configurations. A common output enable can be
connected toall outputs. or separate inputs or product terms can be used to provide individual
output enable controls. The OLMC provides the desgner with maximal output flexibility in
matching sgnd requirements, thus providing more functions than possible with existing 20-pin
PAL devices. It should be noted that actual implementation is accomplished by development
softwarelhardware and is completely transparent to the user.

In the designs presented. GAL devices were exclusvely goplied where PLO's were thought to
be necessary, because. as ilhistrated in figure A.t. theGAL is agreat performerll

A.l.l) DESIGN IMPLEMENTATION OF GAL'S
The tools required for designing with GAL products can be separated into twocalegocies:

*  Programmable logic development software:
. Device programmers.
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A Great Performer!/
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THe GAL, A GRRAT PERFORMRR!

Universa programming hardware dlows the progrnmming of a variety of devices without the
aid of custom fixtures or manufacture's adapters.  Since the GAL programming algorithm
requires no abnorma voltages or timing, as some onetime programmable technologies do,
most nil hardware manufacturers support GAL devices onexising models.

Software packages, such as ABEL from Data I/0, CUPL from Assisted Technology and Logic
Lab from Programmable Logic Technologies, offer generic development support for all
programmable logic devices, and, with periodic updates the user will be kept up on all
programmable logic device developments from nil manufacturers.

"111e software offer a PC-based PLD programming langunge, suitable for programming various
PLD devices Once the software knows which device will be used, fields are provided for
optional informetion, such ns desgn description etc. The device pinout and pin labes need to
be specified. Entry of the logic functions is next. Traditiondly, this entry is inthe fonn of
Boolean equations. Current revisons of development software allow truth-table, state-machine
and schcmauc-emry formats, as well.

111e development software and device progrnmmer used was the Logic Lob package, intended
for progranming most PLOts on the maket today. An example of the afore
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mentioned procedure for programming the devicescan befound at the end of this gppendix.
A.2) Wllicn PROCESSOR?

Amid theplethora of aternative microprocessors currently available, it is sometimes difficult
to cometoa rationd decision onthe best choice of processors for a given task, There are two
mutually opposed common misnpprehensions on this subject; the first is that cetain CPU's are
generaly "beuer" than others. '1le second, that there is lillie to choose between devices and
nny CPU will perform any task equaly well given the right software.

The truth lies somewhere between these two poles. The choice of processor for a given task
dependsprimarily on the application designer's criteriain agivendesign Stuation. Alternative
factorswhich could guide or dictate choice are:

e Sydem chipcount in alow cog commercid applicaion;

*  Sydem throughput as an absolute parameter;

*  Sygemefficiency as an absolute parameter;

*  Sydem cost effectively represented as throughput per rand cost:

*  Sydem adaptability for non-standard implementations;

*  Sygemreliability or thecapecity of the system for self-maintenance:
. Desgner familiarity with the system.

The listcould go on indefinitely. but this sample shows just how diverse are the factors which
seem ggnificant invarying designgtuations.

It is important to be clear on the distinction between microcomputers. microprocessors and
microcontrollers. A microprocessor isthe CPU part of a computer without the memory, 1/0
and peripherals needed for a complete system. All the other chips in a microcomputer. such as
the IBM PC, arc there to add features not within themicroprocessor itself.

When a microprocessor is combined with external 1/0 and memory. the combingtion is called
a microcomputer. A device having the 1/O and memory peripheral functions on the same
substrate a3 the CPU to make a complete microcomputer is called a Sngle-Chip
Microcomputer (SCM).

Generdly. SCM's are designed for very small computer based devices that do not require all
the (unctions of a full computer system. In cost sensitive control applications, even the



APPENDIX A HARDWARE DISCRIPNON 157

few chips nesded to support a CPU like a 8088 or Z80 may take too much space and power;
ingead, designers often employ a SCM to handle the control-specific activiies Where
sangle-chip micros arc designed or usad in industrid control systems, they are often called
microcontrollers.  Basically, there isno difference between single-chip microcomputers and
microcontrollers.

Sometimes the term "embedded controllers’ is used indead of microcontroller; Intel, for
indance, has adopted the tenn for its controller chips However, an embedded controller,
according toone definition [41], isa computer sysem hidden within some other device. By
another definition [421, it's a computer whose programs cannot be dtered by the user.
Genedly, the teem embedded controller suggests a highly compact, athough not very
powerful, dedicated processor; for example, an SCM controlling a microwaveoven.

Intel introduced its first microcontroller architecture, the 8048, in 1976. It was designed for
generd-purpose 8 bit control, with on-board ROM and RAM, plus 27 1/0 lines Four years
later came the 8051, which wasuptoten timesfaser than the 8048 and had alus instruction

cycleat 12Mllz.

Intel and other companies sell variations of the 8051 family enhanced with more interna

memory, more VO, lower power and soforth. All members of the 8051 family have the same
core indruction s&t, but some have one or two additiond ingructions for features unique to the
particular chip. The 8751 is an EPROM verson of the 8051 whaose on-chip program memory
can be dectricaly programmed and can be erased by exposure to UV light.

The mobile decoder used a 8751 EPROM as its "brain”, while the encoder used yet another
vergon of the famous 8051, the DSSO00. The DSSO00 offers "softness” in dl aspects of its
application. This is accomplished through the comprenensve use of nonvolétile technology to
preserve dl infonnation in the absence of the system power. Initial loading of the application
software into the DS5000 is possble from either a parallel or serial Interfacetoa host system.
Serial loading uses the on-chip serial 1/0O port to accept incoming data from ahos computer
with a R232 port, such as o PC-bnscd development sysem. 111e device program can thus be
rcprogmmmed and altered instanteneoudly,

111e reason why only the encoder used the DSYO00 is of an economical nature.  All
development for both the encoder and decoder was done on the more expensve DS5000, for
gpparent reasons, and then transfened to the 8751 for the decoder.
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A.2.1) DIGITAL SIGNAL PROCESSING

Application spediflc microcomputers and microprocessors, known today as Diglta! Signal
Procesots possess two  important characteristics which distinguish them from ordinary
microprocessors. Firstly, they can execute almost ther entire Instructlon set in one cycle.
Secondly, they arc designed to execute a complete Mulliply and Accumuilfe (MAC)
ingtruction dso in one clock cycle (By comparison, the previoudy mentioned 8051 execute a
multiply ingtruction in 48 clock cydes). Numerica dgorithms by which DSP gpplications arc
normally characterized are very MAC intensive.

The all important deciding criterion in DSP is red-time-processng.  With the continued
improvement in dedicated DSP solutions in red speed, architecture and application specific
ingruction sets, new market segments arc opening and oldones are expanding.

The mgority of electronic gpplications are concerned with the manipulation of signals:
filtering of unwanted components from an input sgnd, extraction of information from a
signal, generating waveforms, modifying the amplitude characteristics of an output signal in
order to improve the information content. etc. Inthepas dl this manipulation was performed
using andog circuits and techniques.

Analog circuits require a special desgn for amost every application and are therefore not
particularly well suitedto VLSI gpplications. Especidly when the problem isconsdered from
the aspect of usng common anadog VLS function dements.

All andog designs are dependent on sensitivecomponents, ie, resistor and cagpacitor values are
never completely accurate. but more importantly, ther vaues change as a function of time,
voltage and temperature.

Although DSPs main application are quantization of an andog signal into digita values and
performing a precomposed  dgorithm stored in memory on the digltized data, the DSP
npplication for the purpose of this Sudy was one where real-time processing was needed: a
finite-stnte machine generator was to he employed, generating coded data at rates varying (rom
a few baud toa possble 1M baud, depending. or course, onthecomplexity of the coder.

Since the DSP finite-stale machine can operate up to an estimated |M baud, 8 piece of
equipment was thus developed that could be used for at least a few generations of
pogt-graduate studies in real-time coded data.
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A.3) RANDOM A CCESS STORAGE

The dorage of infonnntion in computer systems is accomplished by utilizing collections of
individud dorage clements, each of which is capable of maintaining a sngle bit. Thus, for a
devicetobe ussful as n memory dement it must have two stable states, a religble mechanism
for sHting the device to one date ¢ the other, and « mechanism for interrogeting the Sae.
Memories have been built of a variety of devices tha match this characterigtic, including
relays, individud vacuum tubes dday lines (which foom a type of seid memory) and
obvioudy semiconductors. Ineach casg, information in the fonn of bits was entered into the
memory, and then at some Inter time extracted for usc by the system.

The technique of storing information by the magnetic orientetion of a ferrous materid was
once used for the central memory of acomputer [43]. Allhough this is not the case any more,
this technique is now used more prevadently for other types of storage in acomputer. The
magnetic orientation of a region of ferrous materia on a surface isused to sore a bit, and this
surfaceismog often on a rotating magnetic disk, oron a magnetic tape, (The various codes
investigated inthis study have implementations on this Sorage medium, seechapter 8.)

A.3.l) sTATICVS DYNAMIC

Static memories generally have a smaler number of bits per package and a higher power
consumption than dynamic memories. The datic mechanism of Figure A2 requires six
transgors in every cell; other gatic memory configurations utilizefewer active dements. One
of the tasks of memory desgners isto reduce the number of components needed in an
individua sorage cell, since fewer clements means that each individual cel can be smaller
and require less power, which intum leads to larger memories,

Tlle memories with the largest capacities usc not agatic mechanism, but rather a dynamic
mechanism, asshown in Figure A.l Here the vdue of the bit is not determined by the
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current flowing through one of the two different paths but rather the bit vaue isdetermined
hy the amount of charge stored on acapacitor. Thecapacitor is created with semiconductor
technology and is extremely smdl. Tlle sendang of the charge is also vay difficult and
handled by circuitry on the device itsdf. 11le infonnation is placed on the capacitor by
opening an eectronic gate and establishing the proper charge level. Then, the gate is closed
and the charge maintained on the node by the dectronicdly isolating it from surrounding
influences. However, the time which the charge can be rdiably maintained in this manner is
not very long, and so it must be re-established periodicaly. This is done by a "refresh” cycle,
which detects the appropriate bit vaues and refreshes the bits. The length of time between
refresh cycles varies from memory tomemory, but e common value is 8 ms, each row must be
visited at least once every 8 ms, For thisreason dynamic memory controllersare designed to
periodically access rows to ensure tha the data is maintained in the memory cdls.

With the afore mentioned as backdrop for selecting suitable memory for the NSP board, there
was decided on static memory, snce the memory requirements was 4k x 16 bit.  Although
dynamic memory is cheaper per | mega bit, the overhead is far to expensve when smdl
quantities arc needed: the refresh controller would bemore expensive than the actud memory
usedl Also. it would complicate the design considerably.

AA) Tun TRI-STATE CONCEPT
As mentioned in chapter 7. therearc tri-state buffers hetween the PC. TM S and gatic memory
on the DSP finite-state mnchine card, These arc needed to prevent nny clashes on the bus of

cither processor, The concept of tri-gtate buffering will now be discussed.

Figure A4 shows the prevalent mechanism used to accomplish a tn-state action. This is
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so cdled because the output can assume one of three dates. Two of the dates are the
"normd" datesof a TTL gate: low and high. Theoutput will be low when the logic of the
function creates a situation in which transstor «dl isturned "on", and transistor "b" is turned
"off"; theoutput will be high when transstor . isturned .o ff" and tmndstor "b" is turned
"on". The third state occurs when the logic of thc function creates a Stuntion where both
tranggtors "d' and "b" are turned off. Inthis case. the output is electrically disconnected from
the system, snce the paths through transistor lin" and through trnnsistor "b" present an
extremely high impedance. This third, high impedance state is created by an enable (or
disable) input tothefunction.

Output 01
tri-state

Logic of function ; device

FIGURE A4
THE TRI-STATE CONCRPT

TIHeTTL 74LS245. 8 bit tri-state buffer was used inthe DSP board design.
A.5) Tns PHASE LocKED Loop

Tlle phase-locked loop is a unique and versatile feedback system that provides frequency
selectivetuning and filtering without the need for cails or inductors. It conggts of three basc
functiond blocks, phase comparator. low-pass filter and vouage-controlled oscillator (VeO).
interconnected as shown in figure A5, With no input sgnd applied to the sysem. the error
voltage. Vd' isequd to zero. 111e VCO operatesat asgt "free-running™

‘ ‘ Kovy pas

[RUT 2 A,
vCo

contred
voltege

FIQURE A5
BLOCK DIAGRAM OF I'U,
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frequency, fo' If an input signal is gpplied to thesysem, the phase comparator comparesthe
phase and frequency of the input Sgnd with the VEO frequency and generaes an error
voltage. V), that is related to the phase and frequency difference between the two signals.
This error voltage is then filtered and applied to the control terminal of the YE0. If the input
sgnd frequency is sufficiently dose to fo' the feedback causes the VEO to synchronize or
“"lock" with the incoming sSgnal. Once in lock. the VEO {requency is identica to the input
sgnal. except for a finite phase difference.

Two key parameters of a phase-locked loop system isits"lock" and "caplure* ranges, These
can be defined asfollows:

toCX RANGF.:
11IC band of frequencies in the vicinity of foover which the PLL can maintain lock withan
input Sgnd. 1t is also known &s the "tracking” or"holding" range, Lock range increases as
the overdl loop gain of the PLL isincreased.

CAPTURE RANGE:

Tic bend of frequencies in the vicinity of f,where the PLL can edtablish oracquire lock
with an input signal. It isdso known as the"acquigtion® range. Thecapture rangeis
dways smdler or equal to the lock range. It isrelaed to the low-pass filter bandwidth and
decreases asthe |ow-pass filter time constant increase.

Tiic PLL reponds only to those input signals sufficiently close to the VEO frequency. fo' to
fall within the "lock" or "capture' range of the sysem. Its peformance characteristics.
therefore, offer a high degree of frequency sdectivity. with the sdectivity characterigtics
centered about )

A.S.I) TNSPnASsE-Lock ED Loop ASFFREQUENCY MULTIPLIER

It is more then often in telecommunication circuits necessary to multiply a given operaling
clock with acertain integer. Genemting a fixed multiple of an input frequency isone of the
most common applications of PLL'S (44]. This isdone in frequency synthesizers, where an
integer multiple n of a stable low-frequency reference sgnd is generated as an output; » is
settable digitaly. giving a flexible sgna source thet can be controlled by computer.  In more
mundane gpplications. a PLL might be used to generate a clock frequency locked to some
reference frequency already avalable. Anexample of thiswould be the generation of the rate
R =23 Wk = (1L 7) code discussed elsewhere in this thesis, To maintan
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synchronization and no phase error with the input clock, the input frequency (1200 liz, say)
must be multiplied by two (2400 liz) and divided by 3 (800 liz), in order toachieve correct
encoding and decoding.

FFigure A6 illudrates the standard PLL scheme, with adivide-by-a counter added between the
VEO output and the phase detector. Inthis diagram thcunits of gain for each function in the
loop is indicated as this will be important in Sability caculations.  Note paticularly that the
phase detector converts phase to voltage and thot the VEO converts voltage to the time
derivative of phase, frequency.

This has the important consequence that the VEO is actudly an integrator; a fixed input
voltage error produces a linearly risng phase error a the VCO output. Tllelow-pass filter

Ks Ky Kyco
Ivolll:rec .an) (volll'oolll {tahans/scond volll

' V' V’ y
—w—  vCO e
- o)

o ] prhase _— -
19.,,) ’ ‘ detector 3
K

i
AR /

| (e ltanyr, 'l

18 ome!

til

FIGURE A6
FFREQUENCY MULTIPLIER BLOCK DIAGRAM

and thedivide-by-a counter both have unitlcss gain.

Returning to the rate R —min =2/3, (/, k) =0, 7) code, a circuit had to be developed to
generatea clock at two-thirds the rate of the operating frequency, and still be in phose, to
ensure accurate coding of the data The completecoder circuit diagram is presenled later in
this chapter.

The infamous 4046 CMOS PLL was used, snce both the phase detector and VCO are
incorporated inonechip. The edge-Iriggered type of phase detector is used inthis circuit (the
4046 actudly contains both kinds 145)).  Implcmenting afiLl., the first step would be to set
the VEO'S lock range and caplure range.  The VCO dlows us to sel the minimum and
maximum froquencies corresponding to control voltages ofzero and VOD' respectively, by
choosing RI, R, and C. according to the design graphs in the dala sheels (45). (mu s
controlled by R1-C. and fm’n IS determined by Cland the series combination R-Ry It
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should be noted that, by suitablechoice of R. and szduea the redtricted-range ye O can be
made to"span® any range from 11 to ncar-infinity.

Since the operating frequency ranged between 1200 11z and 4800 liz (standard modem rates)
there was decided on f_ = 100 and (. = 10 kllz, just to be on thesafe side. The
component values (or these frequencies is shown infigure A.7.

llaving rigged up the VEO range, the remaining task isthe low-passfilter desgn. This part is
crucid.  Since a first-order loop do not have n narow bandwidth and good tracking
capabilities, a second-order loop mugt be implemented. The trick to a stablesecond-order

_— DINPUT LK ) m/n
j_i_ .
CLK/n (Véour P1
' 14181n P2
o1 _[Cjex R
‘I::‘JﬂchIN 4
4
INPUT elK — A1 DEMO g~ ©
CLK/m 2 goaE——
R1 '
=
FIOURE A7
PLL MULTTPLIER

phase-locked loop is shown inthe Bode plots of loop gain in Figure A.8. The yeO acts asan
integrator, with 11/ response and 90° lagging phase shift. In order to havearespectable phase
margin, the low-pass filter has an additional resstor in series with the cgpacitor to stop the
rolloff at some frequency. The combination of these two responses produces the loop gain
shown. As long as the loop gan rolls of( at 6dl/octave in the neighborhood of unity loop
gain, theloop will be stable. The "lend-lag" low-pass filter does the trick, if the properties is
chosen correctly.

Begin hy writing down the loop gain, as in table A.l, conddcring each component (refer to
Figure A6). Take special careto keep the units consdent. The only gain term still to be
decided isKF It is done by writing down the overdl loop gllin, remembering that the VEO is
an integrntor:
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y - ~B8dB/octave
L)
o I - 124B/0ctave
v ]
@ - Gl /g tave ~BuB/0ctove
-GdB/octave
log f N 1oy / tl. N\ lof
VCO {integrator ) low pass fitt . foop gain
(l29,1149)
FICURRE A8
NOOA PLOTS opP LOOPGAIN
bour = J VaKyeol (A1
Component Function Gain Gain Calculation
Phase detector V]:Kp‘?(# Ky Oto Viyp = 0° to 360°
L ow-Pass filter ve=k V1 | Kg I+j WR4C
1+w(R3C2+ R4AC2)
VCO déour Ky co 100Hz (V2 = 0)
dt 10kHz (V2 —5V)
Divide-by-a Pcomr | Kory Ko = 1N
TABLE A1
PLL GAINCALCULATIONS
Other relations of interest:
Kp = V{(M 180/x) rad/s (A.2)
Kp= 1+ oR,Co (A.3)
I+jW(R3Cx+R,®
Kyco = ¢ 21/V2 (A.4)
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K, =1 (A.5)
The loop gain is given by:

K
Loop gain = KPKP"JEQ Koy (A.6)
W

Now comes the choice of frequency at which the loop gan should pass through unity. The
idea is to pick a unity-gain frequency high enough so that the loop can follow the input
frequency variaions desired, but low enough to provide flywhed action to smooth over noise
and jumps inthe input frequency. A loop such &s this one, designed to generate a fixed
multiple of a stable and dowly varying input frequeacy, should have a low unity-gain
frequency. Tha will reduce phase noise at the output and make the PLL insengtive to noise
nnd glitches on the input. It will hardly even notice a short dropout of input Sgnal, because
the voltage hdd on the filter capacitor will ingruct the VEO to continue producing the same
output frequency.

In this case, the unity-gain frequency, f,, is chosen tobe300 liz, or 1885 radians'second. This
is well beow the reference frequency (minimum of 1200 JIz), As a rule of thumb, the
breakpoint of the low-pass filter's zero should be lower by a factor of 2 to 5, for comfortable
phase margin. Remembering tha the phase shift of a smple RC goes from 0° to 90° over a
frequency range of roughly 0.1 to ]O times the -3dO frequency, with 8 45° phase shift at the
-3d8 frequency, In this case the frequency of thezero, fl, ischosen to be at 150 Hz or 942.5
radiang/second (Figure A.9).

The breskpoint fI determines the time constant F<.‘C2:

R402= l/Z:rfl (A.7)

FIGURE A9
LOOrGAIN
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Tentatively, teke C, = 100 nFand R, = 10k. Choose R, so that the magnitude of the loop
gaineguds 14 r2. using equationAB. In thiscaseRJ =100k.

Kp = 0.796 volis/rad
Kyeo = 3622X 108 rod/sv
Kaiy =18
ft = 101lz
f2 = 3001z
Rt = 100k
R2 =10M
R3 = 100 k
R4 = 10k
Ct = InO
C = 100n

2

TABLE A2

CALCULATED VALUIS

2 2 2

’2 2 - 2

K2 K2, K2y 1+ w? C24R3+RY)
A summary of the calculated vaues ispresented intable A2,
A.6) DESIGN DESCRIPTIONS

Three designs will be discussed on acircuit diagram level in this section; the TMS 320CI0
based DSP finite-state machine Clint, the 8254 timer card lind the mobile coders.

A.6.1) DSP FINrr2-STATE MACHINE GENERATOR

This cdircuit is based on the TMS320CIO digital signal processor, which forms the heart of the
system. As mentioned. the processor is mounted on N PC bonn! which cen plug into any
existing 10M PC or compatible. Since a PC bus cenhave many cards atached toit, it must be
driven caefully and the inteface card mugt decode its own address, which can



APPENDIX A [ITARDWARE DISCRIPNON 168

be achieved by using a digital comparaior or PLD. Mnny 11IM PC clonesrun with a faster
clock than ntrue blue IBM PC, soa card designthat works welJ on a standard 4.71 MHz IBM
PC might not run at al on a 10- or 12 MI1Z PC. The best, and perhaps theonly solution to
this problem. isto usc high speed chips wherever possible. Since the TMSDSP chip runs at
25 MHz, and dl chips hnd to be compatible for that speed, the TMS DSPoenrd will be able to
run onadmos any PC, including an IBM AT or compatible.

The TMS require a memory access time of at least I00ns. The static memory used (6116-55)
had nn access time of 55n8, which wns 8 bits wide and 2K deep. The TMS. however, needed
4K x 16hit memory. because of it's 16 bit wide address bus. lienee, therewere four 6116-55
memory chips necessary. Figure A.I0 shows the four memory chips (VO-V3) with two
bidirectiond tri-gate buffers (U4 and US) which isolae the PC and TM S address busses and
memory write Sgnd. Two other bidirectiond tri-state buffers (U6 and U7), which isolate the
data busses of the two processorsare also included in this figure,

1E B A Nl = v i
: Eﬂ%ﬁ "!lll!: Vi 3 IE é
: - ustiin p{RES
£ e ST T
o b

=i RIS " TR
5. B )

FIGURE AIO
MFMORY ELEMENTS

Decoding of the PC address buswas done usinga GAL20V8. A meaningful comment at this
stage would be that the DSP FSM card's chip count was reduced from 31 to 20 by the usc of
PLOtd The GAL (UB) generatesthe chip select pulses (SO-S3) for the four memory elements,
the contral signal to start the TMS (RSTMS) and two control signals (CCSO and CCIN for the
memory dan bus, The signal S4 decodes an address to laich the state of RSTMS high or low
via oneof the PC data bits, DO. Tlle PC memory mapping isas follows:
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CCOO:0000 « CCOO.07HF
CCOO:0800 « CCOO0:0FFTF
CDOO:0000 - CDOO.07HF
CDOO:0800 - CD00:0FTT

BRBLGB

"111e TMS reads the memory in the following fashion (TSO and TS1 ore the TMS chip selects):

TMS 8hits 8hita
FITY A e e e,

N 53
800
TFF SO 51

000 W
TS1

Figure A.11 shows the GAL used for the PC decoding (U8) together with U9, a bidirectional
tri-state buffer which isolate thePC and TMS chipsdects. The GAL programs can be found

in Appendix F.

PC.CLOCK 1O/CLK -t 43 B C38-
peA1S 11 - RSTMS- (H) 82- A3 B3 Co2-
PCATY 19 ae seaafy) %% A3 Bs =
PCA{S 14 ao e A N
PCA{E Is ad gg:t 43 BS
PCA14 g G3 82- (L 22 B
I O 3 .

12 :Ina g%) 80-{L) RsTMS-(L) Q
00 o ge 12"

c 112 vee

I13/08
FIGURE A}

PC ADDRESS Dp.coDiNO

The only pant of the design left todiscuss, is thedecoding and 1/O port design of the TMS,
Decoding inthe TMS sense; generating chip selects tosdect two or the four memory elements
which have toberend. A GAL was again used forthis purpose (UIO) and togenerate a pulse
(POE) for selecting the 1/0 ports. A bidireetional tri-state huffer was used (U1 J) to buffer The
TMS chip sdlects and memory write signals. ‘This IWO chips can be seen in figure A.12.
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Ingas lorel.I< e A{ Bl Bt
THSAHS 12 07 N.C. :g gg BWE
TMSAR 13 ca OOIR H? A4 B4 BWE
THSA? ia ga RITM8= (1) no- (L) AN B 180~ (L
THEAB 18 POE- (1) A8 Ba Y; L
THEAQ 16 as EN-él.) T81- (L) A7 07 TH1- (L
neat0 17 02 HE MR- ) A8 08 81~ (L
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WE= (L) 113/08

FICURE A2

MEMORY DRCODING FOR THE TMS 320C10

Figure A.13 shows the TMS 320CIO digital sgnd processor (U12) with four tri-state buffer
chips(U13 « U16) used to respectively buffer theTMS address bus and data bus from the PC
address and data busses.  Figure A.14 shows a 3-10-8 decoder, with address lines AO to A2as
inputs, to sdect the 1/0 port buffers (UJ8 and UI9). For more infonnation concerning the
TMS 320CIO digitd signal processor, please consult the TMS 320CI10 user's guide [46]. A
composed circuit diagram (figure AIS) for the TMS DSP board is presentedat the end of this
appendix, while a program written in Turbo C to transfer the precompiled TMS program
memory (rom the PC to the DSP card is presented in Appendix G.
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MGQURE AI3
TMS 320CIO DIGITAL SIGNAI. PROCESSOR

A.6.2) TIMRR CARD

Decoding of the ’C address bus was again accomplished with a OA1_ ntistime aGAL 16V8
was used Snce fewer input pins were necessary 140). The timer card desgn was relatively
smple; only 7 chips were needed (again the GAL mugt begiven credit for thesimplification).
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TMS 320CI0 I/OPoRTS

TlleGAL (US) generates two chip sdlect pulses(CSO and CSJ), respectively for the8254 PEC
(v7) and the 8255 PPJ (U6). Tllejumper JPI canbet settoposition 1 or 2, as indicated inthe
circuit diagram; by selecting pogtion 1, CSO and CSI will, respectively, decode 1/0 port
addresses 0,380 - 0,,383 and 0,384 « 0,,.387. With the jumper in pogtion 2, CSO and CSI
will, respectively, decode 1/0 port addresses 0,,390 « 0,393 and 0,,394 - 0,,397.

The control sgnd CCS is usad tocontral the hidirectiond data buffer Ul, while the other two
buffers (U2 and U3) are used to buffer the address bus and other control sgnds from the PC
bus. The PLL (U4) isused asfrequency multiplier as outlined in section A.S, with component
values as indicated in table A.2.

11lis desgn made it possible to decode modulation codes via the 8255 and to gencrate
frequency multiples of the given modem clock. Fgure A.16 shows the complete circuit
diagram of the timer card.

A.6.3) MoniLtE CODERS

111C mobile coders basically conssed of the Intd 8751 (V1) with b multiply by min circuit
(conggting of two 4018 frequency deviders, U2 and U3, and a 4046 PLL, U4), RS 232 « TTL
converter (US and a TTL . RS 232 converter (U6), The converter was necessary to
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interface the coders with the modems; the modems operated at RS 232 levels. Tlle diodes, 01
and D2, and the resistor, RI, function as a logicnl AND function. As already mentioned the
mobile encoder nnd decoder hnd the same circuit diagram, hence, figure A.l? shows the circuit

diagram for only one of the designs.
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APPENDIXB

PROGRAMSFORDSPFSMAND PC
DECODER

This appendix contains two sample program ligings, a program for the DSP finite-state
machine encoder, written in TMS assembler, and the other for the PC based decoder, written

inTurbo C. These programs realized arate R= 12 (d, ) = (I, 3) code.

Other programs written in a Smilar fashion are presented on a floppy disk at the back of this
thess  The filenames which contain these program lisings have the following legend: the
|letters before the file extension indicate the ), ) or (d, k, C) parameters. The file withan
ASM extenson indicate the TMS assembler encoder programs and the .C extension indicate
the PC decoder programs. For indance, a file with thename 1_3.ASM contains the program
ligting for the &/, &) = (1, 3) encoder, written inTMS assembler,
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. PROGRAM WRITTEN IN TMSASSEMNLER TO GENERATE A.

. RATE R =1/2. (¢, k) =0, 3)«
00000000000000000000000000000000000000000000000000000000000000000

IoT "W, k) =0. 3)’
OSTATE  EQU 0]
DCODEO  EQU 1
DCODEl  EQU 2
DDTA EQU 3
AORG >0
n BEGIN
AORG  >A

* INITIALIZING MEMORY ADDRESSES WITH CODE INFORMATION.

PSTATE DATA >0

PCODEO DATA >0

PCODEI DATA >1
AORG >100

* PROGRAM START.

nEGIN DINT
LACK PSTATE
TnLR DSTATE
LACK PCODEO
TBLR DCODEO
LACK PCODEt
TnLR DCODEI

EINT

GCODE IN DDTA.a
ZALS DSTAmM
XOR DCODEO
nz STATEO

nNZ STATEt
STATEO  ZALS DOTA
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XOR DCODEO
nz TRANO
nNZ STAYO
TRANO  OUT DCODEO{t
ouT DCODEO(t

LACK PCODEt
TfILR DSTATE

n GCODE
STAYO ouT DCODEO
ouT DCODEI t
n GCODE
STATH  ZALS DDTA
XOR DCODEO
nz STAY!
DNZ TRANt
STAY) ouT DCODEI t
ouT DCODEO(t
n GCODE
TRANt ouT DCODEOQ|
ouT DCODE/,0

LACK PCODEO
TBLR DSTATE
n GCODE
END

* TMS ASSEMBLER PROGRAM END -
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/*.O....................O................O....................O.t

” Program writtcn in TurboCto decode a
/™ rateR=1/2, W, k) =(1, 3) code

/‘.O........O...............................O........O........O.’

#include<stdio.h>
#include<stdlib.h>
#inclmlc<dosh>

mninO

int chitt =0, chit2 —0, ddtn =0;
intz=0, x;

clrscrf):

olltportb( Ox30f, 0:<89 ); /* initidize 8255 (1) .,
outportbl Ox30b, Ox9b ); /* initidize 8255 (J3) .,

outportb( Ox313, Ox16 ); /* initidize 8254 .,
outportb( Ox310, Ox02); /* devidc external elkby 2."

outportb( Ox30c, Ox01 ); /* port A of 8255 .,
putsy "Decoding MILLER code...." );

dissblef): /* disable intCITUpts'

while(z = 0)
(
if( (x =inportb( 0:<30c )) — 1)
(
outportb( 0x30d, ddta ): /* decodded ddla bit0l port N of J2 .,
cbitl = inportb( 0,,308); /* first coded bitlt port A of J3 .,
outportbl Ox30c, Ox02); /. initialize(or next ek .,
)

if( (inporth( 0:<30c)) = 2)
(
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chit2 = Inportbf Ox308); /* second coded bit at port A of AJ .,
ddta =cbit1 * chit2; /* decode received bits .,
outportbt OxJOc. OxOl ); /* initialize (or next elk .,

)
/* End o( decoding program .,
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APPENDIXC

PROGRAMSFORMOBILEEXPERIMENTS

Again, this appendix contains two sample program lidings: realizing arae R=1/2. (d, k) =
0,3) code for the mobilc flnhestate machine encoder and the 8751 based decoder, both
written in PLM/51.

Other programs written in a Smilar fashion are presenied on a floppy disk at the back of this
thess with filenames having the following legend: the first three leters indicate if the
program isused for encoding (ENe) or decoding (DEC). Tlle next letters indicate the (4, &) or
(d, k; C) code parameters. with file extenson .PLM. As an example consder the filename
ENCI_3.PLM; a {4, k) =0,3) encoder written inPLM/SJ.

Tlle programs are self explanaory with meaningful comments where necessary and will thus
not be further descritxed.  Thisprograms were used toobtain the results as outlined in chapter

9 and Appendix D.
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] (] )
Plllllllllllllll R R R RN R RN R RN RRERRRRRN] nnnni IIIlIII/
Program written in PLM/51 torealize a J
.’ rae R= 1/@.01. k) :(l 3) Cn'COC'iw' "

PIIIIIIIIIIIIIIII AR RERRRRERREN] fnppnpnEnnRnRRn; 1 [ ] IIIIIIIII’

sian: do;
$inc\udc(reghl. inc)

declare dee litemlly 'declare’;
0 0

/IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII [ AERRRRRERRRNN] /

dec plO bitot (90h) reg; /* Port address declerations ./
dee plt bitat (91h) reg;

dec pl2 bit at (9211) reg;

dec pl3 bitat (93h) reg;

dec pl4 bitat (94h) reg;

dec pIS bitat (95h) reg;

dee meon byte at (Oc6h) reg;

/¥ initidizing and declerntion of varidbles .,
dec (tmped0, tmped 1. pndta, code. estate) byte;
dee (tcmpbt. temp. cdbitO. cdhitl) bit;

dec dda (4) byte main;
dec ndate (4) byte moin;

daa0) —2;
dda(l) =0;
daa2) = 1;
dda3) =1:
nstae(0) —;
ngtatc(l) =0;
ndatc(2) =1;

ndac(d) =1:
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AR
temp—l;
cdhito —=0;
cdbltl =I;
ie=0h
peon =1L,
meon —Qil;
estate =0;
o 0 ] o 0

’IIIIIIIIIIIIII il ppppnEnRnnRRR pappnpnnEnRERRERERL 111 IIIIIIIIII’

do while temp = 1;
if pl | =1then /* loop waiting for n positive edged dock .,
do;
pl4 =cdhitO; /* reading firs deta bit .,
ternpbt —edbitO;
plO =0;
pl2=1;
end;

if pI3 =1 then
do;
pl4 =cdbitl; /* reading second data bit . ,

if IS =0then
pndta =0;

dse
pndta =1,

code —datn(cstntc + pndtn-2);
trnpcdO =1 nnd code;
if tmpcdO =0 then
cdbito =0;
dse
cdbitO —I;

code =shr(code. 1);
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tmped1 =1 nnd code;

if tmped =0 then
cdbitl =0;

dse
cdbitl =1;

edhitl —cdbitl xor tempht;
edbitO —cdbitO xor edhitl; # encodingdarn hits .,
edate —nstatel cstate + pndla2);
pl2 =0;
plO=1;
end;
end;

,‘..................................................................,

enddart;
/* end of encoding .,
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,.IIIIIIIIIIIIIIII AR RERRRRERRERREN] AR RN RN RRRRRRRRRRRRN] IIIIII/
/* Program writtcn in PLM/51 toredlize a W/
" 0 rille R=112. @, k) =0, 3) decoder
,.IIIIIIIIIII IIIIIIIIIIIIIIIIIIIIIIIIIIIII.- /

start: do:
$include(regs1.inc)

declare dec literally 'declare’;
0

,.IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII IIIIIIIIII/

[* decleration and initialization of variables ./
dec plO hit lit (90h) reg:
dec P11 bit lit (91h) reg:
dec p34 bit lit (01)411) reg;
dec p35 hit at (Ob5h) reg;
decp20 bitat (00011) reg;
decp2l bitat (Onlh) reg;

dec (temp, cdbittl, cdbitl, dta) bit;

temp —L1:
dta =0;
ie=0;

PIIIIIIIIIIIIIIIIIIIIIIIIIIIIII IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII/

do while temp —I: /* decoding loop .,

if p34 = then

do;
p21 —dtn;
cdbitl =p20: /* reading first channel bit .,
plO =0
pll =1

end;
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if p35 —1then
do;
cdbitO =p20: /* reading second channel bit .,

din —cdhilO xor cdhitl; , . decoded data hit .,
pll =0;
plo—l;

end,

end;

/*..................................................................

end sat;
,. End of decoding .,
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APPENDIXD

ERRORDISTRIBUTIONRESULTS

Tables depicting P(u, v), v =7, 15 and 31, together with graphs showing the burst distribution,
hurst interval distribution, cluser distribution and error freerun for the five modulation codes,
chosen for observation on mohile radio channds, in city and highway environments for both
modulation schemes nrc presented in this gppendix. A thorough description of these results
can be found in chapter 9.
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PROBABILITIES P, ¥): , k, C) =(0, 2,1): 4-ARY PSK N CITY

b oPGna) | RS | D
0 0.978391 0.986730 0.991035
| 0.00-4299 0.003010 0.002571
2 0.003-185 0.002-404 0.002256
3 0.002819 0.001930 0.001899
1 0.002276 0.001508 0.00133-1
5 0.001833 0.00128% 0.000672
¢ | (U0J7i | UL | 0.000203
7 O.UQIIRI U.Qaomur 0.00002()
8 0.11009.15 1.U00573 .
9 0.000756 0.U00.151
10 | 01100005 | 010182
Il | 01100181 | Of(1075
12 0.00038f, 0.000023
11| 0.000306 11.00((05
I | 0000238 | 00Q0UOO
15 0.000179 0.000000
16 0.000129
17 0.000088
18 0.000056
19 | enooora
20 0.000017
21 0.000008
22 0.000003
21 (.00(001
24 0.000000
25 0.000000 .
26 0.000000 .
27 0.000000 .
28 0.000000 .
29| SnsU .
30 3.9E-12 -
31 1.2E-1J .
TABLE D.1

1.2 T T T
!. ",""'""’/"‘:.S’.\’!"—""““""" — g 9 somah—o
; o.e / /'/T‘ : gt
j oe 5 . /
H : .’/
« 0"\ .,‘.
? ; .
L3 Yy
O 4t ~bbsm M ek
tOEOO  1.0€+01 1.0€:02  10£:03 10804 1.OE08
LENO™

ERROR DISTRIBUTION: (4, k, ) =(0. 2,1): 4-ARY PSK N CITY
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A — VT | —— - o T——— ——

! s Bl "% Bueat Intervel O Chater = Berer Free Pen

IGURE M
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PG, 31) | PGS My,

0.980616 0.987673 0.991519
0.003367 0.002560 0.002196
0.002840 00021()1 0.002027
0.002387 0.001727 0.001881
0.001999 0.001428 0.001419
0.001667 OJloI1203 0.000720
0.001385 0.001028 0.000208
0.001145 0.000856 0.000025
0.000943 0.000650 .

0.ooonJ 0.000421
0.000632 0.000221
0.000515 0.00Il0H9
0.000420 0.000026
0.0003-12 0.001005
0.11002n 0ll0I1000
15] 0.000219 0.0001100
16| 0.000167 .

17| 0.000120

B:Booo\]cnu:;wm_o

—
— e

TABLE D2
PROBABILITIES Pl, ¥: @, &, C) =0. 1.1): 4-ARY PSKINCITY

1.2 T T 1 1

0.2} +rhl ‘.; ./
T8 g,
[ b-—b-t‘“-t—tbz.—.&-huuu ot 3 Aa

1OE-00 108:01 10€£+02 LOE03 106104 \oe,ol
UNOTH

= Burst "% Burat iatervel O Cheter = Rrrer Proe Pwn

FIGURE 0.2
IZRROR DISTRIBUTION: (7, £, C) =(0. 1. J: 4-ARY pSK |NCITY
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poloPG3y | P8 | PG
0| 0978571 | 098707 | 0.991310
1| 0004303 | 0003216 | 0.002606
2 | 000321 | 0.002549 | 0.002127
3| 0002866 | 0.001%0 | 0.001793
4 | 0002320 | 0001544 | 0.001307
5 | 0001866 | 0001197 | 0.000652
6 | 0001492 | 0.00092 | 0.000181
7 | 0001185 | 0000718 | 0.000020
8 | 0.000935 | 0.000522 i
9 | 0000732 | 0.00032
10, 0.000569 | 0000173
| 0000438 | 0(00069
12| 0000315 | 0000020
13| 0000254 | 0.000004
11| 0000191 | 0.N0CO0O
15[ 0000111 | 0.000000
16| 0.000102 .
17| 0.000070
18| 0.000046
19| 0.000027
20| 0.000014
21| 0.000007
22| 0.000002
23| 0.000001
24| 0.000000
25 0.000000
26| 0.000000
27| 0.000000
28| 0.000000
29| 2BE{ |
30| 1.5E-12
31| 40E14

TABLE D3

PROBADBILITIES P(u, W): (d, k) = (1, 3);4-ARY PSK N CITY

1.2

1 oo 0

o8t

0.8

045

el o
02 T —ia.

h—b-b umla t%—.:;“‘

AANEASESS S4-wrel BE-abreien

0
IOE'(»% LOE+01 10£+:02
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R st JY TN
10€+03 1.OE+04 10808

LENQTH
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l ~0=Butal  ~®- Bursl Intervel 9" Cluster == Berer Pree Pun

FIOURR D.3
ERROR DISTRMMON: (, k) =(I, 3); #ARY PSK |NCITY
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PL 3 | PGS | P, 7)

0088063 | 0991542 | 0.002912
0000000 | 0.000M | 0001101
0000836 | 0.000743 | 0.001504
0.000M | 0000767 | 0.001849
0000722 | 0000872 | 0.001491
. 0001030 | O.000M9
0000625 | 0001118 | 0.000239
0000587 | 0001116 | 0.000032
00005(2 | 0000907 )

0000553 | 0.000600
0 0000563 | 0000316
1| 0000588 | 0000129
121 0000(16 | 0U0OIO

: 0.000008
[ 0.000606 0.00Il00I
151 0.000542 0.000000
16| 0.000445 .
17] 0.000330
41 0000221
191 0.000132
20| 0.000070
21| 0.000033
221 0.000013
23| 0.000004
24| 0.000001
25| 0.000000
26| 0.000000
27| 0.000000
28| 0.000000
29| 2.IEIO
301 J4EI
31| 45E13

ROO~NOWMRCWN—O (R
o
-~3

TABLE 0.4
PROOANJUTIES P(y, v): W, B) =0,7); 4ARY PSK IN CTTY

R
{, 1|- W v
! r g
] 0.8 :
: |
} os} -
x Yo .

0.4
i 0.2 : ;ﬂ '

»
ob—sanuld 3 Fivvvrai o 1. 2o DYV SOV St ¥
1LOEs00 10E:01 10E+02 1O€:03 10£:04 1.0£:08

LENGQIN

[ 0 Bersl =% Bueet Intetvel "¢ Cluoter  “=° Creer Proe Ren

MOURE D4
ERROR DISTRUL1110N: @, &) =0, 7); 4-ARY PSK [N em’
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r PG, 31) | P, 15 PG, 7)
0 0.991214 0.994681 0.996-439
| 0.001754 0.001202 0.000965
2 0.001418 0,00095-1 0.000856
3 0.001145 0.000756 €.000Mm
q 0.000922 0.000605 0.000575
5 0.000741 2 IOIHIM 0.000293
6 0.000594 0.001 | 0.000086
7 0.000-175 00011317 0.000010
8 0.000J79 0.000253
9 0.000302 0.00016-1
10| 0.0002-10 0.00(0X7
I 0.000191 0.00005 .
12| 0.000153 0.000010 -
13| 0.000122 0.000002 .
14| 0O.0000%H 0.0nooon .

151 UOCOO» 0000000 .
161 0.000058 . -
17| 0.000042

18| 0.000028 . -
191 0.000017 . -
20| 0.000009 . -
21 0.00000-1 . .
22| 0.000001 . -
23| 0.00€000 . .

24| 0.000000 . -
25| 0.000000 . .
26| 0.000000 . -
27| 0.000000 . -
28| 0.000000 . .

29 2.7E1J . -
30 1.6E-12 . .
31 4.8E-14 . -

TABLE D5
PROBABILITIES P(u, v): (d, k) = (2, 7): 4-ARY PSK INCITY
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I P, 31) P 15 PG, 7)

0 | 0915162 | 0944923 0.961818
I 0.013991 0.011210 0.009989
2 0.012019 | 0009.132 0.009181
3 | 0.010269 | 0.007759 0.008388
4 0.008725 0.0064190 0.006343
5| 0.007373 | 0.005495 0.003244
6 | 0.006194 0.00-1668 0.000926
7 | 0.005175 0.00388 0.000108
8 0.00-4300 o.o(12117 .

9 | 0.003554 OlloI 867

10| 0.002925 0000911

1| 0.002-100 0/100198

12| 0.001962 00110117

13| 0.001595 0.0()002]
11] 0.001281 0,000002
15| 0.001004 0.000000
16| 0.000756 .

17| 0.000537
Il 0.000353
191 0.000212
20| 0.000114
21 0.000054
22| 0.000022
23 0.000008
21| 0.000002 . .
25| 0.000000 . -
26| 0.000000 .

27 0.000000
28| 0.000000
29 2.3E-10
30 rasu . .
A 3.4E13 . -

TABLE 0.6
PROOADIUTmMS P(u, V): , £, C)=(0.2,1); 4-ARY PSK IN IUOHIWAY
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0 PG4 39) Py, 15) P, 7)

0.938364 0.955899 0.967065
0.007006 0.006750 0.007121
0.006472 0.006153 0.007547
0.005959 0.005601 0.00n96
0.005466 0.005144 0.006222
0.004993 0.004810 0.003213
0.004539 0.00.1512 0.000922
0.004105 0.00-1035 0.000110
0.003692 0.00.1209 .
0.003301 0.002133
0.002936 0.001128
0.002599 0.000-155
0.002288 0.000131
0.001997 0.000027
0.001711 000()003 .
15| 0.001420 0.000000 -
16| 0.001119 . .
17| 0.000821 . -

— N —
IBRRgO@NoN~wN—0

18| 0.000552

25| 0.000000 . .
26| 0.000000 . -
27| 0.000000 .

28| 0.000000 . -
29| 0.000000 . -
301 19E1l . -
31| S53E13

TABLE D.7
PROBABILITIES P(i, ¥): (d, k, €) —0. 1.1); 4-ARY PSK ON LI00IWAY

1.2
!
]
* 08
H
) 0.8
H
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UNOTH
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PROBABILITIES Py, W: @, k) =0. 3);4-ARY PSK ON LI0LIWAY

. P(p, 31) P, 19 PQs, 7)
0 0.976544 0.984694 0.989423
I 0.003891 0.003130 0.002816
2 0.003322 0.002626 0.002537
3 0.0021BO 0.002192 0.002313
4 0.002403 0.00182-1 0.001748
5 0.002033 0.001523 (1.000883
6 0.001714 0.001274 0.0002-18
7 0.001438 0.001039 0.000028
8 0.001200 0.000781 .
9 | 0000995 | 0.000505
10| 0.000820 uJliolizv
1 0.000670 0.00U106
12| 0.000543 0.)011031 .
13| 0.00043 | 0doooo(t -
14] 0.000345 000000 .
15| 0.000267 0.000000 .
16| 0.000199 . .
17| 0.000140 -
18| 0.000092
19 0.000055 -
20| 0.000029 -
21| 0.000014 -
22| 0.000005
23| 0.000002
24| 0.000000 .
25 0.000000 .
26| 0.000000 -
27| 0.000000 -
28| 0.000000 -
29| 5.4E-11 -
30( 3.0E-12 -
3l 7.9E-14 -
‘TABLE 0.8

1.2

1

o8} -

06}
o4\ -
02" 4+ S ,
b [T
0 - ‘.“ ke h “L‘L_"L‘In ) gy WAV bk Ab
IOEOO |IOE.O' 101'.02 L0E03 LO€ 04 LOE108
LINOH
D L e L L |
FIGURE 0.8
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PP d) | Pgns) P, 7

0 | 0960426 | 0974352 0.982347
I 0.00655J | 0.005254 0.00-1594
2 0.005614 0.00437:4 0.00-4165
3 0.0047119 0.003623 0.00H55
4 | 001067 | 0.03000 0.002972
5 0.003436 0.()82508 0.001550
6 | 0.002889 | 000211y 0.000457
7 0.002:115 0,001758 0.000056
8 0.002007 0noNo .

9 0.001658 0000116

10| 0.001361 0.000-18.3

1] 0001111 | 0.000201

12| 0.0009) CHO00H1

13| 0.000729 011110012

14 0.000584 0.000001
15| 0.000460 0.000000

16 | 0.000351
17| 0.000254
18 0.000171
19| 0.000106
20| 0.000058
21 | 0.000028
22| 0.000012
23 | 0.000004 -
24 [ 0.000001
25| 0.000000
26( 0.000000
27| 0.000000
28| 0.000000
29 1.7E-10 -
301 9.8E-12
3l 2.8E-13
TABLE D9

PROBABILITIES P(u, ¥: d, k) —(1, 7); 4-ARY PSK ON JIIOIIWAY

1.2  § —~T T T
Cyg rz.-“o-l—}

R 3 i
Il Y SRS
O —4.48 e, 1 Py o WV VTS W WYY
ICEDO |IOE'Ot IOE'OJ L0E:03 LOE 04 101-0e
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[ERROR DISTRIOIMON: (d, k) —(J, 7);4-ARY PSK ON I1J01IWAY



APPENDIX D [ERROR DISTRIBUTION RESULTS 1%

H PG, 3 P, 15) PGe, 7)
0 0.969705 0.979983 0.985489
| 0.004587 0.003551 0.003493
2 0.003960 0.003052 0.003503
3 0.003412 0.002663 0.003301
4 0.002933 0.0<12378 0.002485
5 0.002516 0.002157 0.001285
6 0.002155 0.001929 0.000389
7 0.001844 0.0<1(,24 0.000050
8 0.001579 0.001222 .

9 0.001356 0.000785
10| 0.001168 0.0rall J
Il 0.001010 0.000171
12| 0.000872 0.000053
13| 0.000745 0.000011
14| 0.000622 0.000001
IS| 0.00().199 0.000000
16 | 0.000379 .

171 0.000269

18 | 0.000175

19 | 0.000104

20 | 0.000055

21 | 0.000026

22 | 0.000011

23 | ©0.00000r

24 | 0.000001

25 | 0.000000

26 | 0.000000

27 | 0.000000

28 | 0.000000

29| 1.8E-10

30| 11EI1 . .
3l 3.4LE.13 . -

TABLE 0.10
PROBABILITIES P(u, ¥): (d. £) 2 7); 4-ARY PSK ON I11OnWAY

0.2 L S s /.». .

(1 S u“‘&_‘, ;J..L.Luu bl 34 A e
1.0t-00 1O€+01 1.0€«02 1.0€:03 1.0E+04 1.0€+04
LINOTH

PGS ¢ PRS Beow FEELE
o o
-~ L. -

R R S gt

FIGURE D.IO
FERROR DfSTRmtmoN: (d, k) =(2, 7); 4ARY PSK ON 1I11011IWAY



APPENDIX D ERROR DISTRIBUTION RESULTS 1%

PGL3D | PG 15) PG 7

0.992938 | 0.995526 0.996891
0.001335 | 0000970 0.000906
0.001096 | 0.000796 0.000824
0.000899 | 0.000661 0.000682
0.000736 | 0.000556 0.000+441
0.000601 0.000466 0.000196
0.000491 0.0003n 0.000052
0.000402 | 0.000282 0.000006
0.000328 | 0.000186 -
0.000269 | 0001l
0.000220 | 0000Q.17
0.000179 | 0.000017
0.0001-14 0000001
13| 0.000113 | 000000
14| 0000IR5 o.poo
0.000000

K;:B@OO\IGD'J”—‘WI\H—\O'

15 0.000061

16| 0.000041

17 0.000025

18] 0.00001-1

19| 0.1100007

20| 0.000003

21| 0.000001

221 0.000000

23| 0.000000 -

241 0.000000 -

25| 0.000000 -

26| 0.000000 -

27| 0.000000 -

28| 4.JE-11 - -

29 3.8E12 -

30| 2.2E-13 -

3l 6.m-15 -
TABLE 0.11

PROBABILITIES P(y, V): W, k €) =(0,2. 1); 8-ARY PK INCITY

-
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FIGURE 0.11
ERROR DISTRIDITIION: {/, k, C) =(0, 2. 1); 8-ARV PK IN CITY
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ERROR DISTRIBUTION RESULTS 1%

PGL3) | P19 | PG

0.982961 0.98900-4 0.992191
0.002833 0.002123 0.001988
0.002399 0.00171H 0.001936
0.002027 | 0.00ISJ 0.001764
0.001709 | 0.001312 0.001272
0.001437 | 0.001158 0.000632
0.001207 | 0.001008 0.000188
0.001012 | 0.000825 0.000024
0.000848 01100602 .
0.000712 | 0.000374
0| 0.0005% 01111011y
Il 0.000506 0.0110076
0.000-127 0.000023
0.000356 0/l00004
14| 0.000290 | 0.000000 .
15| 0.000227 0.000000 -

RO ONOMAWN—O

tard

16/ 0.000168

17| 0.000116

18] 0.((10071

191 0.0000.12

20| 0.000022 . .
21| 0.000010 - -
221 0.000004 . .
23] 0.00000!

24| 0.000000

25| 0.000000

26] 0.000000

27] 0.000000

28] 0.000000

29 6.3E-11

30| 4.1E-12

3l 1.38-13

TABLE 0.12

PROBARILITIES P, W: W, k,C)=(0, 1. 1): 8-ARY PK INCITY

t.2r B 4 Y
| A i ,,,,_l ._,,,_[ . .
t s &/
!
* oal - I
11
(X 1¢
o] v
I 0.4 . . . <..."
aal Y YRS, ...:_‘ -
(6] —rzl - b-Wﬁ.&Jum...:..‘P dmedud b A
1.0€+00 101I'O! 1.0€:02  10£:03 1.0E8+04 1.0€+08
LENGTH

I"‘l-ul o Bwel Iatsieel  "® Cluoter "‘Itmhnh]

INOURR n.12
ERROR DISTRIthmON: W, £, C) = (0, 1. 1): 8-ARY PSK |\ CITY
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P, 31) PG, 15) PG, D

0 | 0986278 | 0989747 | 0.991739
| | 00OLI76 | 0001221 | 0.001755
2 | 0001262 | 0001184 | 0.002147
3| 0001158 | 0.001224 | 0.002059
4 | 0001063 | 000118 | 0.001417
5 | 000098 | 0001381 | 0.000662
6 | 0000909 | 0001315 | 0.000191
7 | 0000854 | 0001088 | 0.000026
8 | 0.000817 | 0000761 :
9 | 0000795 | 0.00041
10| 00009 | 0.000208
1| 0000755 | 0000078
12| 0.000708 | 0000022
13| 0.000632 | 00000),
14| 0.000527 | 0000000
15| 0000107 | 0000000
16| 0.000289 i
17| 0.000187
18| 0.000110
19| 0.000058
20| 0.000027
21| 0000011
2| 0.000004
23| 0.000001
24| 0.000000
25| 0.000000
26| 0.000000
27| 0.000000
28| 0.000000
29| 5.4E-11
30| J6E12
31| 1.2E13
TABLE D.13

PROBABILITIES P(u, ¥): (d, £) =(1,3); 8-ARY PSK |\ CITY

os} / .

vepf ' :

BCeadres StcasfEEES

04 \

0 ._.»..:2 irgroor B =3 X g
1.0€:00 1.08:02 10£:03 1.0€:04 10I'0l
LENGTH
['.'..... III||||" e ""Cwoter == Rever Froe R

MOURE NU
[ERROR DISTRIBUTION: {, k) = (1,3); 8-ARY PSK INCITY
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PG, 3l | P, 15 PGL 7

#
0 0.983961 0.989326 0.992205
1 0.002453 | 0JOB9O 0.001956
2 0.002108 | 0.0016-42 0.001955
3 0.001809 | 0.001456 0.001783
4 0.001550 | 0.001318 0.001276
B] 0.001124 0.001196 0.00062.1
6 0.001138 | 0.001050 0.000177
7 0.000978 | 0.000852 0.040021
8 0.000843 01100611 .
9 0.000731 0.000372
10 0.000184

0.000635

a | 00052 | 0000072
121 0.000474 | 0000021
13| 0.000399 | 0.000004
11| 0000124 | 000000
15| 0000250 | 0.000000

161 0.000181

171 0.000122

181 0.000075

191 0.0000:12 . .
20| 0.000021 . -
21 | 0.000009 . .
22| 0.000003 -
23] 0.000001

24| 0.000000

251 0.000000 -
26 | 0.000000

27] 0.000000 -
28 | 0.000000

29| J.9E-1l

30| 23E.12

31 6.7E-14 -

TABLE D14

PROBARILITIES P2, ¥): Wd, ) =(1.7): B-ARY PSK IN CTTY

" / / ' »
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°u‘ coT ' ‘{
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o2} - o i’

»
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MGOURR D4
F.RROR DISTRmunoN: , ¥) =(1,7); 8-ARY PSK IN Crry
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I P@,3) | P, b) P, 7)

0 0.985207 | 0.990691 0,993495
I 0.002715 0.009:43 0.001751
2 0.002243 0.001589 0.001674
J 0.001850 0.001315 0.001468
4 0.001523 0.001116 0.000997
5 0.001251 0.000965 0.000-164
6 0.001027 00101121 0.000130
7 0.0008-1 0.000648 0.000016
) ;
10
I
12
13

00006119 | 0000151
0.000566 | 0.00026-4
0000467 | 0.(102)
0000387 | 0.000047
0000320 | 0000013
0.000262 | 0.000002
14| 0000208 | 0000000
15| 0.000158 | 0.000000
16| 0000113 .
17| 0000074
18| 0.000045
19| 0.000024
20| 0.000012
21| 0.000005
22| 0.000002
23| 0.000000
24| 0.000000
25|  0.000000
26| 0.000000
27| 0.000000
28| 2.2t10
29| 21E-y
30| 13E12
3| 40814

TABLE DIS
PRoNADILMES Pu, ¥: d, k) = (2. 7); 8-ARY psK N CTTY

1.27 T | T T - T T
g 1[- o ,J»aa cansh—o
Yool 7
]
) 0.6 :
| \[
o D4} /
0.2-
O—t‘: _ab N SETTTR 15 Y G S UEPV R
1,01.00 t,O£0t 10802 LOE«0) 1.0€+04 LOE+O4 10808
LENOTH

s sy o . AW

["“ Burat - Buret Intarrel % Choater === Qrrer Fioe e

IMaURR 0.15
[ERROR DISTRIBUTION: (d, k) = (21 7); 8-ARV PSK IN CITY
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I P, 31) P, 15) PG, D
0 | 0.970107 | 0910111 0.985551
| 0.00.1568 | 0.00J516 0.003571
2 | 0003925 | 0.00J079 0.003572
3 | 0.003369 | 0.002709 0.003340
4 | 00021191 | 0.002422 0.002425
5 | 0002480 | 0100211 0.001173
6 | 0102129 | 0.0019J2 0.000325
7 | 0OOHUO | 01101595 0.0)00311
| 0.00l9N | 0.00t164 .
9 | o0.000362 | 0.000714 .
| OUKINZH | 0.000)54 .
1| o0.000K | 0000135 .
12| 0.000873 | 0111110K .
13| 0000735 | nMoli1l7 )
14| 0.000601 0110001l )
15| 0000469 | 0.000000 .
16 | 0,000115 .
17| 0.000215 .
18| 0.000116 .
19 | 0.0000k2 -
20| 0.0000-11 .
21| 0000018 .
22| 0.000007 -
23 | 0.000002 .
24| 0.000000 .
25 | 0.000000 -
26| 0.000000 .
27| 0.000000 -
28| 0.000000
29| 6.1E-11
0| 3.5E-12
31| 9.5E-14

TABLE D.I6

PROBABILITIES P(y, V): {d, k, ©) —0,2,1); 8-ARY PSK ON HIGHWAY

1.2r T T T T 1
1 = §-000 *>-o /.,O: b
08t . ’
0.6
e 04 /
’
]
§ 0.2 P
(6] ’ BN VR At
N EUTYTTe LOVRUNRTITINGS 5 3 T SISy [y

10EQ0  10€+0 1.0€+02

I"Mu o= Duret Interesl  “® Cluster = Errer Froe P

LENOTH

106:03 10804 1.0€104

RGURE 0.16
ERROR DJSTRIOuUNON: (, k, C) 0. 2, 1): 8-ARY PSK ON 11100rwAY
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I PGLIY | PGS Pla, 7)

0 | 0983124 | 0988375 | 0.991093

I | 0001955 | 0.001648 | 0.001788

2 | 0001765 | 0.001482 | 0.002068

3 | 0001589 | 0001365 | 0.002153

1 | 0001428 | 0001312 | 0.001685

5 | 0001280 | 0001307 | 0.000889

6 | 0001146 | 0.001286 | 0.000281

7 | 0001024 | 0.001167 | 0.0000-10

8 | 0000017 | 0.000922 :

9 | 0.000826 | 0000610

10| 0000751 | 0000327

Il | 0.000690 | 00008

12 | 0.000638 | 0000041

13| 0.000585 | 0000010

11 | 0.000522 | 0000001

15| 0000"15 | 0.000000

16 | 0.000355 .

17 | 0.000262

18 | 0.000176

19 | 0.000107

20| 0.000058

21 | 0.000028

22| 0.000012

23| 0.000004

24| 0000001

25 | 0.000000

26| 0.000000

27| 0.000000

28 | 0.000000

29 | 0.000000

30| 1.8E-11 . .

3| 6.1E13 . -
TABLE OJ7

PROBABILITIES P(u, V): (d, k, C) 0,1, 1); 8-ARY PSK ON 11100rwAY

o4t\ - -
M
K :
ob—i-sbbsud ot 5 T S s

102+00 10E+0% L0102 L0803 1O€:04 106408
LENGTH

oo o S B e

V- Butet  ~% Burel lantvel 9 Ciwster ==~ Rerer Froo P

; V.
|

MGURE D7
ERROR DISTRIOtMON: (Z, &, C) =0, 1, 1); 8-ARY PSK ON HIQHWAY
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I PGn3) | P 15 PG, 7N

0977821 0,983054 0.986012
0.002012 | 0.001769 0.002791
0.001856 | 0.001759 0.003612
0.001712 | 0,001901 0.003562
0.001581 0.002155 0.002480
0.001-167 0.002357 0.001161
0.00LI76 0.002311 0.000334
0.00L116 0.001946 0.000045
0.001294 | 0,001374 .

0.001303 | 0.000800
10| 0.001326 | 0,000378
11| OOOLI33 0,000141
12| 0.001290 | 0.000040
13| 0.001178 | 0,000008
4] O(0I00I 0.000001
15| 0.00071B 0,000000

CoON=JOITE=WN—O0O

16| 0,000560

171 0.000364

18| 0.000214

19| 0,000113

20 0.000054

21 | 0.000023

22| 0,000008

23| 0.000002

24 | 0.000000 . -
25| 0.000000 . -
26| 0.000000 . -
27| 0.000000 . .
28| 0.000000 -
29, 97E11 -
30| 6.4E.12 -
3 2.1E-1J -

TABLE D.I8

PROBABILITIES P(u, ¥): (d, k) —(J. 3); 8-ARY PSK ONJIIOIIWAY

e s T | |
Loy 9000 =j$W"" ;g:’ :

[Ny YT

R le g 1]
o
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32 4310, BTN

ob~bbd
IOEOO 10£+01 10€:02 10€:03 10€+04 1LO€:08 L0604
LENQTH
l"'luul ~5- gurat Intetvel  “®-Ciuster === Berer Froe Pun
MOURE D.18

ERROR DISTRIBUTION: (/, k) =(1, 3); 8-ARY PSK ON 11I00IWAY
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PP 3y | PG ) Py, D

0 | 0984101 | 0980727 | 0.992664

| | 0002601 | 0001942 | 0.00rMN

2 | 0002208 | 0001633 | 0.001809

3 | OO00H70 | 0001391 | 0.001670

4 | 0001581 | 01100216 | 0.001212

5 0.001331 0.001086 0.000609

6 | 0001123 | 00(095 |.0.000186

7 | 000914 | 0000795 | 0.000(25

8 | 0.000794 | 0.000585 .

9 | 0.000669 | 0000367

10| 0.000566 | 0.000189

11| 0.000482 | 0,0000N

2| 0000410 | 0000023

u 0.0003-16 0.00000S .

14| 0000286 | 0.000000 -

15| 0000227 | 0000000 .

16| 0000170 .

17| 0000118

18| 0000076 . :

19| 0.0000-44 . -

20| 0000023 . .

21| 0000011 -

22| 0000001 -

23| 0.000001 : .

21| 0.000000

25| 0.000000

26| 0.000000

27| 0.000000

28| 0.000000

29| 8.5EI : -

30| 5.7E12 . -

31| 19E13 : -
TABLE 0.19

PROBABILITIES PC/IJ. v): , k) —(1, 7): 8-ARY PSK ON JllonWAY

T | X T T ]
. »-voowﬁ-:;tntﬁ——o—oom-——o—:z
T |~
v ,
»
/'
it
. )’
- . l., ‘ ‘
B L Tl T YN - )
0 ;_(::;wh5.‘M.__L.LALO;|u e A X ¥ i
10E+00 1.0E+01 1.06:02 1.0€+03 1.0€+04 10£:08
LENGTH

[ 1 Bueet -8 Burst Inlervel P Clutter ~os Qerer Free MW

[TGURE D19
ERROR DISTRIIItMON: (/, k) —J, 7); 8-ARY PSK ON JIOIIWAY
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ERROR DISTRIDU110N RESULTS 204

" P, 31) Py, 15) P, 7
0 0.971552 0.9822n 0.98n87
| 0.005319 0.001786 0.003292
2 0.00-1379 0,003070 0.003066
3 0.003598 0,002507 0.002704
4 0.002949 0.002086 0.001901
5 0,002-113 0,00 0.000931
6 0.001969 0,001497 0.0002n
7 0.001604 0,001199 0.000037
8 0.001J05 0.000860 .

9 0.001061 0.000527 .

10| 0.000865 0,000266 .

1 0,0¢0707 0ll00I06 -

12| 0.000579 0,000032 .

13 0.000471 0,C100007 .

14 0,0003n 1,000000 .

15| 0.000291 0,000000 -

16| 0,000213 . -
17| 0.0001-16 -

18| 0,000092 -

19( 0.000053 -
20| 0,000027 .

2 0,000012 .

22| 0.000005 -

23 0,000001 .

24 0.000000 .

25| 0.000000 -

26/ 0.000000

27| 0.000000 -

28| 0.000000

29 B.SE-lI

30| S.76-12

3l 1.8E-13

TABLE D.20

PROBABILITIES P, v): U. £) (3. 7); 8-ARY PSK ON lJlonWAY

[ et gt

b~ & sovon
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FIGURE D.20

ERROR DISTRIBUTION: (/, k) =(I. 7); 8-ARY PSK ON 1II0lWAY
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u Py, 31) P, 15) Py, 7)
0 | 0989084 | 0991628 | 0.992985
1 | 0000894 | 0000768 | 0.001080
2 | 0000831 0000735 | 0.001574
3 | 0.000n2 0000756 | '0.001840
4 | 0000717 | 0000858 | 0.001485
5 | 0000666 | 0001016 | 0.000NO
6 | 0000620 | 0001138 | 0.000231
7 | 0000582 | 0001111 | 0.000030
8 | 0000555 | 0.000904 -

9 | 0000545 | 0000596 -
10 | 0000554 | 0000312 -
11 | 0000579 | 0000126 -
12 | 0000608 | 0.000038 -
13 | 0.000621 0.000008 -
14 | 0.000601 0.000001 -
15 | 0000540 | (0.000000 -
16 | 0.000443 : -
17 | 0.000329 -
18 | 0000219 -
19 [ 0.000130 -
20 | 0.000068 -
21 | 0.000032 -
22 | 0000013 -
23 | 0.000004 -
24 | 0.000001 -
25 | 0.000000 -
26 | 0.000000 -
27 | 0.000000 -
28 | 0.000000 -
29 | 18E1Q -
30| Iis-n -
31| 34E]3 -
TABLE 021

PROBABILITIES P(u, v): PN-SEQUENCE; 4ARY PSK IN CITY
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ERROR DISTRIBUTION RESULTS 206

po | P(,31) Py, 15) Py, 7)
0 | 0965627 | 097362 = 0.977853
1 | 0002699 | 000233 | 0.003186
2 | 0002520 & 0002231 | 0.004688
3 | 0002351 | 0002264 | 0.005728
4 | 0002193 | 0002530 | ,0.004888
5 | 0002045 | 0003008 & 0.002683
6 | 0001910 | 0003461 | 0.000852
7 | 0001793 | 0003532 | 0.000119
8 | 0001704 | 0003027 -

9 | 0001658 | 0002111

10 | 0001666 | 0001169 -
11| 0001730 | 0000501 -
12 | 0001825 | 0000160 -
13| 000194 | 0000035 -
14 | 0001907 | 0.00005 -
15| 0001787 | 0.00000 -
16 | 0001540 : -
17 | 0001205 -
18 | 0000849 -
19 | 0000534 -
20 | 0000298 -
21 | 0000147 -
22 | 0000063 -
23 | 0000023 -
24 | 0000007 -
25 | 0.000002 -
26 | 0.000000 -
27 | 0000000 -
28 | 0.000000 -
29 | 0.000000 -

30 | 8.2El -
31 | 27E12 -

TABLED.22

PROBABILITIES P(y, v): PN-SEQUENCE; 4-ARY PSK ON 1lIOIIWAY
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u | Pl 3 Py, 15) P, 7)
0 | 0990060 = 0992573 | 0.993958
1 | 0000998 = 0000852 | 0.001255
2 | 0000910 | 0000826 | 0.001584
3 | 0000830 | 0000867 | 0.001533
4 | 0000757 | 0000956 | 0.001044
5 | 0000693 | 0001023 | 0.000474
6 | 0000640 | 0000985 | 0.000131
7 | 0000601 | 0000814 | 0.000017
8 | 0000578 | 0000562 -

9 | 0000570 | 0000319 -
10| 0000569 | 0000147 -
11| 0000561 | 0000053 -
12| 0000533 | 0000014 -
13| 0000479 | 0.000002 -
14 | 0000400 | 0.000000 -
15| 0000307 | 0.000000 -
16 | 0000216 : -
17 | 0.000137 -
18 | 0000079 -
19 | 0000041 -
20 | 0.000019 -
21 | 0.000007 -
22 | 0000002 -
23 | 0.000000 -
24 | 0000000 -
25 | 0.000000 -
26 | 0.000000 -
27 | 0000000 -
28 | 0.000000 -
29 | 24E11 -
30 | J5E12 -
31 | 47E14 -
TABLE D.2)

PROBABILITIES P(4, v): PN-SEQUENCE; 8-ARY PSK IN CITY



APPENDIX D ERROR DISTRIDU'JION RESULTS 208

Py, 31) P(u 15) P(u, 7)

0.974153 0.980280 0.983730
0.002357 0.002068 0.003243
0.002174 0.002050 0.004207
0.002005 0.002210 0.004150
0.001851 0.002505 0.002884
0.001715 0.002742 0.001346
0.001606 0.002691 0.000385
0.001534 0.002266 0.000052
0.001504 0.001597
0.001513 0.000927
0.001539 0.000437
0.001547 0.000163
0.001498 0.000046
0.001369 0.000009
0.001163 0.000001
0.000909 0.000000

vo~NobhwNhRO | R

NRPERRR—RRRPRRP R
QOO ~NOWNPAWNEFO

0.000650 -
0.000422 -
0.000248 -
0.000131 -
0.000062 -
21 [ 0.000026 -
22 | 0.000009 -
23 [ 0.000003 -
24 | 0.000000 -
25 [ 0.000000 -
26 | 0.000000 -
27 | 0.000000 -
28 | 0.000000 -
29 [.IE- IO =
30| 70E12 -
31| 23E13 -
TABLE D.24

PRODANU.MES P(y, v): PN-SEQUENCE; 8-ARY PSK ON HIOHWAY
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APPENDIXE

PROGRAM FORMEALY TO MOORE
MACHINE CONVERSION AND
FSMMINIMIZATION

This gppendix contains a program listing written in Turbo C.  The program can convert (rom
Medy to Moore machine nnd minimize agiven finite-state machine nil machines cmn be
saved and recalled from disk with user definable filenames.

The program is based on the matrix representation of finite-state machines, discussed in
chapter 3nnd chapter 5. By entering thc Ennd I' matrices for a given machine, thenecessary
operaions can be performed by the program. Tiic program is also avalable on a noppy disk
at the back of thisthesis, with filename FSM.C.
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#incllldc<conio.h>
#inc\ude<gdio.h>
#Hinc\ude<dir.h>
#inc\udc<dos.h>
#inc\llde<gring.h>
#inc\llde<math.h>

#define  TLC
#define TRC
#define DLC
#define DRC
#define ILNE
#define VLNE
#define RCNTR
#define LCNTR
#define TCNTR
#define CNTR
#define DCNTR

\xC9'
\xBD'
\xC8'
\xBC'
\xCD'
\xBA'
\xB9'
\xCC'
\xCB'
\xCL'
\xCA'

I*Dcfinc characters for window.'

char (*dementq6]) = {"Create’, "Mealy to Moore’, "Moore to Medy", "Reduction”,

"Load", "Save');

char ch=n’;
intcur_row, K;

void reversevideofvoid):

void nvideolvoid):

void drawbordcr(int tIx, int tly, int brx, intbry,

int lyentr, int Ixcntr):

void up_arrow(void);
void down_arrow(void);

void arrow(void);

void filecnms(chnr pathname(81));
void cwindow(int nstate, int k);

void cmdrix(int nstate, double alpha, int outputd;

void createflnt tx, int ty, inl by):

void mealytvoid):
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void moorefvold):

void reductiontvold):

void loadfint tx, int ty, int by);

void savelvold):

void quitfint tx, int ty, inthy);

void selectfint tx, int ty, int by);

void twindow(int amnt, int tx, int ty, int by);

,‘..................................................................t

void reversevideofvold)

textattr(ILACK + (WIHTTE«4»;

F..................................................................,

void nvideotvoid)

textattr(WIITE + (DLACK «4»;

/*..................................................................,

void drawborderfint tlx, int tly, int brx, int bry,
int lyentr, int Ixcntr)

(
int i

fori =tIx + 1; i <=brxe1 i++)

gotoxyfi, tly):

pUIch(IILNE):
gotoxyfi, bry):
putch(IILNE);

(ori =tly + 1; i <=bry-1 i++)
(
gotoxyltlx, 1):
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putch(VLNE);
gotoxytbrx, i);
plitch(VLNE);

gotoxyltlx, tly);
plitch(TLC);
gotoxyfhrx, tly);
plltch(TRC);
gotoxyulx, bry):
plitch(nLC);
gotoxyfbrx, bry):
plitch(nRC);

if(Jycnlr != 0)
(
for(i —tIx + 1; i <= brx- I; i++)
(
gotoxyfi, lycntr):
putch(JILNE);

gotoxyttlx, lycntr):
putch(LCNTR);
gotoxyfbrx, lycntr):
pUICh(RCNTR);

if(Ixentr 1= 0)
(
for(—tly + 1:i<=bry « 1: i++)
(
gotoxytlxcentr, i);
putch(VLNE);

gOloxy(Jxcntr. tly);
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putch(TCNTR):

gotoxytlxentr, lycntr):

plitch(CNTR):

gotoxytlxcntr, bry):

plitch(DCNTR):

,‘IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII IIIIIIIIIIIIIIIII,

void up_nrrow(void)

(

cur_row = whcrecyO:

switchlcur_row)

Caxe 1:

cae 2 :
cae 3:
x4 .
cae5:

nvidcoO:

gotoxytl, cur_row);
cputdelcmentdcurrow-Ill;
cur_row —6:
reversevideof):

gotoxytl, cur_row);
cpntsfclcmentd cur.row-I1):
bresk;

nvidcoO:

gOloxy(t. cur_row);
cpntsfelementdeur_row- J));
reversevideofl:

cur_row--;

gotoxy(t. cur_row);
cputsfclememd cur.row-1 ));
brenk;
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/‘..................................................................t

void down arrowfvold)

switchfcur_row =—whcrcyO>
(

CpUls(clemenlg curdow.l));

cpulg(clemenigcur_row.t));

case 6 : nvidcoO;
gotoxyf}, cur.row):
cur_row —1;
reverscvideof):
gotoxyfl, cur_row);
break;

case 1:

case 2 :

case 3:

case 4 :

case 5 : nvideof):

gotoxytl , cur_row);
cputsfelcmentd cur.jow-| ));

reversevideof):
cur_row++;

gotoxytt, cur_row);
cputsfelernentd currow-1 ));

break;

/‘..................................................................t

void arrowfvoid)

switch(ch = getchf))
(

case PO :
break;

down_nrrowQ;
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case IH' . up_nrrowO:
break;

/*..................................................................,

void filenmstchar pathnameldl])
(

int count =3, col =1;
gruct ffblk filcinfo;

window(31, 9, 74, 18);

gotoxy(l8, 1);

printf("%s\\s. MClI ", pathname):
if(findfirst("*.mch", &fileinfo, 0) 1= 0)

gotoxyfl , 2):

cputs("No file's foundll!"):
dse

gotoxytl , 2);

printf("%s", fileinfo.ff_name);

while(findnext(&fileinfo) — 0)

gotoxyfcol, count);
printf("%s\n", fileinfo.fCnnmc);

count++;

if«ccount = 1J) && (col = 14))

brenk;
if(count == 1J)
(

count =2;

col —14:
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|

(

R R RN R R R R R R R R R R R R R R R R R R R R RN RRRRRRRRE] t

oid loadlint tx, int ty, intby)

char pathnlime[81 1, thliffcr;
int toufsize:
gruet ffblk fileinfo;

if(gctewd(pllthnnmc, 80) == NULL)
perrorf'Error establishing directory!!!!");
dse

thutsize —=2.(22+7+0.02 -7+ 1);
if((touffer = (char *) mallocttbufsize) == NULL)

cputs("Error dlocaing buffer!!!!™);
ex|tfl);

if('gettext(7. 7,22, 12, tbufferr)

(
cputs("Error saving text!!1"):
exitfl);
)
drawborderf 1, 1, 15,3,0, 0);
gotoxy(2, 2);

printf("%s"ee MCII", pathname):

whilc«ch —getch(» = 1B")

(
switchlch)

cae \': filenmdpathname);
bresk;
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windowltx, ty, (1x +15), by);
if(lputtext(7, 7, 22, 12, thuffcr))
cputsf'Error regtoring text!!!! "):
gotoxytl , 5);

JROERROO0EOIOIIOKKORKIORR ORI OO0 IORIIOROR 0K K ROCOR Ok ok ok,

void ewindowfint nstate, int k]

int m, n:
int foufsize] 16];
char .fbuffcr[16];

foufsizak] —2.«nstnte +3) - 3).«nstate + 3) « 2);
if«fbllffer[k] = (char *) mallocffbufsizejkl)) == NULL)

(
cputs("Error dlocating buffcr!!™);
exit(t);
)
if('gettext(4, 3. (nstate +3), (nstate + 3), fhllffcr{k)))
(
cputs("Error saving textlll"):
cxit(t):
)
window(4. 3. (nstate + 3), (nstate + 2»;
clrsrO;

window(4. 3. (nstate +3), (nsmte + 3»;
for(m =1: m <= nstate: m+t)

for(n = 1: n <= ndate: nt+)

gotoxytn, m):
putch(OxOF);
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/*..................................................................t

void earrowfvold)
char p,

switch( P —getch())
(

casee 'B' : clrserf):

/* |
void ematrix(int nstate, double alpha, int outputs)
(

inti,j;

char 8_e)em|[t6][80][25];

for( —1; i <= nstate; i++)
gotoxyt}, i + 2);
printf("o/od". O;
drnwbordcr<], 2. (nstate +4), (nstate + 3),0,0);
window(4, 3, (nstate + 3),Indate + 3));
for(j =1; ] <= nstate; j++)
(

for0O = 1: i <= ndae iff)

gotoxyfi, j);
putch(OxOF);
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(or(k =0; k <= ((int) dpha - 1); k++)
| for0 = 0;] <= 79; j++)

(IorO 20; i <= 24; i++)

( o_clem[klij)[i] ='0;

k=0;
while(k < (int) alpha)
{
forO = I: ] <= ndate j++)
(
for(i —1; i <= ndae i++)

whilc(!(a_clem[kJi-lij-t] >='0) I '(o_clem[K][i-lO-1] <="1')

gotoxyfi, j);
a_clem[k](i-JU-1] —getchef):

switch(a_clemk)[i- JU-}])

(
case 0x1B k++;
ewindowfnstate, k);
i =,
break;
case \x0': earrowf):

break;
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k++:

ewlndowtnstate, k):

/ t
void createfint tx, int ty, int by)
(

int i, sbufsize, thufsize, ndate, tntcdzl =(0,0), outputs:

double alpha, inputs:

char .sbuffer, .tbuffcr, chs

shufsize =2.(75 - 5+1).09 - 5 + O:
tbefsize —=2.(20 - 6 +1).05- 12 +0:
if«shllffer —(char .) malloctsbufdzel) == NULL)
(

cputst'Error dlocating bufferllll"):

exit0);

if(tbllffer = (char .) mdlocltbufszel) = NULL)
(

cpllts("Error dlocating buffer!!!!™):

exittl):

if(lgettext (5, 5, 75, 19, sbuffcr) i
Igcttext(6. 12. 20, 15, tbuffcr»

cputs(“Error saving textllll"):
exit(l);

window(6, 12.29. 14};
drsrO:
drnwborderO. 1, 23, 3,0,0):



APPENDIX E MERALY TOMOORE AND FSM MINIMIZATION 221

ch=14;
whllekh = ')
{
ndate —inputs = outputs = O;
gotoxy(2.2):
cputs” H):
gotoxy(2. 2):

eputs("llow mnny states? H):

whilc(I(nstnte> 0) IlI(ndtate < 23))

{
gotoxy(19.2);
for(i = 0: i <=1, i+4)
{
chs —gcteheO:
if(!(ehs>=0,30) " !(chs < 0,(40))
gotoxy(19,2):
else
statedi] —(int) chs - 48;
}
nstate = 10* satcq0) + statesltl:
}
delay (100):
gotoxy(2. 2):
cputy(” H)
gotoxy(2. 2):

cputs("Input symbols? H),

whilc(I(inputs > 0) Il H{inputs < 9))
{
chs = gctehcO:
if (1(chs > 0,(30) Il Hchs < 0,(40))
gotoxy(t7,2);
inputs —(int) chse 48;
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delay(1(0):

gotoxy (2, 2);

cputs(”

gotoxy (2, 2);
cputs("Output symbols? *);

while(! (outputs >0) | Houtputs < 9))
(

chs = getchef):

if(1(chs > 0x30) Il Hchs < 0x40))

gotoxy(18, 2);
outputs = (int) chs- 48;
)
dclay(J00);

goloxy (2, 2);
cputs("Enter to continue.");
eh =getchf):

elrser();

puttext(6, J2, 20. J5, thuffer):

alpha —pow(2.0. inputs);

window(J' I, BO. 25);

clrser();

peint((*You have to enter Bid E and Be malrices”, (int)alpha, 0x[2);
ematrix(nstate, alpha, outpuls);

window(ix ty, (tx + 15), by);

gotoxy(J, J);

o ““/

’IIIIIIIIIIIII O R R R R R R RN R R R R R R R R R R R R R R R R R R RN R RRRRRRRERN]
\'aidquit(int x, int 1y. inthy)
(
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windowO. 1.79.25);
gotoxy(22. 25):
nvideoO:
CpUIS("Surc you want 10 exil[N]? H);
ch =lolower(gctch());
ifch =='y")
clrser():
dse

gotoxy(22. 25);

creolf):

windowttx, ty, (tx +15), by);
gotoxytt, cur.jow):

/*. 0000000000000000000000000000 *.................................OOO,

void sdlectflnt tx, int ty, int by)
(
nvideoO;
switchfcur_row —whercyO)
(
Cae 1 : createttx, ty, by);
break;
caxe 2 : mealyf):
bresk;
cae 3. moorcO;
break;
cae 4 : reductionf):
break;
case 5 : loadftx, ly, by);
brenk;
cae 6 : save();
break;
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’IIIIIIIIII 11 ppnpnEREEREREREEREROEROEONERNRERER ® RHRD RRERENRRRONRONONOND I/
void twindow(int arnnt, inttx, int ty, int by)
(

int i, butsize, oty;

char .bllffcr;

oty =ty;
bulsze =2.(by - ty + O.((Ix + 15) - tx + J);
if(buffcr —(char .) maJloc(bufsizc» == NULL)
(

cputsf'Error dlocating buffer!!!["):

exittl):

nvideoO:

forf = L, i <=arnnt; i++, oly++)
{

gotoxyttx, oty);
cputsfelernentdi-1]);

highvidedl);
gOloxy(16,7);
cputs("Menu);

gOIOXY(0, 7);
cRIty"Window");
normvidcoQ;

windowux, ty, (tx + 15), by);

if('gctCXI(tx, ty, (tx + 15), by, buffer»
(
cputs("Error saving textllll"):
exitll]:
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reversevideo();
cputdelcmentdul):
whilech !1="y")
(
ch—getcht):
switchfch)
case \x0' : DITOWO; f¥Check for arrow keys.'
bregk:
case \r' s select (tx, ty, by); /*Check for Enter key.'
hreak;
case "\x 11" : quitltx, ty, by);
bresk;

/*IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII IIII,

void mainlvoid)

clrsexf):
drawborder(5. 5. 75. 19.8,30):
twindow(6.7. 10. 17);
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APPENDIXF

GALLISTINGS

The GAL program listings for the DSP flnitestate machine and the 8254 timcr cad are
presented in this appendix. As mentioned in Appendix A, the DSPfinitc state machine used
two GAL 20V 8's and thetimer card usedonly oneGAL 16V 8.

It must benoted that thesymbols &, land! indicate, respectively, the logicd AND, OR and
NOT functions. This ligtings will also serve asexamples for GAL programming.
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DEVICE 20VS;
ADRESS DECODING FOR PC,
ADR.PLD;

TITLE
NAME

SGNATURE ADR DEC;

/¥ ADRESS LINE INPUTS,,

PIN
PIN
PIN
PIN
PIN
PIN
PIN
PIN
PIN
PIN
PIN
PIN
PIN
PIN
PIN

© 00 N o WDN R

N PP PP R
A MW DNPFP O

CLK;
A9
AlB:
Al?,
Al6,
Al5;
Al4,
Al3;
Al2:
All;
DO;
GND;
CE;
LOE;
VCC,

/* CIIIPSELECT OUTPUTS .,

PIN
PIN
PIN
PIN
PIN
PIN
PIN
PIN

15
16
17
18
19
20
21

22

X,

Sl

S2,

3,

S4,
CC.
CCSl;
RSTMS;

* GENERATING CIIIPSELECTS .,

IO —A19 & A18 & IAI?& IA16 & AI5 & Al4& 1A13 & 1AI2 & IAIL
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IS =AI9& AIB & !AI?&!A16 & AI5& Al4& 1A13& 1A12& All;
I2 =Al9& AIB & 'Al?& IA16 & AI5 & Al4& 1A13& Al2 & 1A,
ISS=AI9 & AIB & 'A1?7& IA16 & AI5 & Al4& 'A13& Al2 & All;
IS4 —A19 & AIB & tAI?& IA16 & AlI5 & Ald& AlJ & 'At2& tAll;

ICCS0 =AI9 & AIB & 'AI?& 'A16& Al5& Al4 & 1A13 & IA12 & 1Al
[AI9& AI8 & !AI?& IAIG& AIS & Al4&TAIJ& TAt2& All;

tCCY =A19& A18& !AI?& 1A16& AlS& Al4& tA13 & AL2 & 1Al
I[A19 & AIB & 'AI?&tA16 & AI5 & Al4&tA13 & Al12 & All;

/* latch programmed inGAL ./
RSTMSD —LOE & RSTMSQ
IDO& tLOE;
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DEVICE 20vs:

TITLE ADRESS DECODING FOR TMS,
NAME  TADR.PLD;

SGNATURE TMSADEC;

PIN 1 = A3

PIN 2 = A4

PIN 3 = AS

PIN 4 = AG¢6

PIN 5 = AT

PIN 6 = AS

PIN 7 = A9

PIN S = AIQ
PIN 9 = All;

PIN 10 = MEN;
PIN 11 = DEN;
PIN 12 = GND;
PIN 13 = WE
PIN 14 = RSIMS
PIN 23 = C0
PIN 5 = 0

PIN 6 = 9l

PIN 17 = MEMW;
PIN 18 = EN;

PIN 19 = POE
PIN 20 = RSIMS,;
PIN 21 = DDIR
PIN 22 = NG

PIN 24 = VCC

IO =AIl & OMEN!IWE);

IS =All & OMEN | IWE);

MEMW =1(IWE & I(!1AJ& IAd & IAS& IA6 & |A?& A8 & IA9& IAIO & !All));
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IPOE —DEN & \WE& (A3 & |A4& IAS& IA6& 'A?& IAB & IA9& 'AIO& IAIl)
IDEN & !WE & (IA3& IA4 & IAS& IA6 & IA?& |AS & IA9& IAIO & fAIIl):

[EN =ICO & fRSTMS:
RSTMSL =IRSTMS;

DDIR —DEN & MEN:
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DEVICE 16V8:

TITLE ADDRESS DECODING FORTIMER CARD IN PC;
NAME IOPORT.PLD

SIGNATURE 1/0O PORT;

PIN 1 = Az
PIN 2 = A3;
PIN 3 = A4
PIN 4 — AS;
PIN 5 — AB;
PIN 6 = AT;
PIN 7 — AS;
PIN B = A9;
PIN 9 — AEN;
PIN 10 — GND;
PIN 12 = CSO;
PIN 13 = CSI,
PIN 15 — eS2;
PIN t4 — CCS
PIN 20 = VeEe,

ICSO —AEN & 'A9 & IAB& A7 & A6 & AS& A4 & AJ & A2;
ICSt =IAEN & !'A9 & !AB& 'A? & A6 & A5& A4 & AJ & 'A2;
ices =IAEN & !A9 & !A8& !A? & AG& AS5& A4 & AJ & A2

| '/AEN & 'A9 & IAB& !A? & AB& AS & A4 & AJ & IA2
[HAEN & !A9 & IAB & 'A? & A6 & A5& A4 & IA3 & A2;
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APPENDIXG

PCTOTMSPROGRAM MEMORY
TRANSFERPROGRAM

This gppendix contains a program liging in Turbo C. which enabled the PC to test the TMS
progran memory and to trandfer precompiled program memory to the satic RAM common to
both processors.
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#include <stdlib.h>
#includc<dosh>
#include<stdio.h>
#includc<dring.n>
#include<ctype.h>
#includc<conio.h>

void test_mem();
void rcad_mpoO:
int ctoi( int nib):

/‘.O........................O....................O...O................’

void testrnemf)

inti =0
unsigned scgO0 —OxccOO0. seg! = OxcdOO. off;
char x —Ox80. y = Ox?f. xt, yt;

pokebl OxccO0. OxO, Oxl );
crsorG,

for( off =0; off <= 0x{ff; of(++)
(

pokebl segu, off. x);

pokebl segl. off. Y):

xt =peekb( segf), off);

yt=peekbl segl. off);

if(xt!=x llyt I=y)

i++;

J
if(i >0)

printf(" Program memory of TMS has %l errord!", i );
dse

puts( "Program memory of TMS is OKII");
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/‘....................................................................’

void rend_mpoO

(
int len, i, ] =0, k =0, |, m=0, n, off;
unsigned scgO —Oxcc00, syl —0x¢d00;
int dtn(4096), In, hn;
char infilcnnmc[l1O), ans —a;
char extil] =".MPQ";
FILE .infilc;

printf( "\n\nEnter TMSobject file [+.MPO): " );
gety( infilennmc );

len =strlen( infilennme );
for(i=0; i <= len; i++)
(
if(infilcnnmcfi] '=",")
J+
)
if(j '=len)
streat( infilcnamc, exti );

if«infile —fopen( infilennme, "rb" == NULL)

(
printf( "\a\n\"%s\"", infilename );
perrorf """ );
exitll):

)

whilc« dtn[k) —getcl infile» 1= EOF)
k++:

pokebl OxccOO, 0x0, Ol ):;

if( dtn[O) == Ox4b )
n=13
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foreoff=01 = n: I <=k:1+=5)
(
switch( dtn[l] )
(
cnse Ox39 :
off = ctoi( dta[l+4]} ) + 16*cloi( dto[}+3] )
+ 256*ctoi( dta[l+2] ) +4096*ctoi( dtn[I+ 1] );
brenk;

cae Ox42 :
In =ctoildlo[l+4]) + 16*cloi( 01011+3] );
hn =ctoi(dla[J+2» + 16*Cloi(din[J+]);
pokeb( seg0, off, In);
pokeb( sgl, off, hn);
off++;
brenk;

¢ase Ox46 :
1=m +=77,
break;

case Ox3a:
fclosc( infilc);
printf( "\nConverted filehas %« bytes.", k );
printf'( \a\nStart TM'S (YIN): ");
while( 'kbhitO )
(
gotoxyl 18, 8);
ans —toupper( getchcO );
if(ans —'Y")
(
pokeb! OxccOO, 0,0);
prinlf( "\m\n'T'™M S cxecuting file \"%s\",”, infilennmc);
cxit(l);
)
if(ans =—='N")
(
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print(( "w\nProgram terminated without starting TMS- );
exittl]:
}
)

/*....................................................................,

int ctol! int Inib)
inti,j;
switch( Inib)

CcaeOx30 :i = 0;
break;
caxeOx3l ;i =1,
break;
cae0x32:i —2;
break;
caeOx33:i —3;
break;
cae0x34 i —4;
break;
CaeOx35 :i =5
break;
cae Ox36 : i —6;
break;
e Ox37:i =17,
break;
caeOx38 :1 = 8§;
break;
e 0<39:i =9
brenk;
case Ox4l : i —10;
brenk;
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case 0:<42: i —11;
brenk:

coe0x43 : i —12;
brenk:

cax0x44 : i —13;
brenk:

cae0x4S : i —14;
brenk:

Caxe 0:<46: i = 15
brenk:

}

rctumy i );

}
0 ) 0 00 O

/IIIIIII pnnEn pppopEEEREREEREREEREEERREEENENRENEREENONNN EERRRERRRDNERNERND O 111 ,

manO

test memO: /* void which tests the static RAM */
read_mpoO: /* void which transfers program memory to RAM .,

}
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APPENDIXH
HP4925BCL OCKRECOVERYCIRCUIT

With the frequency domain results (chapter 6) the [iP 492SB bit crror rate meter played a very
important role in the experimental set up. Toensure compl ete documentation and repestability
of reaults, it was decided toincludethe clock extraction circuit diagram of the UP49258 BER

meter; thisappendix containsjust that,
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