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Downscaling simulations performed with the Weather Research and Forecasting (WRF) model were used
to determine the large-scale wind energy potential of Iceland. Local wind speed distributions are rep-
resented by Weibull statistics. The shape parameter across Iceland varies between 1.2 and 3.6, with the
lowest values indicative of near-exponential distributions at sheltered locations, and the highest values
indicative of normal distributions at exposed locations in winter. Compared with summer, average power

5\‘;?”’;”‘15" ential density in winter is increased throughout Iceland by a factor of 2.0—5.5. In any season, there are also
Wirnl d zgz;gy potentia considerable spatial differences in average wind power density. Relative to the average value within

10 km of the coast, power density across Iceland varies between 50 and 250%, excluding glaciers, or
between 300 and 1500 W m~2 at 50 m above ground level in winter. At intermediate elevations of 500
—1000 m above mean sea level, power density is independent of the distance to the coast. In addition to
seasonal and spatial variability, differences in average wind speed and power density also exist for
different wind directions. Along the coast in winter, power density of onshore winds is higher by 100
—700 W m~2 than that of offshore winds. Based on these results, 14 test sites were selected for more

Mesoscale modelling
Wind resource mapping
Iceland

detailed analyses using the Wind Atlas Analysis and Application Program (WAsP).
© 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/3.0/).

1. Introduction

In Iceland, more than 80% of the primary energy supply derives
from geothermal and hydropower. Almost all electricity produced
in Iceland derives from renewable sources, with 73% from hydro-
power plants, and 27% from geothermal plants [1]. One aspect of
hydropower in Iceland is that the streamflow in rivers tends to
exhibit a large annual variation, with larger flow during summer
than in winter. Since the annual cycle of wind in Iceland has the
opposite phase, with stronger winds in winter than in summer,
wind power can potentially be used effectively in combination with
hydropower.

In coming decades it is expected that glacier melt will increase
the hydropower potential in Iceland [2], with the increase in runoff
peaking in the latter half of this century [3]. Analysis of likely
changes in wind climate [4,5] does not reveal such large scale
changes for the wind, and thus wind energy production may in the
longer term prove to be more sustainable.

* Corresponding author. Tel.: +354 522 6000; fax: +354 522 6001.
E-mail address: nikolai@vedur.is (N. Nawri).
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The use of wind power for electricity generation in Iceland has
hitherto been limited to small wind turbines for off-grid use, and
until recently there were no large wind turbines in operation in
Iceland. Despite Iceland having a favourable climate for wind power
[6], detailed research into the wind power potential in Iceland is
quite recent.

The goal of this study therefore is to develop a wind atlas for
Iceland, to provide the first overview across the entire island of the
statistics relevant to wind energy assessments. Based on model
data that has been corrected using surface station wind mea-
surements, we estimate the statistical parameters describing local
wind speed distributions across Iceland. This allows us to make a
regional comparison of wind energy potential within Iceland and
also to identify possible sites for wind farms. This study is part of
the Nordic IceWind project, which focuses on wind engineering in
cold climates and aims to improve forecast of wind, waves, and
icing.

The structure of the paper is as follows: In Section 2 we describe
the data used and methodology. In Section 3 we provide an over-
view of wind power potential across Iceland. In Section 4 we
discuss the results of a more detailed assessment of 14 test sites,
followed by our conclusions.

0960-1481/© 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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2. Methodology
2.1. Wind modelling

The Icelandic network of weather stations is sufficient to provide
a good overview of the surface wind conditions over the low-lying
parts of the country. However, it leaves several regions unob-
served, which may be suitable for the installation of wind farms. It is
therefore important to augment the observational data with results
from numerical simulations, which provide regularly gridded fields
of atmospheric variables at different heights above the ground.

The simulated data used for this study was obtained from the
Institute for Meteorological Research in Iceland. The numerical
model data was produced with the mesoscale Weather Research
and Forecasting (WRF) Model (Version 3.1.1; see Skamarock et al.
[7] for details). Simulations were performed in three nested hori-
zontal domains, all approximately centred around Iceland: the
outer domain with 43 x 42 grid points spaced at 27 km, the in-
termediate domain with 95 x 90 grid points spaced at 9 km, and
the inner domain with 196 x 148 grid points spaced at 3 km. As
shown in Fig. 2, the northwest corner of the outer domain covers a
part of the southeast coastal region of Greenland. However, the
main landmass included in the model domain is Iceland. The data
used here is that of the inner domain. The initial and boundary
conditions for the model simulations were determined by 6-hourly
operational analyses obtained from the European Centre for
Medium-Range Weather Forecasts (ECMWEF) [8,9], valid at 00, 06,
12, and 18 UTC. After initialisation of the model run, this data is only
applied at the outer boundaries. WRF model output fields were
produced every 3 h in one continuous simulation, with a 15-day
spin-up period. Data is available for the period 1 Sep 1994—2 Nov
2009. However, to include only years with complete data records,
the main analysis here is limited to the 1995—2008 period.

With a grid-point spacing of 3 km, the WRF model results are
too coarse for a precise assessment of the wind conditions within a
limited region, such as an individual valley or ridge, that may be

30°W 25°W 20°W 15°W 10°W

Fig. 2. Boundaries of the three nested WRF model domains.

appropriate for wind energy production. For this, a spatial resolu-
tion of 100 m or higher is required, a resolution that is not practical
to use with a prognostic numerical model. Here, instead the Wind
Atlas Analysis and Application Program (WAsP), developed by the
Wind Energy and Atmospheric Physics Department at Risg National
Laboratory (now the Department of Wind Energy at the Technical
University of Denmark), was used for more detailed analyses of the
wind energy potential of selected sites. WAsP employs para-
meterised boundary-layer modelling within a geographically
consistent or contained region [10,11]. The input data can be either
measured or simulated wind speed and direction time-series at one
location somewhere within the domain, but ideally at a
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Fig. 1. Topographic map of Iceland, with the locations of sites, for which detailed analyses were performed, shown in red. (For interpretation of the references to colour in this figure

legend, the reader is referred to the web version of this article.)
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representative location. The methodology of running WAsP with
input from a numerical mesoscale model is well established. Frank
and Landberg [12], Mengelkamp et al. [ 13], Mengelkamp [ 14], Frank
et al. [15] used data from the Karlsruhe Atmospheric Mesoscale
Model (KAMM), whereas Tammelin et al. [16] used data from the
Applications of Research to Operations at Mesoscale (AROME)
model.

In the first step of WAsP, a “generalised” wind climate is created
through a process of reverse (or “upward”) modelling. This step is
intended to remove effects of local terrain features and obstacles
from measured wind data, or of model orography and surface type
from simulated winds. The result is a wind climate for the entire
WAsP domain, which is an approximation of the wind above the
boundary layer. One of the main assumptions made is a near-
neutral stability stratification of the boundary layer atmosphere.
The vertical dependence of wind speed is therefore assumed to
follow a logarithmic profile, with a small heat flux modification.
The response of vertical wind shear to spatial differences in surface
roughness is taken into account. Other parameterisations of
boundary-layer wind conditions employed in WAsSP are a
geostrophic drag law, balancing pressure gradients against fric-
tional forces; a simplified description of orographic effects,
assuming potential flow, with a viscous modification in a shallow
surface layer; as well as a description of sheltering for objects with
sizes comparable to the height above ground of the input data, and
for distances from the input data comparable to the object size
[10,11]. The wind conditions at any point within the domain, at the
same or different heights above the ground, are derived from the
generalised wind climate through direct (or “downward”) model-
ling, by considering the specific geographical conditions at the
target location.

The accuracy of the projected wind climate depends on the
homogeneity of the overlying flow and the complexity of the
geographical conditions within the domain. Due to the simplified
description of boundary-layer dynamics, there are limitations
[17,18]. In addition to reliable reference data, accurate high-
resolution topography and surface type classification are required.
Furthermore, winds at different locations within the domain have
to be well correlated within the analysis period [19]. This requires
that buoyancy effects are small, and that the terrain is sufficiently
smooth to allow for essentially laminar flow. Also, different parts of
the domain should not be separated by orographic barriers. For
example, measurements in one valley cannot be assumed to be
correlated well with the wind conditions in a neighbouring valley.

2.2. Weibull statistics

Following the established practices of the WAsP method, aver-
ages and other relevant statistical properties are calculated here
from an analytical approximation of the wind speed distribution,
rather than from the data directly.! Of the various probability
density functions for boundary-layer wind speeds, U, the 2-
parameter Weibull distribution,

JU:AK) = %(%)“exp[— (%)k} 1)

is the one most commonly employed for wind energy studies [20].
It is determined by the scale parameter A > 0 in units of wind

! Wind speed here is always referring to the horizontal motion of the atmo-
sphere, ignoring any vertical displacements. With wind turbines rotating in a ver-
tical plane, this is the component of the three-dimensional flow relevant for wind
energy assessments.

speed, and the non-dimensional shape parameter k > 1. By its
definition, the Weibull distribution is only applicable to non-zero
wind speeds. Calm conditions are therefore excluded from the
analysis. There are different methods for determining the param-
eters A and k from a given measured distribution [21,20]. For wind
energy assessments, the interest is primarily on high wind speeds.
Therefore, following the method employed by Troen and Petersen
[10] and Petersen et al. [11], the two Weibull parameters are
calculated here by: 1) matching the mean cubed wind speed in the
Weibull distribution to that of the measured or modelled distri-
bution of wind speeds; and 2) requiring the occurrence of above
average wind speeds in the Weibull distribution to be equal to that
of the measured or modelled distribution.

Throughout Iceland, the average difference between seasonal
mean wind speed calculated from the Weibull fit and that calcu-
lated directly is 0.08 m s~! (0.04 m s~!) in winter (summer) for
station data, and —0.10 m s~! (—0.02 m s~ ) in winter (summer) for
WRF model data. Overall, there is therefore a small positive bias of
the Weibull fits compared with measurements, and a small nega-
tive bias compared with model data. Mean absolute differences are
0.10 m s~! (0.05 m s~ ') in winter (summer) for station data, and
0.15 m s~! (0.05 m s~!) in winter (summer) for WRF model data.
This amounts to 1-2% of the directly calculated averages.

Once the two Weibull parameters have been determined, the
average of the (wind speed) distribution is given by

w=AT+1/k), 2)

where I denotes the gamma function.

Wind power density, a measure of the energy flux through an area
perpendicular to the direction of motion, varies not only with the
cube of wind speed, but also with air density. To simplify wind energy
assessments, and to allow for the use of Weibull statistics, it is
commonly assumed that air density, p, is not correlated in time with
wind speed throughout the averaging period [22]. Average wind
power density is then proportional to the mean cube of wind speed,

E==pAT(1+3/k), (3)

N =

where p is the average air density. Wind power density only de-
pends on atmospheric variables, and is therefore most appropriate
for turbine-independent evaluations of wind energy potential.

To be able to determine the actual power or energy, which can
be extracted from the air, specific information about a chosen wind
turbine is required. The turbine considered in this study is the
Enercon E44 (900 kW) with a hub height of 55 m. This was chosen,
since the Icelandic power company Landsvirkjun is currently in the
process of testing two of these turbines near the Burfell hydro-
electric power station. The available power not only depends on the
area swept by the rotor blades, but also on aerodynamic efficiency.
Since the wind is not entirely stopped by the turbine, only a certain
proportion of the incoming power can be extracted, which depends
on the number, size, and shape of the blades, as well as on wind
speed. This efficiency is expressed by a turbine-specific power co-
efficient, which has a theoretical maximum of 0.593 [23]. Practi-
cally, however, the power coefficient of modern wind turbines
typically has highest values of 0.40—0.50, for wind speeds between
5 and 10 m s~ L The effective power curve, i.e., the actual power
produced by a given turbine as a function of wind speed, needs to
be determined empirically, and is made available by the manufac-
turers. For a particular turbine, the average available wind power
can then be calculated by integrating over its power curve, multi-
plied by the probability density function for wind speed, as deter-
mined by the Weibull distribution.
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For any given turbine, there are three important characteristic
wind speeds. The cut-in speed is the lowest wind speed at which a
turbine can generate usable power. The rated speed (typically be-
tween 12 and 16 m s~ 1) is the lowest wind speed at which a turbine
operates at its rated capacity, i.e., at maximum power output. The
cut-out speed is the lowest wind speed at which there is the po-
tential of damage to the turbine, if operation continues. At wind
speeds between the rated and cut-out speed, power production of
pitch-regulated variable-speed turbines, as those considered here,
is kept as close to the rated capacity as possible. This is achieved by
rotating each blade around its longitudinal axis, to reduce aero-
dynamic lift or drag, while maintaining maximum power output.
The relative angle of attack by the wind on the blades can either be
increased (as in stalling) or decreased (as in feathering). At the cut-
out speed (typically between 20 and 30 m s~ '), mechanical breaks
may need to be employed in addition to pitch control, to bring the
rotor to a standstill. Consequently, no energy is produced at this and
higher wind speeds.

2.3. Density effects

As mentioned in the previous subsection, wind power density
depends linearly on air density which, for simplicity, is assumed to
be uncorrelated with wind speed throughout the averaging period.
The standard density value used for wind energy assessments, such
as in WASP, is pg = 1.225 kg m~3, which corresponds to dry air with
a temperature of 15 °C and a pressure of 1013.25 h Pa.

In the case of Iceland, model results and measurements show
that, at a given location, seasonal air density changes are small,
justifying the use of a constant air density value for the calculation
of average power density. For the coastal region of Iceland, the
differences between winter and summer averages are around 2%,
and smaller at higher elevations. However, given the large range in
terrain elevation, spatial air density differences are around 25%
between coastal regions and the highest points over the glaciers,
and around 13% within that part of the island with terrain up to
1000 m above mean sea level (mASL). The exponential decrease in
pressure with altitude outweighs the linear decrease in tempera-
ture, leading to an effective decrease in air density with height. The
increase in wind speed or wind power, that is usually found with
terrain elevation or turbine height, is therefore somewhat miti-
gated by a decrease in air density. In Iceland, the standard value of
1.225 kg m 3 is only appropriate at low elevations, and at heights
above the ground of up to 100 m, where the effects of reduced

Original (DJF)

24°W  22°W  20°W 18°W 16°W 14°W

temperature and pressure relative to standard atmospheric con-
ditions approximately cancel each other. Over the interior of the
island, at elevations below 1000 mASL, air density varies between
1.05 and 1.20 kg m~3. The correction of monthly, seasonal, and
annual wind power values, originally calculated with standard air
density, is done here through multiplication with the ratio p(x,y,z)/
po, where p(x,y,z) is the appropriate mean field of air density.

3. Results and discussion
3.1. Evaluation of mesoscale model results

Fig. 3 (left panel) shows a comparison of average wind speed at
10 mAGL between the WRF model and station measurements
during winter. Interpolated model data values at station locations
are determined by inverse distance weighted averages from the
four surrounding grid-points, if these grid-points are all over land,
according to the model land-sea mask. Along the coast, if any of the
surrounding grid-points are over the ocean, the nearest land grid-
point value is used. The differences along the coast range from
0to 2.5 m s~ L The bias (model minus measurements) in the interior
of the island is larger in magnitude and negative, with differences
between simulated and measured averages as low as —4.5 ms ™! at
station locations, and possibly lower over the glaciers, where no
measurements are available. During the rest of the year (not
shown), the differences are smaller, as absolute wind speeds are
reduced. Wintertime differences in average wind power density at
10 mAGL (not shown) are up to 750 W m~2 along the coast, and as
low as —750 W m~2 at station locations in the interior. These dif-
ferences are of about half the magnitude of the measured values.
The negative bias in the intensity of low-level winds over the land is
most likely due to too large surface roughness in the model setup.
Due to the absence of tall vegetation in most parts of Iceland, local
surface roughness lengths should generally be 1-3 cm, or less.
Nonetheless, in the model setup, these values are exceeded by up to
an order of magnitude at many grid points.

Due to the systematic nature of the low-level wind speed bias,
differences between measured and simulated averages can be
reduced by rescaling the model data, i.e., by multiplying the grid-
point time-series with a non-dimensional positive factor. Within
each averaging period, this transformation only depends on the
location in space, and preserves the percentage of zero wind
speeds, or calm conditions. With one free parameter at each grid
point, this allows for the correction of one statistical property.

Corrected (DJF)

24°W 22°W  20°W  18°W  16°W 14°W

Fig. 3. Differences in winter (DJF) averages of wind speed at 10 mAGL between either original or corrected WRF model data and station measurements (model minus measure-

ments). Terrain elevation contour lines are drawn at 1000 and 1500 mASL.
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Fig. 4. Annual average wind power density at 50 mAGL, based on corrected WRF model and NORA10 data. WRF model values above 1000 mASL are masked.

For wind energy assessments, the main emphasis is on an
accurate determination of average wind power density. As dis-
cussed in the previous section, average power density is
approximately proportional to the mean cube of wind speed.
Rescaling factors for modelled wind speed time-series Uy, inter-
polated to station locations, are therefore defined here as

v/U3/U3,, where U, are the measured time-series, and the bars

indicate temporal averages. Rescaling factors determined at sta-
tion locations are interpolated onto the horizontal model grid
through inverse distance-weighted horizontal averaging,
whereby the half-width of the exponential weighting function, at
each grid-point, is set equal to the distance to the nearest station.
Only stations with at least 95% wind speed data availability
within the study period are considered. Although this correction
is aimed at mean cubed wind speed, differences between
modelled and measured mean surface wind speeds are signifi-
cantly reduced as well (see right panel in Fig. 3). Since wind speed
measurements are only available at 10 mAGL, rescaling factors at
greater heights above the surface are applied such that the values
determined at 10 mAGL linearly decrease to zero at 300 mAGL,
which is taken as the average gradient height.

Since measurements are also only available over the land,
rescaling factors at ocean grid-points are set equal to one. Over the
ocean, model results are evaluated against data from the Norwe-
gian Reanalysis at 10 km spatial resolution (NORA10) [24]. NORA10
was derived by dynamical downscaling of the ECMWEF reanalyses
ERA-40 [25] until 2002, and the ECMWF operational analyses af-
terwards, using the High Resolution Limited Area Model (HIRLAM)
version 6.4.2 [26]. NORA10 data is available for the entire study
period. The WRF model and NORA10 datasets were obtained by
downscaling the same boundary conditions, but using different
models, with different spatial resolutions. A comparison between
the annual average wind power density at 50 mAGL, based on
corrected WRF model and NORA10 data, is shown in Fig. 4.% Despite
differences in domain size and spatial resolution, power densities
over the near-coastal ocean around Iceland are similar in the two
datasets. The main differences exist in the northwest corner of the

2 In Iceland, almost 80% of the area above 1000 mASL is covered with glaciers.
Due to the combined effects of high terrain and low surface roughness, average
power density over glaciers is about twice as high as over intermediate terrain
between 500 and 1000 mASL. However, since these regions are not accessible for
wind energy production, WRF model values above 1000 mASL are masked in some
of the figures, to allow for a more nuanced scaling at low values.

WRF model domain, where the gradient in wind speed between
land and ocean, based on the WRF model, appears excessive. Most
likely this is an artefact of lateral model boundary effects.

3.2. Climatological wind conditions

Winter (DJF) and summer (JJA) averages of wind speeds at 50
and 100 mAGL are shown in Fig. 5. The spatial variability of wind
speed strongly depends on terrain elevation. Over intermediate
terrain elevations of 500—1000 mASL, wind speeds at 50 mAGL
vary over the course of the year between 6 and 8 m s~! in summer,
and 10—11 m s~ ! in winter. The lowest wind speeds at some shel-
tered locations range from 3 m s~ ! in summer to 5 m s~ ! in winter.
At 100 mAGL, the seasonal range of wind speeds over intermediate
terrain elevations is between 7 and 9 m s~! in summer, and 11—
12 m s~ ! in winter.

Two locations with the same average wind speeds may have
very different wind speed distributions. At one location, predomi-
nantly low wind speeds, on average, may be compensated by
extreme winds during occasional severe storms, whereas at the
other location wind speeds fluctuate more closely around the
average. In the former case, the average available power may be
considerably lower than in the latter case, due to the higher
occurrence of wind speeds below the cut-in limit, and above the
rated speed. This ambiguity in the relationship between the aver-
ages of wind speed, power density, and available power needs to be
taken into account when evaluating the wind energy potential of a
given location.

Based on Weibull statistics, the shape of the wind speed dis-
tribution is described by parameter k. For k = 1, the distribution is
exponential, with calm conditions having the highest occurrence.
For k = 2, wind speed has a Rayleigh distribution, with the most
frequent (modal) wind speeds below the average wind speed. Over
flat terrain, this is a common situation, implying that the two
horizontal vector components are uncorrelated in time, and are
each normally distributed, with zero mean and the same variance
[27]. For values of k around 3.5, the Weibull distribution is close to a
normal distribution, for which the modal and average wind speed
coincide. As shown in Fig. 6, the shape parameter across Iceland
varies between 1.2 and 3.6 in winter, and between 1.2 and 3.2 in
summer. In winter, values generally increase with height above
ground, the opposite being true in summer.

Mean wind speed is related to the shape parameter, k, through
the gamma function with argument x = 1 + 1/k (see Eq. (2)).
However, despite its spatial range of values, the effect of the shape



N. Nawri et al. / Renewable Energy 69 (2014) 290—299 295

67°N

66°N

65°N

64°Ni-

67°N

66°N

65°N

64°Ni-

63°N}-

67°N

66°N

65°N

64°N|-

63°N

67°N

66°N

65°N

64°N

63°Nf- : : _
24°W 22°W 20°W 18°W 16°W 14°W

Fig. 5. Winter (DJF) and summer (JJA) averages of wind speed at 50 and 100 m above ground level, based on corrected WRF model data.

parameter on mean wind speed is negligible, since I'(1 + 1/k)
fluctuates by only a few percent across Iceland. For annual time-
series at 50 mAGL, it varies between 0.886 and 0.925. On the
other hand, mean cubed speed, or average power density, is
significantly affected by variations in k. It is related to the shape
parameter through the gamma function with argument 1 + 3/k (see
Eq. (3)). For annual time-series at 50 mAGL, I'(1 + 3/k) varies be-
tween 0.976 and 2.737 across the island.

3.3. Wind power density

Winter (DJF) and summer (JJA) averages of wind power density
at 50 and 100 mAGL, based on corrected WRF model data, are
shown in Fig. 7. Since power density depends on the cube of wind
speed, the relative seasonal and spatial variability is significantly
larger than that for average wind speed. Compared with summer,
average power density in winter is increased throughout Iceland by
a factor of 2.0—5.5, with the largest increases on the lower slopes of
Vatnajokull, along the complex coastline of the Westfjords, and
over the low-lying areas in the northeast. For comparison, average
wintertime wind speeds only increase by a factor of 1.2—1.8, rela-
tive to summer (see again Fig. 5). In any season, there are also
considerable spatial differences in average wind power density.
Relative to the average value within 10 km of the coast, power
density across Iceland varies between 50 and 450%. The largest
reduction relative to the near-coastal average occurs in low-lying
regions of the southwest and northeast. At intermediate eleva-
tions of 500—1000 mASL, independent of the distance to the coast,
power density is within 200—250% of the near-coastal average.
Again, for comparison, the spatial variability of wind speed
throughout the year is between 75 and 225% of the average wind
speed within 10 km of the coast.

In addition to seasonal and spatial variability, differences in
average wind speed and power density also exist for different wind

directions. On the large scale, without local terrain-induced effects,
directional variability is usually due to the passage of fronts asso-
ciated with cyclonic storm systems, causing sudden changes in
wind speed and direction. Near the coast, thermal land—sea gra-
dients, as well as the sharp transition in surface roughness and form
drag between ocean and land, may cause differences between the
intensity of onshore and offshore winds. In the presence of elevated
terrain, there may be dynamically induced differences in the in-
tensity of horizontally or vertically deflected flow, or between up-
slope and downslope winds.

Differences in average wind power density at 50 mAGL between
winds from the southerly and northerly 30-degree sector (southerly
minus northerly) are shown in Fig. 8. In panel (a), power density
differences along the northern and southern coast of Iceland are
shown as a function of longitude. Here, coastal grid points are defined
as having a neighbouring land—sea mask value in the latitudinal di-
rection of the opposite sign. The coastal zone is therefore a double
line of grid points, one over the ocean, the other over the land. Along
most of the northern coast in winter, power density of onshore winds
is higher by 400—700 W m~? than that of offshore winds. Based on
annual wind statistics, the difference remains mostly positive, but is
smaller than in winter. In summer, as overall wind speeds decrease,
differences between the power density of onshore and offshore
winds become small and unsystematic. Due to the large differences in
terrain elevation along the south coast, power density differences
between southerly and northerly winds there fluctuate more
strongly with longitude than along the north coast. In winter, power
density of onshore winds, for the most part, is higher by 100—
700 W m~2 than that of offshore winds. However, in summer, the
relative intensity of southerly and northerly winds changes, with
northerly offshore winds becoming stronger at certain parts of the
coast. This is due to the effects of downslope forcing by elevated
coastal terrain. Power density differences between the southerly and
northerly 30-degree sector, as a function of the south-to-north
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Fig. 6. Weibull shape parameter, k, for wind speed at 50 and 100 mAGL, and for all wind directions, based on corrected WRF model data.

terrain slope, are shown in panel (b). On average, across the island,
power density of downslope winds is greater than that of upslope
winds. When analysed on a horizontal map (not shown), the largest
differences between the two wind direction sectors are associated
with the main glaciers, Langjokull, Hofsjokull, Eyjafjallajokull, and
Vatnajokull, where the strongest winds occur on the upper parts of
lee slopes, as well as on the low-pressure side (left, facing down-
stream) of elevated terrain. Conversely, low-wind stagnation points
are located on the lower parts of windward slopes. In these regions,
local measurements are not available for direct comparisons. How-
ever, given the evidence from previous research, the modelled terrain
effects appear to be at least qualitatively accurate.

Using atmospheric and wind tunnel measurements, as well as
numerical simulations, studies of wind flow over elevated terrain
under neutral or near neutral stratification [e.g., Refs. [28—34]]
have consistently shown a reduction of wind speed at the bottom of
windward slopes, and a rapid increase towards the summit. The
highest wind speeds and low-level jets are found on the crest, with
a rapid decrease to below upwind speed on the lee side. These
studies confirm the simplified theoretical results summarised by
Smith [35]. Under conditions of stable stratification, field studies
have shown that the highest wind speeds are shifted downstream
from the summit to the uppermost part of the lee slope, with flow
separation and return circulation occurring on the lower part
[36,37]. Based on wind tunnel measurements, Ayotte and Hughes
[38] showed that also in neutrally stratified flow the wind speed on

the upper lee side increases with increased slope. Given these re-
sults, and considering the generally stable boundary-layer stratifi-
cation, together with the prevalence of steep slopes throughout
Iceland, the intensification of WRF surface winds downwind from
summits and ridges appears to be physically motivated.

4. Specific locations

In this section, a more detailed overview is given of the wind
energy potential of the 14 sites selected for this study (see Fig. 1).
The results were obtained through high-resolution WAsP model-
ling, with a regular horizontal grid-spacing of 100 m, based on
corrected grid-point time-series from the WRF model. In the ver-
tical, input data is linearly interpolated between model levels to
55 mAGL, chosen as the hub height of the Enercon E44, for which
turbine specific quantities are calculated. All 14 domains are about
20 x 20 km? in size. The surface roughness length over land is
specified as 3 cm, whereas over water, it is set to 0.02 cm. For each
site, two scenarios for different WRF model grid points are deter-
mined. Ideally, the generalisation of input data would give the same
results regardless of the location of the reference point. However, in
some regions, considerable differences do exist. This is indicative of
the limitations of the wind atlas method, combining the limited
representation of complex terrain in the mesoscale numerical
model, with the highly parameterised description of boundary-
layer processes in WASP.
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Fig. 7. Winter (DJF) and summer (JJA) averages of wind power density at 50 and 100 mAGL, based on corrected WRF model data.

For an easy overview, Table 1 lists the most relevant wind-
related properties of each region. The values are spatial averages
over that part of the domain within the indicated range of terrain
elevation, excluding lakes. Additionally, averages were taken be-
tween the scenarios for each of the two model grid points. As seen
in the previous subsections, wind conditions on Iceland are char-
acterised by a strong seasonal cycle, with average wintertime po-
wer densities typically between 2 and 5 times higher than in
summer. Wintertime increases in the actual energy production are
typically between 50 and 150% of the summer averages, and are
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timed well with the demands for increased lighting during the
winter. An interesting comparison can be made between the power
density and available power on Hellisheidi and Skagi. Based on the
annual wind conditions at 55 mAGL, Hellisheidi has an average
power density of 1600 W m~2, compared with 2530 W m~2 on
Skagi. Therefore, purely based on atmospheric conditions, Skagi has
a 58% higher wind energy potential than Hellisheidi. However, to be
able to fully exploit a given wind energy potential, the cut-out
speed and rated power of the chosen turbine must be sufficiently
high. The saturation point of power production is reached at the
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Fig. 8. Differences in average wind power density (APD) at 50 mAGL between winds from the southerly and northerly 30-degree sector (southerly minus northerly) in winter (DJF;
blue lines), summer (JJA; red lines), and annually (green lines), based on corrected WRF model data. (a) APD differences along the northern (solid lines) and southern coast (dashed
lines) of Iceland, as a function of longitude. (b) APD differences as a function of south-to-north terrain slope. (For interpretation of the references to colour in this figure legend, the

reader is referred to the web version of this article.)
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Table 1

Winter (DJF)/annual/summer (JJA) values of average power density (APD), average
available power (AAP), and efficiency of power generation at 14 sites (see Fig. 1),
based on the wind conditions at 55 mAGL, and for the Enercon E44 wind turbine.
Maximum values of wind power and efficiency are shown in bold.

Height [mASL] APD [W m™2]  AAP [kW] Efficiency [%]

Blanda 450-550 2990/1610/650 510/450/320 11/19/32
Biirfell 200-400 2010/1230/510 520/440/290 17/23/38
Fljotsdalsheidi  600—700 1470/740/280  490/360/200 22/32/46
Gufuskalar 5-100 2370/1410/700 590/470/330 16/22/31
Hellisheioi 300-400 2210/1600/750 630/540/400 19/22/35
Héfn 5-100 1750/1070/390  460/340/180 17/21/31
Landeyjar 5-60 2140/1620/920 550/470/360 17/19/26
Langanes 5-100 1850/1130/460 570/440/260 20/26/37

Medallandssveit ~ 5—40 1810/1630/1200 520/500/430 19/20/23

Melrakkaslétta ~ 5—100 1690/1030/450 570/440/280 22[28/41
Myrar 5-20 1670/1040/460 540/430/280 21/27/40
Skagi 5-100 4400/2530/1470 550/480/370 8/12/17
Snafellsnes 5-150 1690/1150/510  500/400/250 19/23/32
porlakshdfn 5-100 1870/1240/530  580/470/290 20/25/37

rated speed. Beyond that, efficiency is deliberately reduced to
protect the turbine. At the cut-out speed and above, wind energy
potential is lost completely to average available power, whereas
extreme winds weigh heavily in averages of power density. In the
case of Skagi, these technical limitations clearly come into play.
Despite the higher values of average power density, the average
available power of 480 kW is 11% lower than that on Hellisheidi,
with an average available power of 540 kW. This is primarily the
result of the higher proportion of above cut-out speeds, together
with a small loss from a higher proportion of below cut-in speeds.
Much of the power density at above-rated speeds is also lost by the
reduced efficiency within that range. The average efficiency of
power generation is defined here as the ratio between average
available power, and average power density multiplied by the area
swept by the rotor blades. As shown in the table, the efficiency on
Hellisheidi is about twice as high as on Skagi.

For comparison, we performed the same calculations for the
Vestas V80 (2 MW) wind turbine with a hub height of 67 m. Despite
the increase in hub height, relative to the Enercon E44, the actually
generated power does not increase proportional to the square of
the rotor diameter, since the efficiency of larger turbines is reduced.
As for the Enercon E44, the lowest efficiency is found for the wind
conditions on Skagi, reduced even further for the Vestas V80 due to
the 3 m s~ ! lower cut-out speed, and 1 m s~! higher cut-in speed.
Not considered here is the problem of icing, which is likely to in-
crease with greater hub heights and rotor diameters.

5. Conclusions

To be able to determine to what extent wind energy production
in Iceland is viable, the annual averages of wind power density and
available power need to be compared with the wind resources of
other countries, as well as with the capacity of domestic hydro and
geothermal power plants.

According to the European Wind Atlas published by Risg Na-
tional Laboratory [10], the highest wind power class in Western
Europe, not including Iceland, covers the western and northern
coast of Ireland, the whole of Scotland, and the northwestern tip of
Denmark. It is characterised by annual average wind power density
at 50 mAGL of >250 W m 2 over sheltered terrain, >700 W m 2
along the open coast, and >1800 W m~2 on top of hills and ridges.
Based on the results from this study, it is clear that Iceland is well
within that wind power class. Annual wind conditions are therefore
not a limiting factor for wind energy production. Only modest wind
farms would be required to match the smallest hydropower and
geothermal power plants in Iceland, with 5 and 3 MW electric

capacity, respectively (see the description by Landsvirkjun of all
commercial power stations in Iceland at http://www.landsvirkjun.
com/Company/PowerStations/). For example, ignoring downtime
due to icing and maintenance, a wind farm consisting of 15 Enercon
E44 turbines installed on Hellisheidi would produce more power
throughout the year than the two small power plants together.
Therefore, considering the low and reversible environmental
impact from the installation of wind turbines, compared with the
lasting or permanent impact especially from hydropower dams,
wind power should be considered as a serious additional option for
renewable energy production, especially in a country such as Ice-
land, with high wind energy potential, and a low population density.
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