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Polarization-dependent X-ray absorption spectroscopy is combined with density functional calcula-
tions and atomic multiplet calculations to determine the crystal field parameters 10Dq, Ds, and Dt
of transition metal phthalocyanines and octaethylporphyrins (Mn, Fe, Co, Ni). The polarization de-
pendence facilitates the assignment of the multiplets in terms of in-plane and out-of-plane orbitals
and avoids ambiguities. Crystal field values from density functional calculations provide starting
values close to the optimum fit of the data. The resulting systematics of the crystal field can be used
for optimizing electron-hole separation in dye-sensitized solar cells. © 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4868552]

I. INTRODUCTION

In order to systematically design dye molecules for
solar cells with optimized sunlight absorption and charge sep-
aration, it is important to control their energy levels together
with the driving forces that separate electrons and holes. Typ-
ical dye molecules, such as porphyrins and phthalocyanines,
contain a central 3d or 4d metal ion surrounded by an organic
π system. In previous work we have used a combination of
X-ray absorption spectroscopy (XAS) and first principles den-
sity functional theory (DFT) calculations to systematically in-
vestigate their energy level structure,1, 2 to detect the influence
of axial and peripheral ligands on the energy levels,3 to com-
pare the level structure of Ru- and Fe-based dye molecules,4

and to investigate the energy levels in different parts of donor-
π -acceptor complexes.5 There is a substantial amount of
literature on the characteristic multiplet structure of the
metal 2p-to-3d transitions in such molecules.6–15 For Mn see
Refs. 16 and 17; for Fe, Refs. 18–26; for Co, Ref. 27; for Ni,
Ref. 28; for Cu, Refs. 29 and 30; for Zn, Ref. 31. TiO-
Pcs3, 32 and VO-Pcs33, 34 have also been studied as possible
dye molecules.

Here we focus on the crystal field generated by the neg-
atively charged N atoms surrounding the central metal ion of
porphyrins and phthalocyanines. Usually, the HOMO is lo-
cated at the metal atom and the LUMO is delocalized over the
N atoms and the surrounding π -system. This results in opti-
cal transitions with charge-transfer character, which start the
separation of electrons and holes. The crystal field then can
either assist charge separation or suppress it. In both cases it
is important to know its sign and magnitude to find ways of
steering the carriers in the right direction.

a)Electronic mail: fhimpsel@wisc.edu

The crystal field parameters of π -bonded, square pla-
nar transition metal complexes such as phthalocyanines and
porphyrins are difficult to obtain from UV-visible absorption
spectra, since the d-d electronic transitions are masked by
stronger π -π∗ transitions, as well as metal-ligand or ligand-
metal charge transfer bands.35–37 As a result, a search for pub-
lished values of crystal field parameters from optical spec-
troscopy did not produce any results for the molecules inves-
tigated here. As stated in a review of UV-visible absorption
spectra of phthalocyanines and porphyrins:35 “Despite the
large number of spectra that have been measured and analyzed
since the 1970s, a complete model that could accurately ac-
count for all optical properties of even just the π → π∗ and n
→ π∗ transitions of the phthalocyanine ring is not available.”

Our approach is based on the fine structure of the
2p-to-3d core-to-valence transitions of the 3d transition metal
series. These transitions are highly dipole selective toward
3d final states, thereby eliminating competing transitions
involving π* orbitals. The multiplet structure reveals both
the crystal field at the transition metal atom and the Coulomb
interaction between its 3d electrons. This has been amply
demonstrated in previous work,21, 38, 39 and codes have been
developed to calculate the full multiplet structure originating
from the crystal field plus the Coulomb/exchange interaction
between the 3d valence electrons and the 2p core hole.38–40

In addition, we use the polarization dependence of the
multiplet intensities from molecular films oriented by the sub-
strate (compare Refs. 8, 9, 11, 12, 18, 25, 27, 29, and 41).
This doubles the experimental information and strongly con-
strains the crystal field parameters. The extra information is
particularly important when going from the frequently studied
octahedral Oh symmetry to planar molecules with lower sym-
metry, here D4h. These require two additional parameters Ds
and Dt in addition to the octahedral crystal field parameter
10Dq, which generate many possible combinations including

0021-9606/2014/140(11)/114706/8/$30.00 © 2014 AIP Publishing LLC140, 114706-1
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false minima. Even with the extra polarization informa-
tion, the high sensitivity of the multiplet structure to small
deviations in the crystal field parameters and to the assumed
ground state requires extra information for a unique fit. We
found it highly advantageous to have DFT calculations for
several exchange/correlation potentials available to obtain
reliable starting values of the crystal field parameters.

As a result of the combined XAS and DFT study we
present systematic crystal field parameters for phthalocya-
nines and octaethylporphyrins involving the transition metals
from Mn though Ni. These provide the starting point for de-
signing dye molecules that optimally separate electrons and
holes via the crystal field.

II. EXPERIMENTAL

A. Sample preparation and characterization

Iron(II) phthalocyanine (Fe-Pc), cobalt(II) phthalocya-
nine (Co-Pc), nickel(II) phthalocyanine (Ni-Pc), manganese
(III) octaethylporphyrin chloride (MnCl-OEP), cobalt(II)
octaethylporphyrin (Co-OEP), and nickel(II) octaethylpor-
phyrin (Ni-OEP) were purchased from Sigma-Aldrich and
used as received. In order to obtain the best quality spec-
tra (with the narrowest peaks and largest peak-to-valley ra-
tios), the molecules in this study were outgassed and sublimed
in situ onto either Si substrates with native oxide or Au. Sub-
limation of these molecules also ensured that they were in the
appropriate oxidation state by removing adsorbates loosely
bound to the metal atom. Sublimation temperatures (to within
10 ◦C) were 445 ◦C for Fe-Pc, 460 ◦C for Co-Pc and Ni-Pc,
and 250 ◦C for Co-OEP and Ni-OEP. Mn-OEP was prepared
by sublimation of MnCl-OEP at 455 ◦C, above the typical
OEP evaporation temperature of 250 ◦C. At this higher tem-
perature, the axial Mn-Cl bond was broken for most of the
molecules and Cl desorbed. Sample integrity was monitored
by checking N 1s spectra of each sample for a characteris-
tic peak just below 400 eV which corresponds to a broken
phthalocyanine or porphyrin ring.4 No such peaks were ob-
served for the sublimed samples. Typical N 1s spectra are
shown in Figure 1 and the supplementary material.55

The polarization dependence of the N 1s spectra of
Fe(II)-Pc in Fig. 1 provides quantitative information about the
orientation of the deposited films.1, 9, 12, 13, 18, 25 The N 1s edge
of transition metal phthalocyanines is influenced by the na-
ture of the central metal atom,42 but we do not focus on these
effects here as they do not strongly affect the use of the N 1s
edge as a probe of molecular orientation. Well-ordered films
were obtained on Si wafers covered with the native oxide, a
widely used substrate. In that case the Pc molecules were pref-
erentially oriented with their molecular planes perpendicular
to the substrate and the OEP molecules parallel to it. The film
thickness played a role in optimizing the polarization depen-
dence. Typically, the best polarization dependence is seen in
films a few layers thick, but not thick enough to be visible
(compare Ref. 41). Films with visible color still show polar-
ization dependence in their spectra, but it is reduced compared
to thinner samples because of disorder from surface nonuni-
formity. Polarization-dependent N 1s spectra for Co(II)-Pc,
Co(II)-OEP, Ni(II)-Pc, and Ni(II)-OEP can be found in the

FIG. 1. N 1s spectra of Fe(II)-Pc sublimed onto oxidized Si and Au sub-
strates. The polarization dependence of the spectra indicates that Fe(II)-Pc
stands up on Si and has nearly random orientation on Au. Therefore Si
substrates were chosen for determining the crystal field parameters of the
molecules.

supplementary material.55 The supplementary material also
contains plots of the LUMO peak intensity versus cos2θ . The
slope of these curves is a measure of the degree of orienta-
tion. For Au substrates the polarization dependence was much
weaker, as shown in the bottom half of Fig. 1. A likely ex-
planation for the disorder present in the films on air-exposed
Au substrates is their inhomogeneous nature. While the initial
few layers are well-ordered and lie flat on a clean surface, ad-
ditional layers see a much rougher surface which causes them
to stand on edge.41 Therefore the silicon substrates with their
native oxide were chosen for determining the crystal field pa-
rameters. They also more closely resemble substrates in actual
devices.

B. X-ray absorption measurements

X-ray absorption measurements for all molecules were
performed at the U2 VLS-PGM beamline at the Synchrotron
Radiation Center (SRC). Additional measurements of Ni(II)-
Pc for higher resolution spectra were performed at Beamline
8.0 at the Advanced Light Source (ALS). All spectra were
taken in the surface-sensitive total electron detection mode.
The energy calibration of the metal 2p spectra was based
on published data.1 The N 1s spectra were calibrated as in
Ref. 4. Radiation damage was minimized by using the nar-
rowest possible exit slits. The absolute accuracy is about
±0.2 eV, the relative accuracy for the same edge of different
compounds about ±0.1 eV, and the relative accuracy within a
spectrum about ±0.05 eV. For fitting the 2p-to-3d transitions,
we eliminated the small 2p-to-s continuum by subtracting an
integral curve of the spectrum with a pre-factor such that the
base line returned to 0 above the 3d transitions.
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C. Density functional theory

DFT calculations were performed by means of the Am-
sterdam Density Functional (ADF) code, version 2012.01
(Ref. 43). All atoms were described through basis sets of
triple-ζ polarized quality (triple-ζ Slater-type orbital (STO)
plus one polarization function) given in the program database,
including all the core electrons in the calculation (i.e.,
with no frozen core approximation). Spin-polarized cal-
culations were carried out using three levels of approxi-
mation for the exchange-correlation potential, namely: (i)
local density approximation (LDA) employing the Vosko-
Wilk-Nusair (VWN) functional,44 (ii) general gradient
approximation (GGA) using the Perdew-Burke-Ernzerhof
(PBE) functional,45 (iii) a hybrid scheme mixing GGA and
exact Hartree-Fock exchange with the so-called BHandHLYP
functional.43 In a first step we calculated the ground state
geometries of all the compounds studied in the present
work. The corresponding occupations of the d-orbitals for
the ground state of each compound are the following: (i)
Ni(II)-Pc and Ni(II)-OEP [(xy)2 (xz)2 (yz)2 (3z2 − r2)2 (x2

− y2)0]; (ii) Co(II)-Pc and Co(II)-OEP [(xy)2 (xz)2 (yz)2 (3z2

− r2)1 (x2 − y2)0]; (iii) Fe(II)-Pc [(xy)2 (xz)1 (yz)1 (3z2 − r2)2

(x2 − y2)0]; (iv) Mn(II)-OEP [(xy)1 (xz)1 (yz)1 (3z2 − r2)1 (x2

− y2)1]. Second we used an “Average of Occupations” (AOC)
procedure to evaluate the corresponding crystal field param-
eters of each system. In the AOC procedure the d-electrons
are equally distributed over the five d-orbitals (e.g., for Ni-
Pc the occupations were (xy)1.6 (xz)1.6 (yz)1.6 (3z2 − r2)1.6 (x2

− y2)1.6), while the geometry of the molecule was fixed to
that of the ground state. Crystal field parameters could then
be obtained simply by taking the Kohn-Sham energies of the
d-orbitals. This AOC technique has been shown to be accurate

FIG. 2. One-electron energy levels for the 3d electrons in Mn-OEP,
Fe-Pc, Co-Pc, Ni-Pc, obtained from the optimized crystal field parameters in
Table II. In addition to the crystal field, one must take into account the
electron-electron interaction for determining the total energy and the ground
state.

for the crystal field splitting of many other transition metal
complexes.46, 47

The crystal field parameters 10Dq, Ds, and Dt can
be used to calculate the 3d manifold in the one-electron
picture,3, 48 as shown in Figure 2. We do not include the elec-
tron occupancy of the orbitals here, because the crystal field
is not the only factor determining the total energy versus oc-
cupancy. The Coulomb/exchange energy among the 3d elec-
trons is at least as important. There also remain some ques-
tions regarding the ground state configurations of Pcs, par-
ticularly Fe(II)-Pc.6–11, 13, 19–22, 24 The octahedral crystal field
10Dq splits the 3d level into a doubly degenerate eg level and
a triply degenerate t2g level, both of which are then split fur-
ther by the tetragonal distortion of the crystal field in planar,
four-fold molecules. For Figure 2 we have already used the
fully-optimized parameters, thereby providing an overview of
the results from our work. Since the Coulomb/exchange inter-
action between the 3d electrons is comparable to the crystal
field splitting, care has to be taken not to overinterpret such
diagrams. For example, the actual multiplets consist of typi-
cally 10-100 lines with varying parentage (see the discussion
below). They reflect many-electron states which cannot be
represented in a single-electron picture. Nevertheless, the
one-electron picture has been used widely as a first approx-
imation to describe 3d-levels in transition metal oxides.

D. Multiplet calculations and fitting

Before getting into the details of calculating the observed
2p-to-3d multiplets, it is worth discussing their connection
with the crystal field, both in the ground state and the ex-
cited state. The 2p core hole introduces a major perturbation
in the 3d electron manifold by its extra positive charge (which
lowers all the 3d levels) and by its Coulomb/exchange inter-
actions with the 3d electrons. In addition, an extra 3d elec-
tron is generated by the optical absorption process, which in-
teracts with all the other 3d electrons. Despite these radical
changes in the 3d manifold, the crystal field is not affected
much, because it is caused by charges on the neighboring N
atoms. In fact, the absorption of visible light in a solar cell
also generates an extra electron, which makes the crystal field
obtained from X-ray absorption spectroscopy more realistic
than the ground state crystal field, as far as photovoltaics are
concerned.

Fits of the 2p-to-3d absorption spectra are performed
using the CTM4XAS atomic multiplet code.39 Generally, a
uniform reduction of the calculated crystal field parameters
and Slater integrals for the Coulomb/exchange interaction
provides a fairly direct route to a best fit. This is an indica-
tion that DFT calculations tend to obtain the correct ratio of
the various interactions, but have difficulties describing the
screening quantitatively.

Specifically, the observed 2p3/2 to 3d multiplets are calcu-
lated from the three crystal field parameters in D4h symmetry,
10Dq, Ds, and Dt, together with atomic Slater integrals us-
ing CTM4XAS,39 which is based on Cowan’s atomic multi-
plet code49 with modifications by Butler,50 Thole et al.,21 and
Ogasawara et al.51 As an example, the Fe(II)-Pc spectra cor-
responding to the crystal fields obtained from the three DFT
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FIG. 3. Comparison of the experimental spectrum of Fe(II)-Pc at 45◦ inci-
dence and calculated spectra using several different functionals (see Table I
for details). Black lines indicate the FWHM of the 2p3/2 region and show
how 10Dq influences the overall width by splitting the 3d-level. The PBE
functional provides the most accurate width and is used as the starting point
for optimizing the crystal field parameters.

functionals are shown in Figure 3. The corresponding param-
eters are given in Table I. The Slater parameter was set to 1
for all spectra.

There are substantial differences between the function-
als, which can be traced to different values of the dominant
crystal field parameter 10Dq. As the crystal field increases,
the full width half maximum of the 2p3/2 manifold increases,
which is indicated by tick marks in Fig. 3. Comparing the
widths of the calculated spectra with the experimental width,
the PBE functional comes closest to the data, an observation
that holds for the other molecules as well. To obtain opti-
mal fits, the PBE crystal field parameters need to be reduced
slightly. This was corrected by uniformly reducing all crystal
field parameters for each molecule (typically between 5% and
30%). In some cases it was necessary to fine tune the ratios of
the crystal field parameters (in particular to move the third
peak of the PBE spectrum in Fig. 3 to higher energy), but we
kept such deviations from the calculated ratios to a minimum.

The rationale for this strategy was that DFT calculations
do not account completely for screening which reduces elec-
trostatic interactions. The Slater integrals could be affected
by the localization of the 3d states in the presence of the core
hole, as discussed previously.52, 53 The degree of covalency
together with the appearance of ligand holes may also be a
factor. Therefore we investigated the rescaling of the Slater
parameters and the crystal field parameters independently of
each other. The corresponding figures are included in the

TABLE I. Crystal field parameters for Fe-Pc produced by several different
functionals, Fig. 3.

Functionals 10Dq Dt Ds

LDA 3.65 0.329 0.608
PBE 2.94 0.257 0.597
BHandHLYP 2.54 0.237 0.446

supplementary material.55 These figures also establish the
margins of error for the crystal field and Slater parameters.

More generally, a core level transition represents a highly
excited state, which raises the question of how much the
presence of the core hole distorts the ground state electronic
structure of the valence electrons. The presence of the core
hole is included in the multiplet calculations,49 but the local-
ization of the 3d-electrons induced by the 2p core hole will af-
fect the Slater parameters. The crystal field is affected less by
the core hole, since it originates from neighboring N atoms,
not the metal itself. It would be desirable to have crystal field
parameters available from UV-visible spectroscopy, where the
core hole is absent. These are difficult to obtain due to the
dominance of transitions involving π levels.35–37 There are
optical data available for octahedral Mn complexes that do not
contain π orbitals. A comparison with core level absorption52

shows a reduction of 10Dq by about 0.2 eV in the presence of
a core hole.

In order to model the polarization dependence of the
spectra, it is important to appropriately scale the oscilla-
tor strengths of the in-plane and out-of-plane transitions
produced by the multiplet calculations. The Pc and OEP
molecules were found to have orientations roughly orthog-
onal to each other on oxidized Si substrates. Therefore we
calculated the polarization dependence for two different ori-
entations of the planar molecules: one for lying on edge, the
other for lying flat. For molecules lying on edge, the intensity
of the spectrum at a given energy is

I⊥ = 1

2
[Zcos2θ + R(2 − cos2θ )], (1)

where Z is the oscillator strength of the out-of-plane transi-
tions, R is the oscillator strength of the in-plane transitions
(note that for our purposes R and L polarizations are identi-
cal), and θ is the angle of incidence measured from normal to
the substrate. For molecules lying flat one obtains

I‖ = Z(1 − cos2θ ) + Rcos2θ, (2)

with the same assignments. In each case it is assumed that the
molecules are azimuthally disordered but with no tilt from
either normal or parallel to the surface, respectively.

The difference between the two situations can be ra-
tionalized by considering the available transitions at normal
(0◦) and extreme grazing (90◦) X-ray incidence. At normal
incidence, both in-plane and out-of-plane transitions are al-
lowed for azimuthally disordered molecules lying on edge,
while molecules lying flat exhibit only in-plane transitions.
At grazing incidence the allowed transitions are only in-plane
for molecules lying on edge and out-of-plane transitions for
molecules lying flat. Between these extreme cases the oscil-
lator strengths have the cos2θ dependence of optical dipole
transitions.

III. RESULTS

The calculated spectra in Figs. 4–8 come from multiplet
calculations using the optimized crystal field and Slater pa-
rameters in Table II. The polarization dependence was ob-
tained from the CTM4XAS intensities R and Z via Eqs. (1)
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FIG. 4. Comparison of experimental and calculated spectra for Fe(II)-Pc at
normal and grazing incidence. The peak energies are reproduced in the calcu-
lated spectra, but the experimental polarization dependence is smaller due to
imperfect orientation. Features seen strongly at normal incidence have out-of-
plane symmetry, and those stronger at grazing incidence in-plane symmetry.

and (2). Each transition is simulated by a Voigt profile with
area equal to the oscillator strength calculated by CTM4XAS
and linearly increasing broadening going to higher energies.
The calculated spectra assume that the molecules are perfectly
ordered and oriented exactly normal (for Pcs) or parallel (for
OEPs) to the surface. They will thus exhibit stronger polar-
ization dependence than the experimental spectra, which are
somewhat disordered and tilted from normal or parallel orien-
tations. The lines under the calculated spectra indicating tran-
sition oscillator strengths are scaled for their respective angles
of incidence. The strong calculated polarization dependence
shows that for a perfectly ordered film aligned perpendicular
(for Pcs) or parallel (for OEPs) to the substrate, a much more
dramatic effect could be observed.

The metal 2p absorption edges determine the crystal
field, and the polarization dependence of the spectra is par-
ticularly important for uniquely determining the crystal field
parameters. Figure 4 compares Fe 2p3/2 absorption spectra for
Fe(II)-Pc with atomic multiplet calculations for two polariza-
tions (red and black). The Fe 2p1/2 region is omitted because
its features are not as well defined. Overall, theory and ex-
periment exhibit similar multiplet structures with comparable
polarization dependence. The peak near 707 eV is strongest
at normal incidence, which indicates that the corresponding
3d orbitals have an out-of-plane orientation, because the Pc
molecules lie on edge according to the N 1s data in Fig. 1
and the supplementary material.55 A secondary peak on the
lower energy side of the main peak has opposite polarization
dependence and thus corresponds to an orbital with in-plane
symmetry. The higher energy peaks likewise have opposite
polarization dependence corresponding to 3d orbitals with in-
plane orientation. The modulation of the spectra in this region
is reduced compared to the modulation at lower energies. The
symmetries of the transitions in these spectra are consistent
with a previously reported spin 1 ground state6–11, 13, 19–22, 24

FIG. 5. Experimental and calculated Co 2p absorption spectra for Co(II)-Pc
and Co(II)-OEP. Pc and OEP films have opposite polarization dependence,
indicating that Pcs preferentially stand on edge while OEPs lie flat. Compared
to Fe(II)-Pc, the lower number of unoccupied 3d states reduces the number
of strong transitions in the multiplet.

which leaves the dxz, yz, and dxy orbitals partially filled, thus
transitions into each are allowed. While there remain ques-
tions over the electron occupancy of the ground state of the
Fe2 + ion in Fe(II)-Pc, the polarization dependence seen in
these spectra potentially offers clues to the available orbitals
in the excited state.

The same polarization dependence pattern can be seen
in the Co 2p3/2 spectra of Co(II)-Pc in Figure 5 (top panel).
Again the low-energy peak is strong at normal incidence, and
the higher-lying peaks are strong at grazing incidence. The
total number of transitions in Co-Pc spectra is lower than
for Fe-Pc because of the extra d electron in the Co2+ ground
state. Thus fewer unoccupied levels are available for the ex-
cited electron, notably the loss of the lower energy shoulder
on the dominant peak and fewer transitions in the higher en-
ergy region. The ground state of Co2 + in these molecules is
spin 1

2 .6–8, 10, 11, 13, 27 Co 2p spectra of Co(II)-OEP are also
shown in the bottom panel of Figure 5. They have similar
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FIG. 6. Experimental and calculated Ni 2p absorption spectra for Ni(II)-Pc
and Ni(II)-OEP. As with Co(II)-Pc and Co(II)-OEP, the Pc and OEP have
opposite polarization dependence. For Ni(II)-Pc and Ni(II)-OEP all 3d levels
except for the highest lying eg level are occupied, such that all transitions
have the same polarization dependence. They correspond to the higher energy
transitions in Figures 4 and 5.

multiplet structure to Co(II)-Pc but opposite polarization
dependence. This is in line with the opposite orientation of
OEP compared to Pc molecules observed at the N 1s edge in
the supplementary material.55 OEP lies flat on the SiO2 sub-
strate rather than on edge.

In the Ni 2p3/2 spectra of Figure 6 the multiplet is reduced
to a single, dominant line with weak features at higher energy
(compare Fig. 7 for a higher resolution spectrum measured
at the ALS). This continues the trend towards fewer available
empty levels when going from Fe to Co and Ni. In Ni, only
the highest-lying eg level remains unoccupied and thus domi-
nates the spectra. The polarization dependence of this peak is
opposite to that of the low-energy peak of the Fe 2p and Co 2p
spectra in Figs. 4 and 5. This is because the out-of-plane dxz

and dyz orbitals have now become filled6–8, 28 (thus Ni2 + has
a spin 0 ground state), leaving only the in-plane dx2−y2 orbital
available for the excited 3d electron (see Fig. 2). The dom-

FIG. 7. Higher resolution spectrum from a thicker sample of Ni(II)-Pc,
which showed lower polarization dependence. The calculation shows a single
peak above the main peak (as in Ni-OEP), which is split in the experimental
spectrum.

inant Ni 2p transition thus corresponds to the higher energy
transitions in the Fe 2p and Co 2p spectra. The orientation of
the molecules has not changed according to the N 1s spectra in
the supplementary material,55 as expected. Ni-Pc and Ni-OEP
spectra have again opposite polarization dependence, which is
consistent with their opposite orientation. The high-resolution
spectrum in Fig. 7 shows a clearly-resolved doublet above the
main peak for Ni-Pc, which is just a single peak at 855.5 eV
in Ni-OEP (Fig. 6) and in the multiplet calculation. This is
in agreement with previous work.1, 28 The splitting is not un-

FIG. 8. Experimental and calculated spectra for Mn(II)-OEP. The data are
from a thick sample, in which the molecules are no longer ordered. Such a
disordered situation is comparable to a spectrum calculated for a 45◦ inci-
dent angle. Dramatic changes in the shape of the calculated spectra with the
polarization angle might explain the large variation of relative peak heights
observed in Mn-OEP from differently prepared samples.
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TABLE II. Crystal field parameters produced by DFT calculations and ex-
perimental fitting (see Figs. 4–8 for the corresponding spectra). (PBE) indi-
cates the calculated parameters before rescaling.

10Dq Dt Ds Slater integral
(±0.05) (±0.005) (±0.005) prefactor (±0.05)

Mn-OEP 2.10 0.139 0.110 0.72
(PBE) 2.59 0.232 0.443

Fe-Pc 2.66 0.232 0.700 0.9
(PBE) 2.94 0.257 0.597

Co-Pc 2.96 0.276 0.496 0.95
(PBE) 3.12 0.290 0.522

Co-OEP 2.65 0.247 0.444 0.85
(PBE) 2.91 0.281 0.422

Ni-Pc 2.27 0.224 0.374 0.75
(PBE) 3.03 0.298 0.498

Ni-OEP 2.33 0.230 0.383 0.77
(PBE) 2.85 0.261 0.333

expected, given the more complex structure of a Pc with its
two inequivalent rings of N atoms surrounding the metal. A
possible reason for the absence of the splitting in the multiplet
calculation is the omission of ligand hole transitions.

To extend the systematics of the crystal field splitting
towards the left of the 3d transition metal series we have
also investigated the Mn 2p edge of Mn(II)-Pc, even though
we were not able to obtain oriented films from either Mn-Pc
or Mn-OEP. Figure 8 shows the experimental and calculated
spectra for a sample of Mn(II)-OEP that did not exhibit polar-
ization dependence, which shows that the molecules have no
preferential orientation on the surface, likely due to the thick-
ness of the samples as well as some possible decomposition
from the higher sublimation temperature. As with the other
OEPs, the calculated red and black spectra in Fig. 8 represent
normal and grazing incidence, assuming a perfectly ordered
sample with all Mn(II)-OEP molecules lying flat on the sub-
strate. In addition, a spectrum calculated for 45◦ incidence is
shown in blue. The same spectrum is also calculated for ran-
domly oriented molecules. It proves to be the best match to the
experimental spectrum. The dramatic difference between the
spectra at normal and grazing incidence is particularly note-
worthy, as it could potentially be mistaken for mixing with
other oxidation states of Mn. This is of particular concern for
Fe- and Mn-based molecules, which occur in both the 2+ and
3+ oxidation states.1 For example, the oriented Mn(II) spec-
trum calculated for normal incidence resembles the spectrum
of Mn(III) in random orientation (compare Refs. 1, 16, 52,
and 54).

The crystal field parameters obtained for Mn(II)-Pc in
Table II produce a crystal field splitting in Figure 2 that differs
substantially from those of Fe, Co, and Ni. This indicates
that the 3d electron chemistry changes near the middle of
the 3d transition metal series. A possible cause might be the
drop in electronegativity from Fe to Mn, which stabilizes
higher oxidation states for Mn. Indeed, the 3d metals to the
left of Mn in the periodic table are only found in oxidation
states higher than the 2+ oxidation state investigated here.
While a comparable analysis of the crystal field has not been

performed for Cr- and V-based porphyrins33, 34 and phthalo-
cyanines, there are crystal field parameters available for
TiO(IV)-phthalocyanines.3, 32 To be in the stable 4+ oxidation
state, Ti-based phthalocyanines require additional axial
ligands. Those affect the ordering of the x2 − y2 and z2 levels,
depending on the detailed arrangements of the axial ligands
(see Fig. 7 in Ref. 3).

IV. CONCLUSIONS

This work investigates the trend of the crystal field split-
ting along the row of 3d transition metal phthalocyanines and
porphyrins, in order to systematically improve dye molecules
for solar cells. Polarization-dependent X-ray absorption
spectroscopy, DFT, and multiplet calculations are used to
determine the crystal field parameters 10Dq, Ds, and Dt.
The detection of the polarization dependence of the 2p-to-3d
multiplets is found to be very valuable for an unambiguous
determination of the crystal field parameters. It provides both
a scaling factor for calculated crystal field parameters and the
symmetry of the transitions. Several DFT functionals were
tested, and the PBE functional was found to be closest to
the optimum fit. The PBE crystal field parameters still must
be reduced somewhat, typically 5%–30%. Nevertheless, the
DFT calculations are essential for producing accurate ratios
of the crystal field parameters and thereby greatly reducing
ambiguities in choosing starting values for the fit parameters.
Additionally, DFT calculations are needed for an accurate
picture of ground state electron occupancy, which determines
the partially filled or empty states that are available for optical
transitions.

This analysis reveals systematic trends in the splitting of
the 3d levels for transition metal phthalocyanines and por-
phyrins in the 2+ oxidations state. The cross-over to tran-
sition metals with higher oxidation states to the left of Mn
is discussed as well. Understanding the systematics of the
crystal field in such metal-organic dye molecules is essential
for steering photoexcited electrons in the right direction for
optimal charge separation in solar cells.
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