
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners 
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 
• You may not further distribute the material or use it for any profit-making activity or commercial gain 
• You may freely distribute the URL identifying the publication in the public portal  

 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 

   

 

Downloaded from orbit.dtu.dk on: Dec 17, 2017

Mobile Phones as Cognitive Systems

Stopczynski, Arkadiusz; Larsen, Jakob Eg

Publication date:
2015

Document Version
Publisher's PDF, also known as Version of record

Link back to DTU Orbit

Citation (APA):
Stopczynski, A., & Larsen, J. E. (2015). Mobile Phones as Cognitive Systems. Kgs. Lyngby: Technical University
of Denmark (DTU).  (DTU Compute PHD-2014; No. 336).

http://orbit.dtu.dk/en/publications/mobile-phones-as-cognitive-systems(443a9a93-0842-4df7-bbc1-0d93d90573a3).html


Mobile Phones as Cognitive
Systems

Arkadiusz Stopczynski

kuno
Typewritten Text
        Kongens Lyngby 2014                   PhD-366

kuno
Typewritten Text

kuno
Typewritten Text

kuno
Typewritten Text

kuno
Typewritten Text

kuno
Typewritten Text

kuno
Typewritten Text

kuno
Typewritten Text

kuno
Typewritten Text

kuno
Typewritten Text

kuno
Typewritten Text

kuno
Typewritten Text

kuno
Typewritten Text

kuno
Typewritten Text



Technical University of Denmark
Applied Mathematics and Computer Science
Building 324, DK-2800 Kongens Lyngby, Denmark
Phone +45 45253031, Fax +45 45253031
compute@compute.dtu.dk
www.compute.dtu.dk

PHD: ISSN 0909-3192



Summary (English)

Driven by the ubiquitous availability of data and inexpensive data storage, our
ability to sense human beings has increased dramatically. Big data has perme-
ated the public discourse and led to surprising insights across the sciences and
the humanities. This dissertation presents research on expanding our capabil-
ities in collecting, handling, processing, and using data collected about human
beings to create an integrated view of social systems. The goal of the thesis has
been threefold.

The first part of the thesis focuses on the need, design, and implementation
of large-scale sensor-driven human data collection studies. Social networks can
be measured with high resolution and on multiple channels, such as face-to-
face meetings, social networks, or phone calls, in order to generate a more
comprehensive picture of social systems. The largest study to date measur-
ing large-scale social system—the Copenhagen Networks Study—is described,
together with motivation and challenges of the deployment. Preliminary results
are presented, indicating how a possibly biased and incomplete picture can be
generated when data are collected from a single channel and with a low resolu-
tion, thus emphasizing the importance of the proposed approach and deployed
implementation.

The second part of the thesis deals with expanding our capabilities to sense
the cognitive and emotional state of the users through development of a sys-
tem for mobile brain imaging—the Smartphone Brain Scanner. A developed
framework allows for EEG data collection and processing. It also provides the
ability to build end-user applications on top of raw data and extracted features
using off-the-shelf and custom-built neuroheadsets and mobile devices, thereby
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potentially becoming another channel in integrated human sensing. The motiva-
tion for creating such system is presented, advanced data processing—3D source
reconstruction—is explained, and applications and use-cases are discussed.

In the third part, the privacy issues surrounding the handling of such sensi-
tive behavioral and biomedical data are investigated. A comprehensive review
of best privacy practices in sensor-driven human data collection is presented
and recommendations for practitioners are made. Based on this review and
experiences with the Copenhagen Networks Study and the Smartphone Brain
Scanner, the concept of Living Informed Consent is presented, which postulates
larger participant control over collected data for the benefit of users, researchers,
and society at large. The same privacy principles are applied to a personal neu-
roinformatics context, resulting in a proposed new approach to sensitive EEG
data handling.



Resumé (Dansk)

Drevet af den øgede tilgængelighed af data samt den lave pris på datalagring,
er vores mulighed for at indsamle data om mennesker steget dramatisk. “Big
data” har gennemsyret den offentlige diskurs og ført til overraskende indsigter
på tværs af naturvidenskab og humaniora. Denne afhandling beskæftiger sig
med data indsamlet om mennesket og præsenterer forskning der udvider vores
kompetencer indenfor indsamling, håndtering, forarbejdning og anvendelse for
at skabe et samlet billede af sociale systemer. Målet med denne afhandling er
tredelt.

Den første del af denne afhandling fokuserer på sensor-drevet indsamling af data
og diskuterer behovet, designet, samt implementeringen af denne type studier.
Sociale netværk kan måles med høj opløsning og via flere kanaler, såsom ansigt-
til-ansigt møder, online netværk eller telefonopkald. For at få et fyldestgørende
billede af mennesket skal man dække alle vore kommunikationskanaler. Udfor-
dringer samt motivationen bag den til dato største indsamling af sensor-dreven
data, med titlen Copenhagen Networks Study, bliver beskrevet og diskuteret.
Foreløbige data bliver præsenteret og indikerer udfordringen i bias og mulighe-
den for slutninger baseret på ufuldstændige data fra kun en kanal. Dette un-
derstreger betydningen af den beskrevne fremgangsmåde.

Den anden del af denne afhandling omhandler et nyt mobilt system, kaldet
Smartphone Brain Scanner, der udvider vores nuværende rammer til mobilt
at kunne registrere kognitive tilstande hos mennesker. Den udviklede metode
gør det muligt at både indsamle og behandle EEG data dynamisk. Yderligere,
åbner den muligheder for at brugere selv kan bygge og anvende nye applika-
tioner på det indsamlede data. Metoden er både kompatibel med standard-
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komponenter, specialbyggede neuro-headset samt andre mobile enheder og kan
dermed potentielt blive en ny kanal i indsamlingen af data om mennesket. Denne
del beskriver motivationen bag skabelsen af systemet, forklarer de avancerede
databehandlingsmetoder og giver eksempler på hvorledes et sådant system kan
være nyttigt.

I den tredje del undersøges og diskuteres hånderingen af disse følsomme data
med henblik på beskyttelsen af privatlivets fred. En omfattende gennemgang
belyser de nuværende fremgangsmåder og giver detaljerede anbefalinger til frem-
tidige studier der omhandler anvendelse af denne slags personfølsomme data.
Baseret på denne gennemgang og de to projekter: Copenhagen Networks Study
og Smartphone Brain Scanner introduceres begrebet Living Informed Consent.
Her postuleres at større individuel kontrol over data er til gavn for brugere,
forskere og samfundet generelt. De samme principper om privatlivets fred an-
vendes i sammenhængen med personlig neuroinformatik og resulterer i en ny
tilgang til håndtering af følsomme EEG data.



Preface

This thesis was prepared at the Department of Applied Mathematics and Com-
puter Science at the Technical University of Denmark (DTU) in partial fulfill-
ment of the requirements for acquiring the Ph.D. degree in engineering.

The thesis consists of a summary report and a collection of one book chap-
ter, four published scientific papers, and four upcoming papers. The work was
carried out between 2011 and 2014.

Lyngby, 31-March-2014

Arkadiusz Stopczynski
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Chapter 1

Introduction

This opening chapter serves as a general introduction to the work contained in
the thesis.

Section 1.1 describes a motivation for the use of mobile phones as cognitive
systems and presents challenges addressed in the remainder of the thesis, while
Section 1.2 gives a chapter-by-chapter overview, including a brief summary of
the scientific papers.



4 Introduction

1.1 Motivation

Over the last few years, our ability to collect and analyze data about human be-
havior has increased dramatically. This development has been partially driven
by individuals posting and storing data about themselves and friends using on-
line social networks (such as Facebook or Twitter) or by collecting their data
for self-tracking purposes (quantified-self movement). Data regarding human
behavior is also collected through the environment: embedded RFIDs, cameras,
traffic monitoring, business transactions. Across the sciences, researchers con-
duct studies collecting data at an unprecedented resolution and scale. Using
computational power combined with mathematical models, such rich datasets
can be mined to infer underlying patterns, thereby providing insights into human
nature.

Data about human behavior and our cognitive and emotional states, have been
historically collected in many domains, including psychology, sociology, and neu-
roscience, to name just a few. With the increased ability to collect quantitative
data from large populations, over long periods of time, and with many bits per
user, a new domain of computational social science has been born [LPA+09]. Al-
though technical and methodological advancements make data collection, han-
dling, and analysis possible, there are still many questions to answer and bound-
aries to push, especially in increasing the quality and scale of the collected data,
introduction of new sophisticated channels for integrated sensing, and address-
ing privacy of the participants in the presence of such sensitive linked data.

The aim of the work contained in this thesis has been to address some of the
most pressing challenges in collection of large-scale sensor-driven human data,
primarily for research purposes. The first addressed challenge was the need
to expand the scale of the human data collection. We used mobile devices
(smartphones) as sociometers, specifically by: sensing participants’ location,
face-to-face interactions, calls and text messages, interactions in online social
networks. Similar studies have been conducted by groups from various research
institutions, notably MIT [API+11, EP06], Dartmouth College [MLF+08], Aalto
University [KN11], and Nokia Research Center in collaboration with École Poly-
technique Fédérale de Lausanne [KBD+10]. In a natural evolution of this pre-
vious work, this thesis describes the efforts to increase the number of partici-
pants, the period of data collection, and the number of bits collected per user
to an unprecedented level. Such expansion makes it possible to answer novel
questions about social systems, such as understanding how different observed
channels may generate different views of the system, how and why networks
evolve, and what drives creation and collapse of communities. The resulting
deployment—the Copenhagen Networks Study [SSS+14] (Appendix B)—is a
testbed, a living lab allowing for multiple studies and experiments to be devel-
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oped, in addition to the basic observational study, as postulated in [GSS+14]
(Appendix A). The initial results presented in this thesis indicate that there is
in fact a pressing need to address the challenges of incomplete data, irregular
sampling, and low number of channels and participants in living lab deploy-
ments. Results presented in [dMSS+14] (Appendix C) show how our sensing
capabilities, combined with an experimental setup, can be used to gain insights
into human nature—illustrating the importance of strong ties in collaborative
problem solving. Knowing the structure of the friendships both within and
between groups of students working on study assignments, we showed that per-
formance is correlated with the number of ties. However, the effect is strongly
non-linear—only the strongest ties are significant. The friendships were col-
lected as self-reports but also recovered from the campus wifi system, showing
how sensed social structure can be linked to performance in problem solving.

The cognitive state of the user, recovered from brain activity, has been clas-
sically considered separately from the behavioral traces. Brain activity can
be measured using various methods, including functional Magnetic Resonance
Imaging (fMRI), Positron Emission Tomography (PET), Magnetoncephalogra-
phy (MEG), Electroencephalography (EEG), and Functional near-infrared spec-
troscopy (fNIR). The experiments involving measuring brain activity have been
almost exclusively done in a tightly-controlled laboratory setting, approaching
the brain as an input-output system, with precisely synchronized stimuli evok-
ing measurable responses. While it is not feasible to move most of the methods
for recording brain activity outside of the lab due to the equipment complexity
(fMRI, PET, MEG), EEG can be used in more naturalistic contexts. Only re-
cently have we witnessed EEG moving outside of the laboratory, with the arrival
of low-cost user-oriented neuroheadsets [DVGD13], powerful mobile devices, and
software frameworks for data acquisition and analysis. These developments offer
an unprecedented opportunity for sensing cognitive states of the participants in
more naturalistic settings, for working with larger populations and over extended
periods of time, and for building novel user-facing applications on top of the
extracted features. EEG can be used in many contexts, prominently for Brain-
Computer Interfaces (BCI) in explicit (voluntary user control) [QHMST13] and
implicit (cognitive state monitoring) [LBJ+99] modes or in assistive technolo-
gies [MRMP+10]. The vision of using mobile devices coupled with low-cost
neuroheadsets as ‘pocketable labs’ is outlined in [SSP+13] (Appendix D). The
architecture of the framework developed as part of this vision—the Smartphone
Brain Scanner—is presented in [SSL+14] (Appendix F), together with the de-
scription of custom-built hardware (EEG cap) and technical validation of the
system. An important method implemented in the developed software is source
reconstruction, in which the signal measured by scalp electrodes is mapped to
the original sources in the brain volume. Results presented in [SAS+12] (Ap-
pendix G) indicate valid source reconstruction can be performed even with a
low number of electrodes. The results from source reconstruction are shown in
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the context of reconstructing responses to emotional stimuli in [PSS+11] (Ap-
pendix E). Although the framework is still in development and the presented
results focus primarily on validation in standard lab paradigms, the developed
approach to portable and mobile brain imaging is a significant step towards
integrated human sensing, where the cognitive and emotional state of the user
becomes another channel in large-scale human data collection studies, such as
the Copenhagen Networks Study.

As our sensing capabilities grow and we use more advanced channels, collecting
more bits per user, for longer periods, and for larger populations, it becomes
even more important to address the privacy of the users in a way that considers
the size and complexity of the collected data and used methodologies. Although
the concept of protecting the privacy and well-being of human participants is not
new, some commonly used practices—when closely analyzed—do not necessarily
live up to expectations in massive sensor-driven human data collection. An
extensive overview of the employed privacy practices, from a both technical and
legal perspective, is given in [SPP+14] (Appendix H). The conclusion is that
the most pressing issue to address is how informed consent is handled. This
informs the proposed concept of Living Informed Consent, in which the user is
encouraged to understand and control data sharing through the entire lifetime of
the data collection effort. The resulting requirement of reducing dimensionality
of the shared data, in order to make the sharing comprehensible for the user
is both used in the Copenhagen Networks Study and outlined in a personal
neuroscience context in [SGHP14] (Appendix I).

1.2 Thesis Outline and Contributions

In addition to the current chapter, the thesis consists of five introductory chap-
ters, one book chapter, four published papers, and four upcoming papers. The
papers are found in the appendices and constitute the main contribution of the
thesis. The introductory chapters aim to provide motivation for sensor-driven
human data collection and provide an overview of the Copenhagen Networks
Study deployment, introduce components of the Smartphone Brain Scanner
framework in terms of data collection, processing, and applications, and, finally,
to outline the developed privacy approaches. In summary, the remainder of the
thesis is structured as follows:

Chapter 2, Mobile Devices, Big Data, and Society, provides a foundation
for the rest of the thesis. The Big Data revolution and its impact on society
are explained. The concept of living labs is introduced and an outline of the
Copenhagen Networks Study deployment is provided.
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Chapter 3, Mobile Brain Imaging, presents the challenges in sensing cog-
nitive and emotional state of users. Collected brain activity is considered an
additional channel in integrated human sensing, and the presented challenges
include data collection, processing, and application. EEG data processing meth-
ods are briefly introduced.

Chapter 4, Privacy of Personal Data, focuses on the privacy of the users
participating in integrated sensitive data collection efforts. Concepts of Personal
Data System (PDS) and Living Informed Consent are introduced and their
applicability in sensor-driven human data sensing is explained.

Chapter 5, Future Outlook, outlines future developments that can extend
the work presented in this thesis.

Chapter 6, Conclusions, recapitulates the main findings presented in the
thesis.

Paper A, Institutional Controls: The New Deal on Data [GSS+14],
explores the emergence of the Big Data society, arguing that the ‘personal data
sector’ of the economy needs productive collaboration between research insti-
tutions, government, private sector, and citizens to create new markets. It
envisions data access governed by Living Informed Consent, in which users are
entitled to know what data are being collected about them by which entities,
empowered to understand the implications of data sharing, and finally put in
charge of the sharing authorizations. The need for better data collection, pro-
cessing, and sharing practices is explained and the establishment of a New Deal
on Data is discussed, grounded in principles, such as the opt-in nature of data
provision, the boundaries of the data usage, and parties accessing the data.

Paper B, Measuring Large-Scale Social Networks With High Resolu-
tion [SSS+14], describes the deployment of a large study designed to collect
data about human interactions and movements with unprecedented temporal
resolution and depth, both in terms of duration and number of distinct chan-
nels, creating a living lab as envisioned in [GSS+14]. The data are collected using
state-of-the-art smartphones as social sensors and include face-to-face interac-
tions, telecommunication, social networks, location, and background informa-
tion for a densely connected and coherent population of 1 000 individuals—the
Copenhagen Networks Study. Based on the preliminary results, it is shown how
a possibly biased and incomplete view of the system can be generated when data
are collected just from a single channel and with a low resolution, thus empha-
sizing the importance of the proposed approach and deployed implementation.

Paper C, The Strength of the Strongest Ties in Collaborative Prob-
lem Solving [dMSS+14], reports on how the self-reported and sensed friend-
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ship networks correlate with group performance in collaborative complex prob-
lems solving. Using experimental data collected within the Copenhagen Net-
works Study framework [SSS+14], it is shown that while groups’ performance
is strongly correlated with their networks of expressive and instrumental ties,
only the strongest ties in both networks have an effect on performance. Both
networks of strong ties explain more of the variance than other factors such as
measured or self-evaluated technical competencies or personality of the group
members. These results have consequences for the organization of groups of
scientists, engineers, or other knowledge workers solving complex problems.

Paper D, Smartphones as pocketable labs: Visions for mobile brain
imaging and neurofeedback [SSP+13], outlines how mobile brain imaging
solutions, such as the Smartphone Brain Scanner, may expand our capability
to sense human cognitive and emotional state. Normally subject to physical
constraints in labs, neuroscience experimental paradigms can be transformed
into dynamic environments allowing for the capturing of brain signals in every-
day contexts, by integrating with living labs such as the Copenhagen Networks
Study [SSS+14]. Using smartphones or tablets to access text or images may
enable experimental design capable of tracing emotional responses when shop-
ping or consuming media, incorporating sensorimotor responses reflecting our
actions into brain machine interfaces, and facilitating neurofeedback training
over extended periods.

Paper E, Smartphones get emotional: mind reading images and recon-
structing the neural sources [PSS+11], presents a realization of vision
from [SSP+13], showing how emotional responses reflected in different scalp
potentials when viewing pleasant and unpleasant pictures can be distinguished
using a fully portable EEG system. Clustering independent components across
subjects, it is possible to remove artifacts and identify common sources of
synchronous brain activity, consistent with earlier findings based on conven-
tional EEG equipment. Applying a Bayesian approach to reconstruct the neural
sources not only facilitates differentiation of emotional responses but may also
provide an intuitive interface for interacting with a 3D rendered model of brain
activity.

Paper F, The Smartphone Brain Scanner: A Portable Real-time Neu-
roimaging System [SSL+14], presents the technical details and validation of
Smartphone Brain Scanner for building multi-platform, portable EEG appli-
cations with real-time 3D source reconstruction. Benefits and challenges are
discussed, including technical limitations and details of real-time reconstruction
of brain activity. Examples of brain activity captured in a simple experiment
involving imagined finger tapping are presented, showing that the acquired sig-
nal in a relevant brain region is similar to that obtained with standard EEG
lab equipment. Although the quality of the signal in a mobile solution using
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an off-the-shelf consumer neuroheadset is lower than the signal obtained using
high-density standard EEG equipment, it is proposed that mobile application
development may offset the disadvantages and provide completely new oppor-
tunities for neuroimaging in natural settings.

Paper G, An Evaluation of EEG Scanner’s Dependence on the Imag-
ing Technique, Forward Model Computation Method, and Array Di-
mensionality [SAS+12], presents a comparison of a low and high density
EEG setup’s dependence on correct forward modeling. Specifically, it is exam-
ined how different forward models affect the source estimates obtained using
four inverse solvers: Minimum-Norm, LORETA, Minimum-Variance Adaptive
Beamformer, and Sparse Bayesian Learning. The results indicate that useful
3D reconstruction is possible even with low-dimensionality setup, such as the
one used in mobile solution of the Smartphone Brain Scanner [SSL+14].

Paper H, Privacy in Sensor-Driven Human Data Collection: A Guide
for Practitioners [SPP+14], provides a survey of the work related to ad-
dressing privacy issues in research studies collecting detailed sensor data on
human behavior. Reflections on the key problems and recommendations for fu-
ture work are included. A concept of Living Informed Consent is introduced,
arguing for larger end-user control over collected data in research and various
other contexts. This comprehensive guide for practitioners—co-authored with
pioneers of the field—provides a unique perspective and frame of reference for
the emerging large-scale sensor-driven human data collection studies, based on
the experiences with the Copenhagen Networks Study [SSS+14] and the Smart-
phone Brain Scanner [SSL+14].

Paper I, Privacy for Personal Neuroinformatics [SGHP14], deals with
the challenges of collecting EEG data from large populations, in linked databases,
and over long periods of time. Human brain activity collected in the form of
Electroencephalography (EEG), even with low number of sensors, is an ex-
tremely rich signal. Traces collected from multiple channels and with high sam-
pling rates capture many important aspects of participants’ brain activity and
can be used as a unique personal identifier, similarly to fingerprints, DNA, or a
portrait. The motivation for sharing EEG signals is significant, as a means to
understand the relation between brain activity and well-being, or for commu-
nication with medical services. An integration of a personal neuroinformatics
system, the Smartphone Brain Scanner [SSL+14], with a general privacy frame-
work openPDS, used in the Copenhagen Networks Study [SSS+14], is proposed.
It is shown how raw high-dimensionality data can be collected on a mobile
device, uploaded to a server, and subsequently operated on and accessed by
applications or researchers, without disclosing the raw signal.
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Chapter 2

Mobile Devices, Big Data,
and Society

Over the last few years, our ability to collect and analyze data about human
behavior has increased dramatically. Using computational power combined with
mathematical models, rich datasets can be mined to infer underlying patterns,
thereby providing insights into human nature. This development has had a sig-
nificant impact on how the science is done and on the society at large.

This chapter presents a concise overview of the Big Data revolution and its
impact on society and research practices. Section 2.1 serves as a general intro-
duction to the developments of data collection, handling, and use. Section 2.2
outlines the concept of living labs—large long-lasting studies of sensor-driven
human data collection. The novel contributions of this thesis are highlighted at
the end of each section.
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2.1 Data Revolution

Sustaining a safe, healthy, and efficient society has been one of the major chal-
lenges of mankind. The rapid urban growth caused by the Industrial Revolution
of the 1800s has created new problems, remedied temporarily by the creation of
centralized networks for delivering clean water and safe food, removing waste,
providing energy, facilitating transportation, etc. These networks formed the
backbone of society as we know it today.

Today, we live in societies experiencing another rapid growth, enabled by in-
creased computation power and connectivity. We routinely communicate across
countries and continents—exchanging ideas, making plans, and working to-
gether. Our societies are denser and live faster than ever before, and the in-
creased production, consumption, and interconnectivity create both great op-
portunities and dramatic problems. We face the challenges of global warming,
uncertain energy, water, and food supplies, and a rising population and urban-
ization that will, for example, add 350 million people to the urban population
by 2025 in China alone [WMD+09]. Over the course of a year, in just one
small district of Los Angeles, vehicles looking for parking places can create the
equivalent of 38 trips around the world, burning 47 000 gallons of gasoline and
producing 730 tons of CO2 [Sho06]. Epidemics can be very difficult to stop
in a highly connected world—modeled as scale-free networks—as the critical
threshold of spreading λc below which the virus would die naturally, takes there
the value of 0 [PSV01]. With a zero threshold, while a reduced spreading rate
decreases the virus’ prevalence, eradication is not guaranteed [DB02]. Thus,
from a theoretical perspective, viruses spreading on a scale-free network—in the
modern world—may seem unstoppable.

The static systems of the past are increasingly inefficient in dealing with the
problems of today. We have to build systems within a control framework that
can sense the situation, combine observations with models of demand and dy-
namic reaction, and use the resulting predictions to tune their behavior. Such
responsive systems will create the nervous system of the society, allowing us to
both research the phenomena and react to them in real-time. The engine driving
the creation of these systems is Big Data—massive amounts of data available
about virtually all aspects of human life. Many of these data are created as
digital breadcrumbs we all leave behind as we move through the world, such as
call records, GPS location fixes, and credit card transactions [LPA+09]. These
data may be very different from what we decide to put on Facebook or Twitter,
when we choose both what to tell other people and what persona we want to
create. Significant amounts of these data are created through always-connected
mobile devices. Those devices—smartphones, and more recently tablets—follow
their users everywhere, feature a rich set of embedded sensors, offer continuous
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connectivity, and, for many users, have become the preferred way of interacting
with the virtual or even physical world. Large percentages of populations in
developed countries carry smartphones, making them capable of sensing and
being sensed in various ways. In developing countries, where the penetration of
advanced smartphones is lower, the feature phones are still becoming immensely
popular [Puh13]; although the hardware is less advanced, feature phones and
the interactions they facilitate can still be captured and analyzed, for example
Call Detail Records or mobile payments history. For the first time in history
we can start quantitatively mapping the behavior of entire populations with
unprecedented resolution and scale.

Mining these breadcrumbs has allowed researchers to come up with important
insights, about both fundamental human nature and practical implications for
improving society. For example, in the Data for Development (D4D) challenge
based on CDRs, one team developed a model for how disease spreads in a coun-
try and demonstrated that information campaigns based on one-to-one phone
conversations among members of social groups can be an effective countermea-
sure [LDDPM13]. The epidemics of influenza can be predicted from search
data, where aggregating over billions of noisy queries can extract a signal of
early symptoms becoming prominent in certain areas [GMP+09]. Or influence
in social networks can be monitored and understood, giving us insight into fun-
damental mechanics of human societies [AW12]. The list continues.

Although we have learned and continue to learn so much, it is only the begin-
ning of the journey and there are still significant obstacles in unleashing the
full potential of big data. One of the most significant problems nowadays is
how data are siloed—collected and used exclusively within single companies,
organizations, and units of governments. This causes the vast majority of con-
ducted research to use a single channel for understanding human behavior and
we may not know how much bias is introduced because of it, particularly in
case of highly-interconnected data such as social networks. We intuitively know
that people communicate over multiple channels, effortlessly switching between
face-to-face interactions, phone calls, and emails. Similarly, data sampling—
uneven in many big data studies—may create biases. CDRs, for example, only
provide data when users actively engage, by making or receiving a phone call or
SMS. Further, CDRs are typically provided by a single provider with some fi-
nite market share. If the market share is 20% of the population and we consider
only links internal to the dataset, this translates to only 4% of the total number
of links, assuming random network and random sampling [OSH+07]. Uneven
sampling not only reduces the quality of available data, but also–—maybe more
importantly—–may lead to selection bias when choosing users to include in the
analysis. When only high-frequency voice-callers are chosen from CDR dataset
for the purpose of analysis, the randomness of participants’ behavior may be
overestimated [RZZB12]. Similarly, choosing users with a large network and
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many interactions on Facebook may lead to overestimation of diversity in the
ego-networks [MLC+13]. Every time we discard a significant number of users,
we risk introducing a bias in the data. Highly uneven sampling that cannot
be corrected with redundant data, compels the researcher to make mostly arbi-
trary choices as part of the analysis, complicating subsequent analysis, especially
when no well-established ground truth is available to understand the bias.

Not only data themselves are siloed, but also many of the research domains
face challenges in working together to create a comprehensive view of human
nature and social systems. Neuroscience, psychology, and sociology have been,
to date, variably successful in producing and using big data and integrating it
into interdisciplinary studies. Neuroscience, for example, has been classically
focused primarily on tightly-controlled experiments in the lab, making it a chal-
lenge to integrate collected data with available behavioral data from naturalistic
settings. Enabling interdisciplinary research through data and methods sharing
is an important part of expanding our research potential.

The insights and knowledge generated from big data have been very important.
Still, many challenges have to be addressed to accelerate the progress of research
and its impact on society. Doing so is extremely important for addressing the
challenges we face today on a global scale.

Contribution of the thesis

To realize the promise of a big data society and to reduce the potential risk to
individuals, the operational frameworks governing the business, legal, and tech-
nical dimensions of organizations must be updated. In [GSS+14] (Appendix A)
we showed how the New Deal on Data [Pen09] can be used today, within exist-
ing institutions, as a driving force for changing data practices. We outlined the
operational framework from business, legal, and technical (BLT) perspectives—
a novel approach to integrated modeling of system solutions—showing how the
current siloed data can be opened for the benefit of society. We described our
efforts to understand the technical means of its implementation, the legal frame-
work around it, its business ramifications, and the direct value of the greater
access to data that it enables. It is clear that companies must play the ma-
jor role in implementing the New Deal, incentivized by business opportunities,
guided by legislation, and pressured by demands from users. Only with such
orchestration it will be possible to modernize the current system of data own-
ership and to put the immense quantities and capabilities of collected personal
data to good use.
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2.2 Living Labs

To unleash the full potential of our sensing capabilities, computation power, and
mathematical models, we need new ways to collect and analyze human data.
One way to approach the existing challenges is to build living laboratories—
longitudinal studies on large populations embedded in the real world and with
multiple channels observed. Universities are a natural environment for the first
deployments of such testbeds, with large densely-connected populations, an ex-
isting trust relation between participants and institution, diversity of evolving
social interactions, and a certain stability of population as the participants go
through their study years.

In terms of size, the living labs deployed to date involve at most 100-200 par-
ticipants. Although such populations are definitely sufficient for creating im-
portant insights, the effective number of active users in the datasets may vary
significantly over time, due to the natural tendency of users to drop out from
the studies or data collection mechanisms failing, as shown in Figure 2.1. We
can note in the Copenhagen Networks Study [SSS+14] (Appendix B) that the
2012 deployment matched the Friends and Family study from MIT [API+11]
in terms of the population size (with the exception of a single-day server crash
in April), and the 2013 deployment (still in its early stages while this thesis
is being written) set a new standard for the size of in-depth studied popula-
tions. Part of the living labs approach is longitudinal studies. To date, most of
the deployments captured up to a year of data from any particular population.
In the Copenhagen Networks Study, users from 2012 are being transitioned to
the 2013 deployment, giving us the possibility to continue studying the original
population while extending the coverage of the social system by adding more
participants.

The living labs approach postulates observing populations on multiple channels,
to obtain the most comprehensive view of social interactions, mobility, and
human behavior. Such integrated sensing seeks to describe the participants and
their relations in multiple dimensions, enabling a multi-disciplinary approach
to research. For example, both online and face-to-face interactions may be
important in information spreading, but only face-to-face network is significant
for the spread of epidemics. Those two networks may be very different even
in the same population, as shown in Figure 2.2. Adding more channels, even
beyond the normally used behavioral ones, such as brain activity recordings, is
only possible when those can be efficiently linked with each other. This leads
to user-centric sensing, where multiple data types describe the user and her
interactions. As described in the Privacy chapter, such linked datasets may
have significant implications for participants’ privacy.
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Figure 2.1: Number of active users in (a) Friends and Family dataset from
MIT, with “the highest quality among all our [MIT Human Dy-
namics] mobile data" [API+11] and—included in this thesis—
Copenhagen Networks Study (b) 2012 and (c) 2013 [SSS+14].
We can note variable number of active users, with a general ten-
dency to drop later in the studies due to participants quitting and
data collection mechanisms failing.

An important aspect of living labs is the opportunity to deploy experiments on
top of the existing user base, technical architecture, and collected data. This
approach is very different from using exclusively pre-existing datasets, without
possibility to alter users’ behavior, where the data might have been collected dur-
ing usual operation, before the idea of the study had even been conceived (e.g.
CDRs, Wifi logs), or the access to the data might have not been granted before a
single frozen and de-identified dataset was produced. Within living labs, we are
able to run controlled experiments, including surveys distributed via the smart-
phone software. We can for example divide participants into subpopulations
and expose them to distinct stimuli, addressing the topic of causality as well as
confounding factors, both of which have proven problematic [Lyo11, ST11] for
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Face-to-faceOnline Extra Info. F2FExtra Info. Online

Figure 2.2: Face-to-face and online activity. Figure shows data from the
Copenhagen Networks Study 2013 deployment for one represen-
tative week. Online: Interactions (messages, wall posts, photos,
etc.) between users on Facebook. Face-to-Face: Only the most
active edges, which account for 80% of all traffic, are shown for
clarity. Extra Info. F2F: Extra information contained in the
Bluetooth data shown as the difference in the set of edges. Extra
Info. Online: Additional information contained in the Facebook
data. From [SSS+14] (Appendix B).

the current state of the art [FC08, CF09]. We can also test how the spread of
a disease changes the behavior of the social system, by making the participants
aware of a virtual germ spreading, rather than researching the spread based
solely on an unchanged, healthy behavior [LDDPM13]. Or, we can understand
how assigning poeple into working groups with different social connectivity in-
fluences their performance, as we showed in [dMSS+14] (Appendix C).

Contribution of the thesis

The Copenhagen Networks Study described in [SSS+14] (Appendix B) is the
largest established living lab to date, in terms of population size, observed chan-
nels, and interdisciplinary collaboration as compared to most notable examples
of [API+11, KN11, AN10]. The described motivation and architecture pushes
the boundaries of how sensor-driven human data collection can be realized. The
results from the study—although still preliminary—clearly indicate how impor-
tant it is to observe multiple channels of human communication and mobility to
create a comprehensive view of social systems. For example, we showed how we
can successfully use Wifi channel as a noisy proxy for face-to-face interactions,
in addition to commonly used Bluetooth sensing. Or, more importantly, we
showed how a single social system can look significantly different when observed
on different channels, a result with implications for how we model social systems.
Sensing such systems can give us many insights into fundamental human na-
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Figure 2.3: Advancements in human sensing with two approaches described in
this thesis. The Smartphone Brain Scanner intended for low-cost
long-lasting brain imaging in naturalistic settings, with lower num-
ber of electrodes and more noise introduced due to less-controlled
environment. The Copenhagen Networks Study building on ex-
isting human data collection studies, with significantly increased
number of participants, duration, and collected bits per user. As
discussed in the Future Outlook chapter, the frameworks can be
used for integrated human sensing, providing a more comprehen-
sive image of the users and social systems.

ture and have practical implications for how we run our society. In [dMSS+14]
(Appendix C) we reported that while groups’ performance is strongly corre-
lated with their networks of expressive and instrumental ties (self-reported and
sensed), only the strongest ties in both networks have an effect on performance.
This strong non-linearity of the effect has important implications for how we
understand collaborative problem solving and how we design the working envi-
ronments for the most skilled workers.

The technical solution developed for 2013 deployment of the Copenhagen Net-
works Study is a cutting-edge re-usable implementation of open Personal Data
System (openPDS) [dMWP12]. Based on standards, such as OAuth 2.0 and
OpenID 2.0, it enables not only core data collection and deployment of ex-
periments, but also research on a wide variety of privacy solutions, such as
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privacy-preserving data sharing or Living Informed Consent. The entire system
is build around end-user consent and grant of authorizations to integrated data.
We found that putting such a strong emphasis on the end-user is a necessary
approach for living lab deployments of this size and complexity.

Figure 2.3 shows the approach taken in this thesis to expanding sensor-driven
human data collection. Taking two domains of sensing humans—behavior and
cognitive & emotional state—as a starting point, the goal was to expand them
in the three dimensions of bits collected per user, duration, and population size.
In the Copenhagen Networks Study, we significantly increased the signal col-
lected for the users (introducing new channels and increasing the resolution of
the existing ones) and increased the number of observed users several times.
Although the study is still in relatively early stages, we are able to transition
users from 2012 deployment into the 2013 platform, and expect to continue
growing the study while mantining the existing population, pushing the bound-
ary of longitudinal approach. In the Smartphone Brain Scanner, described in
the next chapter, we started with existing systems and paradigms of classical
neuroscience, featuring very rich signal, but small populations and short peri-
ods, and extended the possible number of users and duration by introducing
low-cost mobile user-friendly EEG framework. Even though the signal obtained
in recordings in naturalistic settings has lower effective bitrate, due to inherent
noise and lower number of electrodes, such setup can be integrated with collec-
tion of behavioral data, creating an comprehensive view of the participants.

Establishing the Copenhagen Networks Study as a living lab allowed numer-
ous projects and Bachelor’s and Master’s thesis to be completed. The Master’s
thesis, both in progress and completed, include: Søren Dalsgaard Ulrikkeholm
Architecture of a Large-Scale Sociometer Project, Ana Martic Predictability of
Human Behavior using Mobility and Rich Social Data, Martin Metz Sensing and
Visualizing Smartphone App Usage Behavior, Luis Fernando Flores VargasMin-
ing spatial knowledge from large scale deployment of distributed mobile sensors,
Asger Johansen Graph Databases for Massive Multilayered Social Data, Thomas
Kraina Distributed Social Sensing on Smartphone Platforms, Constantin Teodor
Gherghescu Inferring Pairwise Co-location from Noisy Bluetooth Signals, Al-
bert Fernandez de la Peña Data Visualization for Informed Consent, Geor-
gios Chatzigeorgakidis A Mobile Lifelog for Multilayer Data, Marta Malgorzata
Magiera Visualizing Human Mobility, Jeppe Lind Andreasen Experience and In-
teraction Sampling in a Large-Scale Mobile Sensing Environment, Lasse Valen-
tini Jensen Measuring Information Propagation in Complex Networks, to name
just the most relevant ones.
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Chapter 3

Mobile Brain Imaging

With recent developments in portable EEG hardware, increasing computation
power of mobile devices, and advancements in data processing algorithms it has
become possible to perform advanced brain scanning in naturalistic conditions.
Experiments recording the cognitive state of the users can be done on large pop-
ulations and over long periods, providing new insights into human nature, espe-
cially when combined with behavioral data sources.

This chapter outlines the problem of mobile brain imaging. Section 3.1 focuses
on challenges in data acquisition, from both software and hardware perspectives.
Section 3.2 describes important methods in EEG data processing, including ar-
tifact removal and source reconstruction of brain activity. Finally, Section 3.3
gives examples of applications that can be realized on top of an acquired and
processed EEG signal.
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3.1 Data Acquisition

The research communities studying human behavior have, in recent years, gained
access to an unprecedented sensing and computational power that can fit into
a pocket. These developments have enabled the building of inexpensive spe-
cialized research tools, such as sociometer badges [CP03], as well as the emer-
gence of more powerful and novel consumer-grade devices. Today, smartphones
and tablets are capable of sensing, processing, transmitting, and presenting
complex information; this has already had a significant impact on many re-
search domains, including social science [API+11], mobile sensing [JLJ+10],
and computer-human interaction [BRS11]. Similarly, these devices can open up
new possibilities in neuroscience, where the need for mobility and portability—
systems that support quantitative measurements in natural settings—has been
widely recognized [MGJ+09, BTV+10, GGF+11].

Capturing brain activity through EEG with low-cost wireless neuroheadsets has
only recently become possible and may relocate neuroimaging from constrained
laboratory settings to experimental paradigms, allowing us to model mental
state of the participants in an everyday context. Until recently, neuroimaging
experiments were almost exclusively performed with participants who were at
rest, under the assumption that the measurement of brain responses should not
be influenced by participants sitting or laying down. However, animal studies
using mice show that neurons in the visual cortex double their visually evoked
firing rates if the mice run on a treadmill rather than stand still [NS10], in-
dicating that this assumption may be inaccurate. Or, since the discovery of
parietal–frontal circuits of mirror neurons—firing both when we grasp an object
and when we observe others doing the same [PFF+92, GFFR96]—the senso-
rimotor system should no longer be considered as only involved with motion.
These mechanisms should rather be understood as forming an integral part of
cognition, allowing us to generalize the goals of actions based on motor repre-
sentations in the brain [RS10].

In addition to the already existing literature concerned with dynamic brain
states during natural complex stimuli in conventional laboratory experiments [HNL+04,
BZ04, DSDP12], there has been a growing call to create studies relaxing the
constraints of the lab in order to understand how we perceive our surround-
ings under naturalistic conditions [MGJ+09]. By adding even a few degrees
of freedom, it may be possible to understand how brain activity changes when
simply changing posture [SHCN08], either by measuring how theta activity is
attenuated in sleepy subjects once they stand up [CPC03] or by analyzing the
modulation in spectral power within alpha and beta bands when one foot hits
the ground and the other is lifted [GGMF11]. Natural motion has been incor-
porated into laboratory experiments in order to correlate motion capture data
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with the brain responses being triggered [GGF+11]. Debener and colleagues
recently demonstrated how a P300 experiment can be moved outside of the lab
by combining the wireless hardware from a consumer neuroheadset with stan-
dard EEG cap electrodes and using a laptop to record the cortical responses,
thus creating a portable lab stored in a backpack and easily carried by the
participants [DME+12].

Several consumer-grade EEG products (neuroheadsets) are built based on a sin-
gle dry electrode with a reference and ground attached to a headband—based
on the ThinkGear module manufactured by NeuroSky—and provide analog-
digital (A/D) conversion and amplification of a single EEG channel. Such a
simple single-electrode setup may give the ability to measure mental concentra-
tion and drowsiness by assessing the relative distribution of brainwave frequen-
cies [Yas09]. A more sophisticated consumer neuroheadset—Emotiv EEG—
provides both wireless communication and A/D conversion of 14 EEG channels
at a 128 Hz sampling rate. Originally designed as a mental game controller based
on simple BCI paradigms, extraction of cognitive state, and facial expressions,
the majority of electrodes are placed over the frontal cortex without midline
positions. This setup is suboptimal for many research paradigms and is prone
to muscle artifacts. It is, however, possible to merge the wireless hardware from
the Emotiv neuroheadset with high quality, conductive, gel-based electrodes in
a standard EEG cap, as originally demonstrated by Debener et al. [DME+12]
and further developed in [SSL+14] (Appendix F). By repackaging the electronics
and battery into a small box (49mm × 44mm × 25mm) and attaching them
to an EEG cap that had been rewired to 16 sintered Ag/AgCl ring electrodes
(14 channels + reference and ground), a fully customizable montage can be re-
alized. This allows the electrodes to be freely placed according to the 10–20
international system.

Mobile and portable EEG data acquisition poses challenges from a software per-
spective as well. Among the primary problems are synchronization of the events
in the system and optimization for processing with low-latency—a concern espe-
cially relevant in mobile devices, as they feature non-real-time operating systems
and execution frameworks not tweaked for real-time performance (e.g. Dalvik
virtual machine in Android, pausing the execution due to garbage collection).
Figure 3.1 shows the response timings in the Smartphone Brain Scanner system
while it is running on different platforms. The delays between the signal reach-
ing the EEG headset (either off-the-shelf Emotiv EEG or custom-built cap) and
the device responding to the signal (changing screen color, measured by a pho-
tocell) are between 80 and 140 ms on the tested devices. Such delays make it
feasible to build real-time applications on top of data acquisition; small jitter
(deviation in the response time) allows for good synchronization with presented
stimuli and other external events.
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Figure 3.1: Smartphone Brain Scanner response timings. The system re-
sponds to the sinusoid signal peak (time 0). The red color (dt1)
indicates minimal observed delay; the blue color (dt2) indicates jit-
ter. Galaxy Note running Android 4.0.1, 60 Hz AMOLED screen,
dt1 = 125ms, dt2 = 16ms; Nexus 7 running Android 4.1.1, 60 Hz
IPS LCD screen, dt1 = 85ms, dt2 = 26ms; MacbookPro, LCD
screen (60 Hz), dt1 = 80ms, dt2 = 26ms. From [SSL+14] (Ap-
pendix F).

Contribution of the thesis

Although the need for mobility and portability in a neuroscience context has
been widely recognized, the effort to build extensible and advanced frameworks
for naturalistic brain scanning has been limited so far. This thesis presents
work on the Smartphone Brain Scanner, a framework for mobile real-time stimu-
lus delivery, data acquisition, and processing using off-the-shelf consumer-grade
equipment. The framework, which includes software running on mobile and
desktop platforms as well as custom-built EEG cap hardware, has been vali-
dated in regards to low-level data acquisition, signal quality, and processing as
presented in [SSL+14] (Appendix F).

Smartphone Brain Scanner is built in Qt (a C++ framework) rather than in
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prevalent data analysis environments such as MATLAB. It approaches the prob-
lem of portable brain activity collection as a smartphone sensing challenge,
enabling new types of contributions to neuroscience. The Human-Computer
Interaction (HCI) community is already applying consumer-grade neurohead-
sets to extend existing paradigms, as in [VS12]. The availability of low-cost
equipment results in general ‘hacker-and-tinkerers’ audiences gaining interest in
using neuroscience tools, for an example see http://neurogadget.com. There
is a great value in the emerging potential of entirely new groups of researchers
and developers becoming interested in neuroscience and obtaining tools allowing
them to develop new kinds of applications. For those reasons, Smartphone Brain
Scanner was built in an extensible way, with the architecture presented in Fig-
ure 3.2. Several projects have been created on top of the core system, including
the Bachelor’s thesis of Kløverpris Sørensen Synchronizing Mobile Eye Track-
ing and Neuroimaging on a Smartphone and the Master’s thesis of Mateusz
Ryszard Swirski and Vlad Gelu Luca Enhancing User Experience by Combining
Eye Tracking and Neurofeedback.

Figure 3.2: The Smartphone Brain Scanner architecture. Data are acquired
in the first layer from the EEG hardware, passed to the Data
Processing Layer, and extracted. Features, as well as raw values,
are then available for applications. From [SSL+14] (Appendix F).

Notably, the ability to capture high-quality EEG data on a low-cost, portable,
and self-contained device offers new opportunities for medical applications. This

http://neurogadget.com
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has been recognized by Grand Challenges Canada in a grant awarded to Far-
rah J. Mateen, Arkadiusz Stopczynski, Chencho Dorji, Marco Carone, and
Laurent Benedetti entitled A smartphone EEG to diagnose seizure disorders
in Bhutan (Grant # 0338-04 (2013), $270 000). The goal of the project is
to utilize the Smartphone Brain Scanner in low-income settings for diagnos-
ing mental disorders, specifically epilepsy. The project website is available at
http://www.bhutanbrain.com.

This thesis presents the design, implementation, and evaluation of the first fully
portable 3D EEG imaging system, including both custom-made software and
hardware. The open source software allows for real-time EEG data acquisition
and source imaging on standard off-the-shelf Android mobile smartphones and
tablets with a good spatial resolution and frame rates in excess of 40 fps. The
evaluation showed the combined system provides for a stable imaging pipeline
with a delay of 80–140 ms. Future developments in hardware and software will
allow for even better signal acquisition and analysis from low-density and mobile
setups, making it possible to add sensed brain activity as another channel in
integrated human sensing.

3.2 Data Processing

EEG signal is rarely useful directly after acquisition; many methods can be used
in order to process and extract features from the raw data. Some of them, such as
filtering or artifact removal, are useful for improving signal-to-noise ratio (SNR)
by removing (electrical) noise both generated by subjects and found within the
environment. Other methods, such as Independent Component Analysis (ICA)
or source reconstruction, can be used to learn about brain processes generating
the measured signal, rather than working with the measurements directly. In
this section, three techniques of data processing are outlined—filtering, PCA-
based artifact removal, and source reconstruction. All the described methods are
suitable for real-time data processing on devices with constrained computation
power and have been successfully implemented for the real-time processing in
the Smartphone Brain Scanner.

3.2.1 Filtering

In the EEG measurement, the brain activity is collected based on the electrical
signal generated primarily in the cortex. This activity is composed of multiple
frequencies, divided into bands (e.g. alpha bands between 8 and 16 Hz); these

http://www.bhutanbrain.com
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bands are related to different processes occurring in the brain. The environment
where the recordings are performed may contain a significant amount of elec-
trical noise, which decreases the quality of the recorded signal. The electrical
signal may also be generated by various physiological processes within the par-
ticipant. A simple way to reduce such noise is to use filtering, which removes
frequencies outside of the desired band. Even a simple linear filter can make the
interpretation and subsequent processing of the EEG signal easier, especially
when used in a real-time context [NMC98].

Figure 3.3 shows the effect of a simple bandpass filter (8-30 Hz, alpha & beta
EEG bands) applied to a real-time signal directly on a mobile device running
the Smartphone Brain Scanner EEG Viewer application. The unfiltered signal
contains a significant noise, around 50 Hz, caused by an electrical alternating
current present in the environment (in the US we would observe a peak around 60
Hz). This line-frequency contamination is not necessarily of a constant phase,
amplitude, or frequency, which prevents the simplest subtractive filters from
being entirely effective [Eri88]. When the higher frequencies are not considered
for analysis, however, this noise can be filtered out with a simple bandpass
filter. High-pass filters are typically used to remove slow artifacts, such as
those coming from the electrical conductance of the skin or movement. Low-
pass filters are commonly applied to remove high-frequency artifacts, such as
electromyographic (EMG) signals produced by skeletal muscles. The filtering
presented here is carried out as a convolution between the input signal and the
filter coefficients, using finite impulse response (FIR) filters. The FIR filter is
described by the equation:

y[n] = b0x[n] + b1x[n− 1] + · · ·+ bNx[n−N ] =

N∑

i=0

bix[n− i] (3.1)

where x[n] and y[n] are input and output signals respectively, and bi are filter
coefficients. N denotes the filter order; the impulse response of the filter lasts for
N + 1 samples and then settles to 0. FIR filter can be useful in an EEG context
due to its simple implementation in software, relatively easy computation (for
small orders), and feed-forward nature. As the filter does not use the previous
results for the next calculations (no feedback), the rounding errors do not sum
up over time; the filter is also guaranteed to be stable.

In the simple implementation in the Smartphone Brain Scanner framework we
use static pre-computed filter coefficients, loaded from a file depending on the
filter order and filtered band. For the common operations we use N = 32,
meaning that the 33 newest samples are used in filtering and the effective intro-
duced delay of 16 samples (125 ms with 128 Hz sampling rate), acceptable for
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many real-time applications. The coefficients for various orders and bands were
generated and exported from the Matlab environment, using fir1() function.
The static FIR filter is one of the simplest filters implementation-wise; however,
more sophisticated solutions may be useful in the mobile EEG context, while
still being computationally feasible. An example could be an adaptive filter ca-
pable of self-adjustment due to being driven by an error signal, such as a notch
filter (removing a narrow band, useful for filtering electrical noise) based on the
least mean squares algorithm with a variable step-size parameter [OBM05].

(a) Time domain, no filter. (b) Time domain, 8-30 Hz filter.

(c) Frequency domain, no filter. (d) Frequency domain, 8-30 Hz filter.

Figure 3.3: Simple bandpass filtering with Smartphone Brain Scanner. When
activated, the filter removes frequencies outside of 8-30 Hz band,
with the effect visible both in time and frequency domains. The
signal component of 50 Hz, caused by electrical devices in the
environment, is removed.

3.2.2 Artifact Removal

Artifacts in EEG data can be caused by blinks, eye-movements, muscle noise,
line noise, and cardiac signals, and pose a significant challenge in EEG analysis
and interpretation. This challenge is even more pronounced when the recordings
are performed in naturalistic settings with systems that have a low number of
electrodes. Eye blinks, measured with Electrooculography (EOG), are one of
the most common sources of artifacts in the signal, can last up to 400 ms, and
have an amplitude an order of magnitude larger than electrical signal originat-
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ing in cerebral cortex [BP11]. Removing artifacts in a computationally simple
way, and in real-time, is challenging. One of the well researched approaches is
to decompose the signal into components—for example using Principal Com-
ponent Analysis (PCA) or Independent Component Analysis (ICA)—with the
assumption that the EEG signal will separate from the artifacts; the artifact
components can then be removed and the signal can be reconstructed using
only the EEG components.
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Figure 3.4: Comparison of MS-ICA and PCA-based artifact rejection for dif-
ferent threshold values. For a small block size, the performance of
ICA and PCA are similar, although for different rejection thresh-
old values and with different sensitivity to this parameter. Cour-
tesy of Michael Riis Andersen.

In general cases, it has been shown that an ICA-based artifact removal performs
better than a PCA-based one, effectively separating and removing artifacts even
with an amplitude comparable to an EEG signal [JHL+98, JMH+00]. The ICA-
based methods, however, tend to be of higher computational complexity, making
computationally simple methods for real-time artifact removal interesting. In a
project related to the Smartphone Brain Scanner, Michael Riis Andersen com-
pared Molgedey and Schuster ICA (MS-ICA) [MS94] (a variant of ICA with a
closed form solution, which is much faster than conventional ICA methods) with
PCA for real-time artifacts removal—specifically eye blinks—for different block
sizes of the analyzed signal. The artifact components were identified by com-
puting variance and comparing it to a threshold value, a reasonable approach
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for eye blink, as they feature amplitude significantly higher than an EEG signal.
MS-ICA was found to outperform PCA for large block sizes—a result consistent
with the literature—but for small block sizes, suitable for real-time processing
due to a smaller introduced delay, the performance of MS-ICA and PCA was
found to be similar. This is depicted in Figure 3.4, which shows the perfor-
mance of the PCA-based artifact rejection for a small block size of 64 packets is
comparable to the ICA-based method, although for different rejection threshold
values and with different sensitivity to the choice of the parameter. Since the
algorithm is intended to be used in a real-time setting, small block sizes are
desirable to avoid introducing large delays.

Figure 3.5: Raw (blue) EEG signal from 3 channels with blink artifacts clearly
visible as spikes. Orange signal shows the signal with artifacts
removed, using PCA with block size of 64, block skip of 8, and
optimal threshold parameter. Courtesy of Michael Riis Andersen.

This work clearly shows that with relatively simple and computationally efficient
methods some common artifacts can be removed in real-time on mobile devices.
An initial implementation of the PCA-based artifact rejection has been done
for the Smartphone Brain Scanner, and the method has been tested on both
synthetic and real EEG data. The implementation is currently in development,
awaiting inclusion in the stable branch of the framework.

3.2.3 Source Reconstruction

Source reconstruction is a method of estimating the sources of electrical cur-
rent within the brain most likely to had generated the EEG signal observed
at scalp level. The forward problem, as depicted in Figure 3.6, is the calcu-
lation of measurement of the brain activity by a relatively small number of
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Forward Problem

Inverse Problem

Figure 3.6: Illustration of forward and inverse problem in source reconstruc-
tion. The inverse problem of reconstructing brain sources gener-
ating the measured signal is extremely ill-posed.

electrodes placed on the scalp. As the number of possible source locations in
the brain far exceeds the number of channels used for measurement, the in-
verse problem of recovering the original brain activity is extremely ill-posed. A
unique solution can be obtained by imposing prior information corresponding
to anatomical, physiological, or mathematical properties [BG97, PRF02, HI94].
Here, the outlined inverse methods are Bayesian formulations of the widely used
Minimum-norm method (MN) [HI94] and Low-Resolution Electromagnetic To-
mography (LORETA) [PMML94]. The Bayesian formulation allows adaptation
of hyper-parameters to different noise environments in real-time, which is an
improvement over previous real-time source reconstruction approaches [CLL06,
NKM08, BMG11] that applied heuristics to estimate the parameters involved
in the inverse method. The source reconstruction presented here is based on
an assumed forward model matrix, A (channel × cortical locations), connecting
scalp sensor signals Y (channel × time) and current sources S (cortical loca-
tions × time) [BML01]. The term E accounts for noise not modeled by the
linear generative model.

Y = AS + E. (3.2)

The estimation of the forward model A describes how signals originating in the
brain volume propagates and reaches the electrodes. It considers various issues,
including sensor positions, the geometry of the head model (spherical or ‘realis-
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tic’ geometry), and tissue conductivity values [WKM+07, HVG+07, DWD+09].
With the forward model A and the measurement Y given, and the linear rela-
tion in Eq. (3.2), the source generators S of the signal can be estimated. We
assume the noise term E to be normally distributed, uncorrelated, and time-
independent, which leads to the probabilistic formulation:

p (Y |S ) =

Nt∏

t=1

N
(
yt

∣∣Ast, β
−1INc

)
(3.3)

p (S) =

Nt∏

t=1

N
(
st
∣∣0, α−1LTL

)
. (3.4)

Where p (S) is the prior distribution over S with L given as a graph Laplacian
ensuring spatial coherence between sources and β−1 as the noise variance. Using
Bayes’ rule, the posterior distribution over the sources is maximized by:

p (S |Y ) =

Nt∏

t=1

N (st |µt,Σs )

Σs = α−1INd
− α−1ATΣyAα

−1

Σ−1
y = α−1ALTLAT + β−1INc

(3.5)

s̄t = α−1ATΣyyt. (3.6)

where L denotes a spatial coherence matrix, which is taking advantage of the
graph Laplacian by using a fixed smoothness parameter.

Handling noise estimation is a crucial part of acquiring reliable source estimates.
In [SSP+13] (Appendix D) the manner in which eye-related artifacts can corrupt
the source estimates for low density EEG caps with unevenly distributed sensors
is showed. While in a basic form, the noise is taken as uncorrelated, correlated
noise can easily be included in the model, either directly in the equations or
indirectly through pre-processing the data prior to the source modeling. Direct
modeling of the correlated noise can be achieved by replacing the identity matrix
INc

with a full noise covariance matrix ΣE . Estimation of the noise covariance
matrix could be, for example, carried out through calibration sessions prior
to actual recordings. By estimating the hyper-parameter β online the inverse
solver can model the amount of noise present in the data continuously, a feature
especially important for naturalistic recordings where the noise can be expected
to be more variable than in the laboratory setting.
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Contribution of the thesis

The Smartphone Brain Scanner framework implements important basic and ad-
vanced data processing methods—filtering, artifact removal, and source recon-
struction. Thanks to a modular design, adding and modifying data processing
blocks is possible by creating new C++ classes that integrate directly with the
core of the framework; the data handler prepares the data in a format expected
by the processing blocks and runs the processing method. Examples of such
additional data processing blocks that have been successfully implemented but
not yet integrated into the stable branch or described in published papers in-
clude the already mentioned PCA-based artifact removal; source reconstruction
with structured sparsity solutions1 implemented by Jair Montoya Martinez, vis-
iting our lab from Carlos III University; spatial filter based on common spatial
pattern (CSP); classifier based on linear discriminant analysis (LDA) used for
BCI application (described in the offline setting in [SSP+13] (Appendix D)).
With all the data processing blocks, we can start building quite sophisticated
pipelines for real-time data processing on mobile devices, including filtering,
blink artifact removal, spatial filtering, and classification for BCI application,
which significantly pushes the boundaries of low-cost mobile neuroscience. We
have presented such a pipeline (sans artifact removal) at a demo session at NIPS
2011 conference [SSL+11].

The Smartphone Brain Scanners offers a testbed for experimenting with new
data processing solutions in a computationally constrained environment and in
the novel context of portable and mobile EEG. As this context is so different from
what has been classically considered in neuroscience, some of the solutions may
be not obvious, such as the performance of real-time PCA-based blink removal
comparable to the ICA-based one. Similarly, we showed that source reconstruc-
tion can be feasibly realized on mobile devices with the real-time solver for the
ill-posed inverse problem with online Bayesian optimization of hyper-parameters
(noise level and regularization) [SSL+14] (Appendix F). It is important to note
that the Bayesian formulation allows adaptation of hyper-parameters to dif-
ferent noise environments in real-time, rather than applying heuristics for the
estimation of the values, as previously done in the real-time source reconstruc-
tion [CLL06, NKM08, BMG11]. We also reported performance of the source
reconstruction on the mobile devices, using a 1028-vertices brain model (coarse
resolution); performing calculations on 1s of raw EEG signal on a Nexus 7 tablet.
The reconstruction took 8ms and the update of hyper-parameters took 1s. This
shows that it is possible to run source reconstruction with Bayesian formulation
on mobile devices several times a second, and to update the hyper-parameters
several times a minute. In [SAS+12] (Appendix G) we compared how low- and

1https://github.com/SmartphoneBrainScanner/smartphonebrainscanner2-core/tree/
master/src/source_reconstruction/sparse

https://github.com/SmartphoneBrainScanner/smartphonebrainscanner2-core/tree/master/src/source_reconstruction/sparse
https://github.com/SmartphoneBrainScanner/smartphonebrainscanner2-core/tree/master/src/source_reconstruction/sparse
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high-density EEG setups depend on correct forward modeling and examined how
chosen forward models affect the source estimates obtained using four inverse
solvers: Minimum-Norm, LORETA, Minimum-Variance Adaptive Beamformer,
Sparse Bayesian Learning. We showed that even with systems of low-resolution
(such as Emotiv EEG or Easycap), it is possible to recover sources located in the
temporal lobe reliably for most of the forward models; Sparse Bayesian Learning
was proved to produce the most consistent source estimates for the the different
forward models.

In [PSS+11] (Appendix E) we demonstrated the ability to distinguish among
emotional responses reflected in different scalp potentials when viewing pleasant
and unpleasant pictures compared to neutral content. The reconstruction of the
neural sources (here conducted offline, using Minimum-Norm), facilitated dif-
ferentiation of these emotional responses. Consistent with earlier neuroimaging
findings, the reconstructed sources reflected increased activity in the 150-200ms
time window for pleasant versus unpleasant, whereas the pleasant versus neu-
tral content appeared less significant. The 3D reconstruction of the underlying
neural sources may not only add to the differentiation of emotional responses
captured in a mobile EEG setting, but may also provide an intuitive inter-
face for interacting with a 3D rendered model of brain activity as a basis for
developing novel and more natural biofeedback applications. Similarly, source
reconstruction was used in [SSP+13] (Appendix D) and [SSL+14] (Appendix
F) for the realization of a Brain-Computer Interface by classifying left/right
imagined finger tapping.

Based on the Smartphone Brain Scanner, several student projects in signal pro-
cessing domain have been successfully realized, notably the Bachelor’s thesis
of Simon Bøge Henmmingsen Motor Cortex Control of Smartphone Apps us-
ing Neuroimaging, the Master’s thesis of Marieta Georgieva Ivanova Controlling
brainwaves for mobile neurofeedback, and the Master’s thesis of Simon Kam-
ronn & Andreas Trier Poulsen Machine Learning for Social EEG—A Bayesian
approach to correlated component analysis and recording simultaneous multiple
subject EEG.

3.3 Applications

EEG signal captured and processed in naturalistic settings can be used for a
variety of applications. Some of them known from classical neuroscience, while
others are more specific to the new context. In this section three possible ap-
plications of naturalistic EEG are described: Brain-Computer Interfaces (BCI),
decoding of emotional states, and neurofeedback.
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3.3.1 Brain-Computer Interfaces

One of the most widely used paradigms for building Brain-Computer Inter-
faces (BCI) is a task in which a subject selects between two or more different
imagined movements [MGPF99, BCL+00, DBCM04, BDK+06]. Such mental
imagery is the basis for many BCI systems, originally created for patients with
severe disabilities to allow communication by ‘thought’, as an explicit interac-
tion technique [QHMST13]. While patients may have problems carrying out
actual movements they may still be able to plan them, thereby producing a
stable motor-related brain activity useful as an input for the machine. BCI can
also be combined with cognitive monitoring, collecting information about the
users’ intentions, emotional states, and situational interpretations, to make up
a passive BCI [ZK11]. Designing BCI for able-bodied users presents a set of
specific requirements and demands and has so far resulted in implementations
of mixed usefulness, primarily due to relatively low bitrates achieved when de-
coding the brain signal directly. Comparison of several BCI studies, presented
in [KVP05], showed the average bitrate achieved was around 11 bits/minute,
with the top studies achieving 27-38 bits/minute. Such bitrates can be life-
changing for patients not able to use regular input technologies. The able-bodied
users, however, produce on average 35-40 words per minute (WPM) when typ-
ing on a regular computer keyboard (measured with every word standardized
to be 5 characters long) [KHHK99]. Assuming only the English alphabet of 26
characters is used, this results in 5 bits per character and effective bitrates of
up to 1000 bits/minute. For this reason a classical BCI application of imagined
finger tapping is described as a validation of the system—hello world of brain
decoding—but the biggest promise of mobile brain imaging systems is expected
to come from the applications described later: emotions sensing (passive BCI)
and neurofeedback.

When persons think about moving their limbs—even if they cannot actually
perform the movement—they produce stable motor-related brain signals: readi-
ness potential (RP) and event-related desynchronization (ERD). The readiness
potential is a transient postsynaptic response of the main pyramidal peri-central
neurons, leading to negativity in the EEG during motor preparation and peak
during movement onset, a process first reported in 1965 by Kornhuber and
Deecke [KD65]. When hand movement is considered, the negativity is focused
contralateral to the performing hand [CHLD99]. In the event-related desyn-
chronization, the preparation for the movement is visible as an attenuation of
mu rhythm (around 8-14 Hz) in the corresponding motor areas. This attenua-
tion is visible bilaterally, but more pronounced contralateral to the performing
hand [PLdS99]. The imagined movement produces a less pronounced effect than
movement actually executed, yet can still be used for an input.
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(a) Monte Carlo permutation test for significant
difference between averaged left imagined finger
tapping response and averaged right imagined
tapping. Electrodes located close to the premo-
tor region are detected as significant in the time
interval 0.9−2.1s after stimuli. From [SSP+13]
(Appendix D).

(b) Source reconstruction of mean
difference power map between
left and right imagined fingertap-
ping. Emotiv EEG data cor-
rected by removal of ICA com-
ponent associated with eye move-
ment. From [SSP+13] (Appendix
D).
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(c) Finger-tapping results for Emo-
tiv EEG and Biosemi standard
equipment resampled to 14 chan-
nels. Mean (solid lines) and stan-
dard deviation (dashed lines) of re-
constructed current source power
in the left (L) Precentral AAL
regions calculated across right-
cued, imagined finger-tapping con-
ditions. Mean activity was normal-
ized to unit at t = 0. Both activi-
ties are based on 3D reconstruction
with online estimation of the α and
β parameters using the Minimum
Norm approach. From [SSL+14]
(Appendix F).

Figure 3.7: Results from imagined finger tapping experiments (left vs. right)
inspired by [BDK+06], with data collected using both the software
and hardware of the Smartphone Brain Scanner.
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In [SSP+13] (Appendix D) and in [SSL+14] (Appendix F) we showed results
from imagined finger tapping experiments (left vs. right) inspired by [BDK+06],
but with data collected using both the software and hardware of the Smartphone
Brain Scanner. Figure 3.7 depicts the results from these experiments, showing
the nature of the event-related desynchronization. Figure 3.7a shows the time
evolution of the ICA components before, during, and shortly after the stimulus
by visualizing the difference between averaged left and right imagined tapping
and highlighting significant electrodes. As the recordings were performed using
Emotiv EEG, which does not contain electrodes directly over the motor cor-
tex, the identified active regions appear slightly to the front compared to their
anatomical and expected position. Still, the laterality and timing of the activa-
tions indicate a clear ERD signal. Figure 3.7b shows the source reconstruction
of the mean difference power map between left and right tapping after ICA-
based artifact rejection. We can note the same strongly pronounced difference
between left and right hemispheres, with the sources again shifted to the front
due to a very suboptimal placement of the Emotiv EEG electrodes. Finally,
Figure 3.7c shows the comparison between Emotiv EEG and Biosemi standard
(stationary) EEG equipment resampled to 14 channels. Mean (solid lines) and
standard deviation (dashed lines) of reconstructed current source power in the
left (L) Precentral AAL regions were calculated across right-cued, imagined
finger-tapping conditions, with mean activity normalized to unit at t = 0. Both
activities are based on source reconstruction (Minimum Norm) with online es-
timation of the α and β parameters and show a clear suppression of the source
power, which is expected in the Precentral Left AAL region during imagined
right finger tapping.

As an initial validation of the framework, all the analysis described here has
been performed offline. The data was collected with a set of three instructions,
Relax, Left, and Right, displayed to the participants directly on the screen of a
mobile device. The duration of the Relax task was randomized (1.75-2.25 s) to
minimize the effect of the subject anticipating and starting the task prior to the
instruction.

3.3.2 Cognitive & Emotional State Decoding

One of the biggest opportunities presented by development of mobile low-cost
EEG systems is the chance to monitor users’ cognitive and emotional states in
naturalistic settings. Rather than utilizing such systems for active BCI with
very limited bandwidth, we can start sensing latent states of the users as they
go through their lives. The concept of using mobile EEG systems for passive
BCI is presented, exemplified by decoding the cognitive and emotional states of
the user.
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Neuroimaging studies have established language is grounded in sensorimotor
areas of the brain, with the same or similar circuits involved in both motor
actions and abstract language expression involving movement [PF10]. Moseley
et al. in [MCH+11] used action verbs related to emotional expressions and face
and hand motion presented to participants while recording brain activity with
fMRI in order to test if emotion word–evoked activity emerges in motor brain
systems controlling the face and arms. In [SSP+13] (Appendix D) we used the
same set of verbs in a single subject pilot experiment, comparing the feasibility
of distinguishing between such verbs using Emotiv and Easycap EEG hardware
setups. Every verb was displayed for 1s on the mobile device screen and the
recorded data were epoched and cleaned by removing noisy epochs and artifacts.
As the Emotiv and Easycap EEG hardware feature different electrode positions,
ICA was applied to linearly project the EEG data from individual electrodes
onto a space of independent vectors, creating the scalp maps and time series of
neural sources [DSM07]. Retrieving these ICA components enabled us to iden-
tify similar independent sources within trials. To identify common patterns of
brain activity both within and across the Emotiv and Easycap experiments, we
clustered the 2×10×14 = 280 ICs based on scalp maps, power spectra, and am-
plitude times series. After artifact rejection in each trial, the dimensionality of
the feature space was reduced to N = 10 by applying PCA principal component
analysis [Jol02], compressing the multivariate EEG features into a smaller num-
ber of mutually uncorrelated scalp projections. A vector for each component
was then computed to define normalized distances in a subspace representing
the largest covariances in the ICA-weighted data. These vectors contained the
10 highest PCA components for the ICA-weighted time series responses, scalp
maps, and power, related to the three conditions of face and hand motion verbs
and emotional expressions. Clustering of common ICA components within the
10 trials was done with K-means (K = 10). With functionally equivalent groups
of ICs, it was then possible to identify recurring neural sources present in mul-
tiple sessions and recorded with different EEG setups.

In the Emotiv data 2×18 ICs have been clustered in 10 out of 10 trials, showing
common activations across all trials, as depicted in Figure 3.8a. Similarly, with
Easycap, 23 ICs have been clustered within 3 standard deviations of the K-
means centroids in 10 out of 10 trials and 9 ICs have been grouped in 7 out of
10 trials, recovering temporally independent activations grouped across trials in
this study, as shown in Figure 3.8b. In both studies, the clustered scalp maps
suggest left lateralized prefrontal as well as parietal activations in language areas,
responsible for integrating motor and semantic aspects in the brain [RST11,
AKP12]. The results agree with these obtained in the aforementioned fMRI
experiment [MCH+11], indicating that premotor neural circuits are activated
when both reading verbs related to face/hand motion and when seeing emotional
expressions.
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(b)

Figure 3.8: Single-subject EEG neuroimaging study with a) Emotiv and b)
Easycap 14 channel EEG setup: PCA dimensionality reduction
and K-means clustering (K = 10, σ = 3) of 140 IC scalp maps,
activation time series, and event-related changes in power spectra
based on 10 trials, each consisting of reading 3×20 emotion (blue),
face (green) and hand (pink) related action verbs. From [SSP+13]
(Appendix D).

Affective terms can generally be represented as related components in a cir-
cumplex model described by the two psychological primitives: valence and
arousal [Rus80]. It has been established that emotional content, such as pic-
tures, triggers not only automatic responses such as increased heart rate or
galvanic skin response, but can also be identified in brain activity with identi-
fiable differences for pleasant or unpleasant experiences [KBH+02]. The event-
related potential (ERP) amplitudes have been shown to differ when viewing
affective pictures of three categories: pleasant, unpleasant, neutral [CSB+00].
In [PSS+11] (Appendix E), we demonstrated the ability to distinguish between
emotional responses reflected in different scalp potentials when viewing pleasant
and unpleasant pictures with data collected using the Smartphone Brain Scanner
software and hardware. The artifacts were removed using ICA, and activations
consistent with previous findings based on high-density EEG setups have been
identified in both ICA-based scalp maps and in source reconstructions based on
Bayesian formulation of Minimum Norm approach. In the experiment we col-
lected data from eight participants, replicating the setup described in [KBH+02]
but with a portable EEG system. 3 x 20 IAPS pictures [LBC+05] from the three
categories (pleasant: erotic and family photos; unpleasant: mutilated bodies,
snakes and spiders; neutral: simple objects as well non-expressive portraits of
people) were presented on a smartphone display with 0.5s pre-stimulus of white
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cross, 1s presentation, and 1s post-stimulus black screen.

As shown in Figure 3.9, after PCA-based dimensionality reduction, K-means
clustering, and artifacts rejection, the ERPs, which were averaged across eight
subjects at 300-500ms post-stimuli in 8-12 Hz band, differ across four condi-
tions of pleasant, unpleasant, neutral people, and household objects. We found
overall increased posterior activation for pleasant and unpleasant pictures com-
pared to neutral images, as well as increased activation in parietal cortex for
pleasant versus unpleasant content. This is consistent with findings reported
in [KBH+02] and [SJWH04], where activations in central, temporal, and pari-
etal cortex differentiated responses when viewing affective pictures compared to
neutral content. The ability to continuously capture such patterns may offer
completely new opportunities for modeling the cognitive and emotional state
of users in real life scenarios as well as providing a basis for novel biofeedback
applications, thereby fully realizing the concept of passive BCI.

Figure 3.9: Mobile EEG event related potentials ERP averaged across eight
subjects at 300-500ms after stimuli in the 8-12 Hz frequency band,
depicting: a) pleasant - erotic couples b) unpleasant - mutilated
bodies c) neutral people d) household objects. We can note overall
increased posterior activation for a) pleasant and b) unpleasant
compared to c) neutral people and d) objects, as well as increased
activation in parietal cortex for a) pleasant versus b) unpleasant
content. From [PSS+11] (Appendix E).
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3.3.3 Neurofeedback

Neurofeedback is a brain-related mode of biofeedback, a technique of gaining
control over physiological functions by focusing on feedback information pro-
vided by software or hardware systems. For example, neurofeedback exper-
iments to increase the power of the upper alpha band have been shown to
improve cognitive performance [HSD+05, ZHH11]. An ability to consciously
control this band, which appears to be involved in selective attention as a gat-
ing mechanism [FS11], might potentially explain the reported training effects
on cognitive performance. A correlation between this band and good memory
performance has also been reported [Kli99]. Neurofeedback interfaces are, how-
ever, classically designed with little attention to how the audiovisual elements
may affect the user’s ability to control brain activity. While User Experience
(UX) development normally involves modeling of the user needs and selection
of design patterns for content organization and navigation, development of neu-
rofeedback applications has so far primarily focused on mapping EEG directly
onto audiovisual components, such as sounds of ocean waves or high- or low-
pitched gongs [EZG04, HNP+04] and vertical scales and squares of changing
colors [NKK+03, VEC+03, ZHH11]. More complex environments have been
developed for applications for children, such as airplanes, car racing, or a pole-
vaulting mouse [GHA+09, HGS07]. Still, there seems to be a surprisingly little
dialog between UX and neurofeedback communities. Interfaces are developed
as a minimal viable product, rather than through an iterative scientific process.

In [SSP+13] (Appendix D) we explored the influence of the interface design on
the efficacy of neurofeedback training, by testing two interfaces—developed for
the Smartphone Brain Scanner—on 25 participants attempting to increase their
upper alpha band power. The first interface, replicated from a study by Zoefel
et al. [ZHH11], consisted of a color gradient framed by a square, which indicated
brain activity below or above baseline, as shown in Figure 3.10a. In the second
iteration, we developed an interface combining four components: scaled down
color gradients, square primitives, horizontal spatial distribution, vertical spa-
tial distribution, depicted in Figure 3.10b. In the experiments, both iterations
included five sessions during a single week (Monday - Friday), with each session
starting and ending with a 5-minute baseline recording. The recordings were
performed with Emotiv EEG. Real-time feedback was constructed from O1 and
O2 channels; the recordings were later re-referenced from P3/P4 to AF3/AF4
and F3/F4 in order to include P3 & P4—positioned in the area relevant for the
paradigm—in the offline analysis.

The upper alpha frequency was determined for each participant, to compen-
sate for variability caused by age, neurological diseases, and inherent physio-
logical differences [Kli99]. We identified the individual alpha peak (IAF) in
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(a)

(b)

Figure 3.10: a) First version of the feedback interface with brain activity vi-
sualized by the square changing colors; blue indicating activity
below, gray - equal to, red - above baseline. b) Second iteration
of the neurofeedback application, with additional illustrations
describing how it is constructed; the 5-minute timeline shown in
the bottom illustrates how the training session is divided into
columns of 15 seconds. Within a column squares would ap-
pear first (0-3s) in a window in the lower part of the screen,
then (4-7s) in windows above and below the first window and
lastly (8-11s and 12-15s) in windows above the first two win-
dows. The encircled column illustrates how the user can easily
compare the ability to increase brain activity in different time
intervals. From [SSP+13] (Appendix D).
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the first baseline recording of every session, and the upper alpha (UA) fre-
quency was set as a band from IAF to IAF+2 Hz. The participants identi-
fied as non-responders—unable to significantly change amplitudes of their brain
frequencies—have been removed (3 participants from both the first and sec-
ond iterations), a practice commonly used in neurofeedback studies [FBL+03,
GHA+09, LSSO95, ZHH11]. The EEG results from the baseline and training
recordings were normalized to the baseline from the Monday session, thus show-
ing participants’ ability to increase UA amplitudes, as plotted in Figure 3.11. We
can observe a large variability in the participants’ performance; some subjects
were capable of increasing their UA amplitudes above 400%, whereas others ex-
perienced smaller changes or even a decrease (usually the non-responders). The
participants with the highest increase were mainly from the second iteration
of the feedback interface, the variance of the performance was, however, also
greater in these sessions.

To analyze the impact of the interface on the participants’ performance, we
fitted regression lines to the individual UA amplitudes as a function of session
number (1-35), finding they were significantly greater than zero in both iter-
ations. No significant effect between the iterations was found (tested with a
two-sample, two-sided t-test), indicating similar effectiveness of both interfaces.
To isolate the training effect from the feedback effect (an immediate increase in
UA amplitude during session), we calculated the difference between UA ampli-
tude during the first baseline recording in the first session and the first baseline
recording in the last session, finding a significant effect in the first but not in
the second iteration, which indicates the interface used in the first iteration was
more effective for neurofeedback training. The interface used in the second iter-
ation was, on the other hand, more effective for inducing an immediate increase
in the UA amplitude, as quantified by a repeated-measures ANOVA with session
number as within subject factor and iteration as between groups factor. With
no effect of the session number, we averaged the feedback effect across session
number and subjects within an iteration and found the mean feedback effect
was 0.17 for the first iteration and 0.67 for the second iteration. These results
suggest that the immediate increase of the UA amplitude during feedback ses-
sions does not determine the training effect, a possibly important factor when
creating neurofeedback applications.

Contribution of the thesis

With low-cost mobile neuroheadsets and advanced software frameworks, such
as the Smartphone Brain Scanner, exciting neuroscience applications can be
created, including Brain-Computer Interfaces, cognitive and emotional state
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Figure 3.11: The individuals’ upper alpha (UA) amplitude in percentage of
the UA amplitude from the fist baseline recording on the first day
(Monday). Subjects from first and second iteration as well as the
non-responders from both iterations are plotted in red, black, and
gray, respectively. The average of these groups is marked by bold
lines in corresponding colors. All baseline- and training record-
ings have been plotted in sequence across the week, e.g. Monday
showing results from the first baseline, then the 5 training record-
ing, ending with the second baseline, giving a total of 7 points of
each day. The results illustrate a large variance in the individual
subjects ability to increase UA amplitudes, where subjects from
the second iteration were capable of reaching a greater increase,
although some subjects were unable to achieve any increase at
all (referred to as non-responders). From [SSP+13] (Appendix
D).

decoding, and neurofeedback techniques. In the contributions described in this
section we have shown the validation of the developed software and hardware
with respect to more- and less-known paradigms: BCI-based finger tapping
in [SSP+13] (Appendix D) and in [SSL+14] (Appendix F); emotional and cog-
nitive state decoding in [SSP+13] (Appendix D) and in [PSS+11] (Appendix E);
and neurofeedback interface validation in [SSP+13] (Appendix D).

For the BCI application, we reported results of a cued, imagined finger-tapping
experiment. With offline analysis, we showed the evolution of independent com-
ponents during the task, source reconstruction of the brain areas, and com-
parison with conventional state-of-the-art laboratory equipment with respect to
activations in relevant reconstructed motor areas. We found that these signals
compare favorably with those obtained with standard equipment, showing the
expected significant de-synchronization on initiation of imagined motor actions.
This way, we have performed a thorough laboratory validation of the developed
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low-cost mobile software and hardware. The validation stands firm in respect
to the difficult challenge of synchronization between recorded EEG signal and
system events—stimuli presentation and user responses. We have presented a
real-time BCI setup of the Smartphone Brain Scanner at NIPS 2011 confer-
ence [SSL+11], classifying imagined finger tapping with CSP and LDA on the
sensor level. Combining sensor and source features has been shown to improve
classification in BCI [AHJ12], even though these paradigms often involve ac-
tivation of sensorimotor circuits where the location of the sources is already
well known, an important and—as our results indicate—feasible opportunity
for increasing the classification rate in a noisier mobile signal.

For the cognitive and emotional state decoding, we were able to show the po-
tential of a low-cost EEG system for naturalistic sensing of the latent states of
the user. Replicating and extending exciting studies [KBH+02, SJWH04], we
demonstrated how responses differ between pleasant and unpleasant content,
with overall increased posterior activation for pleasant and unpleasant com-
pared to neutral, as well as increased activation in parietal cortex for pleasant
versus unpleasant content. Consistent results were obtained in activations from
sources reconstructed with Bayesian formulation of Minimum Norm approach.
We were also able to obtain results agreeing with those reported by Moseley et
al. in [MCH+11] regarding the activation of premotor neural circuits when pas-
sively reading verbs related to face and hand motion and when seeing emotional
expressions. Although those results are from a preliminary study, it is signifi-
cant that a low-cost portable EEG system can be used as a brain-imaging setup,
producing results in line with those obtained in an fMRI study. Mobile neu-
roimaging could extend our ability to explore such action-based links between
motion and emotion in naturalistic contexts, which might reflect imitation of
gestures or facial expressions involving mirror neuron circuits in the brain, and
possibly provide a foundation for higher level feelings of empathy and theory of
mind.

In the neurofeedback study we confirmed the findings of Zoefel et al. [ZHH11],
but again using an inexpensive and more user-friendly setup. Going beyond
replication, we tested the impact of the visual interface on the participants’
performance, suggesting the ability to control neural activity is very individual
and the interfaces should be created to support the individual’s strategies. It
is an important result, especially when building user-oriented neurofeedback
applications for use at home and over extended periods of time. Such context is
a new direction for development of neurofeedback applications, where users can
not only perform the training in the comfortable environment of their homes and
over unprecedented periods of time, but the researchers can collect significant
amounts of data regarding day-to-day variability in brain activity and its impact
on cognitive and emotional performance. By showing the feasibility of using such
a low-cost system and exploring the importance of the visual interface, we took
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an important step in the realization of this vision.

Several student projects have explored the potential of building applications on
top of the Smartphone Brain Scanner, including the Bachelor’s theses of Michael
Kjellerup & Ibrahim Tareen Optimization of mobile interface design for neuro-
feedback training, Benjamin Dalsgaard Hughes Design of a smartphone app for
brain machine interaction, Martin Hastrup P300 brain machine interface for
mobile neurofeedback, and Anders Sørensen Design of mobile interfaces for neu-
rofeedback training and the Master’s thesis of Camilla Birgitte Falk Jensen Using
mobile interfaces for neurofeedback training, whose work was later extended and
presented in the papers.



3.3 Applications 51



52 Mobile Brain Imaging



Chapter 4

Privacy of Personal Data

As our sensing capabilities are growing, we collect data about larger populations,
over long periods, and from continually advancing sensors. Inherently, some of
these data or compositions thereof are sensitive; they are private in a sense that
individuals should be able to control who has access to them. This creates new
challenges, both within and beyond research studies, including privacy-aware
data sharing and user consent.

This chapter outlines the challenges in ethical, responsible, and efficient treat-
ment of personal data. Section 4.1 outlines the concept of a Personal Data
System, a framework for privacy-preserving data sharing developed and imple-
mented at MIT Media Lab and at DTU. Section 4.2 focuses on methods of
empowering the user to express informed consent to data collection, sharing,
and analysis.
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4.1 Personal Data System

Researchers, companies, and governmental institutions collect increasingly more
sensitive data about all aspects of human lives. These data include mobility
traces, social networks, medical and health-related records, psychological traits,
and financial transactions, to name just the most common ones. These rich
datasets offer a great opportunity for understanding societies and for creating
systems reacting to people’s needs in an adaptive way, as outlined in [GSS+14]
(Appendix A). For this vision to become reality the data must be available when
needed, primarily in an aggregated form useful for understanding society-scale
process. At the same time, a successful data-driven society must be able to guar-
antee that personal data will not be abused. Abused, for example, by imposing
higher insurance rates based on shopping history [Git13] or by harming the
entire society by limiting user choices and enclosing them in information bub-
bles [HSMK+13]. Sharing raw data with for-profit services or even researchers
may be problematic, primarily for two reasons: very many things can be in-
ferred from high-dimensionality data, today and in the future, and it is hard
for users to comprehend how sharing such data affects their privacy and what
value they should expect in return. On a practical side, sharing and moving
such huge raw data is becoming increasingly impractical in the research con-
text, with hundreds of gigabytes of data generated by users in deployments
such as the Copenhagen Networks Study that have to be accessed and analyzed
by many researchers. Sending the datasets as csv files for local analysis is not
feasible in such a scenario.

To overcome the problems with privacy concerns around sharing high-dimensional
data, I have been involved with a group at MIT Media Lab, developing and
testing open Personal Data Store1 (openPDS), an architecture for sharing high-
level extracted features in the form of answers from personal data, rather than
data themselves [dMWP12]. Such a method of data sharing is a critical step
in the technical improvement of data ownership. As valuable knowledge can
be inferred from data coming from multiple sources—for instance, fitness data
matched with psychological profile, combined with day-to-day mood and ac-
tivity on Twitter—the only reasonable focal point of data ownership are users
themselves, as outlined in the vision of the New Deal on Data [Pen09]. By
sharing answers, rather than raw data, the privacy of users can be significantly
improved, by making it easier for them to understand how the data will be
used and by inherently decreasing the possibility of unauthorized uses of such
extracted features. For example, rather than sharing a raw GPS trace, the user
can decide to give access only to her city to a music service in order to get a per-
sonalized music station. Extraction of the features—based on all available raw

1http://openpds.media.mit.edu/
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data but in the domain controlled by the user—is an important step towards fair
information practices, in which the value of the data can be better understood
and used. Large Internet services have quite recently started implementing sen-
sitivity reduction when exposing data to third parties. For example, Facebook
introduced a scope age_range allowing user to authorize applications to only
access whether the users’ age is in the range [13-17, 18-20, 21+] rather than
the exact birthday, as shown in Figure 4.1. This way, applications can use infor-
mation from Facebook to allow age-based access for the users, without learning
the exact value, which could be misused, e.g., for targeted advertising.

Figure 4.1: Facebook implementation of an OAuth2 scope reducing sen-
sitivity of disclosed information. Rather than providing the
exact birth date, users can authorize applications to access
only age-range, information sufficient for most cases of age-
controlled access. From https://developers.facebook.com/
docs/graph-api/reference/user.

In [GSS+14] (Appendix A) we outlined the impact of openPDS architecture on
how research can be conducted and on how society can be governed. Building
on experiences with large-scale data collection and with personal brain imag-
ing in [SGHP14] (Appendix I), we described how openPDS architecture can be
utilized in the context of personal neuroinformatics. Identifying the sensitivity
of EEG signal, obtained with even low-dimensionality systems, we postulated
that raw EEG data should remain under user control as much as possible, with
only high-level features shared with the services. The outline of the architecture
is depicted in Figure 4.2 and corresponds to a generic openPDS architecture.
Raw EEG data are recorded by the user, uploaded to the server, and stored in a
database. By having all the data available, potentially combined with additional
channels of personal data such as mobility traces of Twitter activity, it is then
possible to perform various computations, producing high-level features. These
features are calculated in the background and stored in the database, so they

https://developers.facebook.com/docs/graph-api/reference/user
https://developers.facebook.com/docs/graph-api/reference/user
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can be readily available when requested. This architecture benefits from the
fact that in the context of creating insights, most often the applications do not
require strictly consistent data i.e. the answers might be minutes, hours, or even
days old and still valuable. This way, the dimensionality reduction, the com-
putationally heavy process in the system, can be performed continuously and
on the best-effort basis, fully utilizing the available resources, while at the same
time quickly serving relatively small pre-computed answers for the applications.
The methods for calculating those features can be provided by the services, with
the code approved to operate in an expected manner. PDSes can also engage in
group computations, providing answers about groups of users, both increasing
privacy and making the answers potentially more valuable, describing larger
populations.

Figure 4.2: openPDS architecture, used in personal neuroinformatics context.
Raw EEG data are collected from a neuroheadset on a mobile or
stationary device (1) and uploaded to a server as a binary file (2).
Data are then extracted and populated to a database (3). Periodic
question & answer computation process operates on the raw data
(4) extracting the high-level features of the data (5). The features
are populated into the database in a form of high-level answers (6).
Those answers can be used for the computation of other features
(7). The pre-computed answers are accessed from the database
(8) and served to the requesting application (9). From [SGHP14]
(Appendix I).

Development of Personal Data Stores is an important step towards creating data
portability, allowing for the transfer of the data between services, governmental
institutions, and research studies, which is one of the big challenges in the
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current state-of-the-art of data handling. It can be seen as building vessels of
personal data, traveling with users across space and time. We are convinced
that there is amazing potential in using personal data to learn about and to
react to the needs of societies. OpenPDS architecture achieves it by putting
the user in control, thus making it feasible to collect and combine data from
many different sources, which is especially important when modeling complex
social systems [SSS+14] (Appendix B). To protect the privacy of the users, the
raw data is not shared, but the computations run in the user-controlled domain.
This simplifies the picture of the data flows between the services and how the
users can own, manage, and control their data.

Contribution of the thesis

In [GSS+14] (Appendix A) we outlined how the Personal Data Stores fit into the
new economy of personal data. Following the ideas from the New Deal on Data,
we described the business, legal, and technical dimensions of incorporating end-
user data ownership in different contexts, postulating that the technical solution
of user-owned multi-source data store is one of the requirements for a success-
ful transition to data-driven science and economy. Significantly, we described
how moving the control point from the data collection to data sharing—simply
assuming that all possible data is somehow being collected—can simplify the
architecture of the systems and enhance the user privacy by providing more
effective control.

In [SSS+14] (Appendix B) we described our implementation of openPDS in a
large sensor-driven human data collection efforts, the Copenhagen Networks
Study. Within the study we are not only collecting the data and experimenting
with social structure, but also testing new privacy solutions, including the devel-
opment of openPDS and its question/answer framework. We significantly devel-
oped the privacy system, including question/answer framework, authorizations,
identity provider, and advanced in/out connectors in a 3-layered architecture of
platform, services, and application, thereby creating a Personal Data System.
In [SPP+14] (Appendix H) we reviewed important practices in the collection
of massive sensor-driven data and components of Personal Data Systems, in-
cluding security solutions, data storage, and user authorizations. In [SGHP14]
(Appendix I) we showed why EEG data should be considered sensitive and thus
be treated as personal data from business, legal, and technical viewpoints—
finding in the process that surprisingly little attention has been paid to this
issue so far. Brain recordings should live under user control in a PDS, leaving
it as little as possible, with high-level answers—possibly computed by mashing
with other data sources—being shared instead. Thus, we proposed an integra-
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tion of a personal neuroinformatics system, the Smartphone Brain Scanner, with
a general privacy framework—openPDS.

Several student projects have been exploring the extension of the Copenhagen
openPDS, including special project by Magdalena Furman Questions and An-
swers Framework for Quality Control of Massive Data Sets and Master’s thesis
of Riccardo Pietri Privacy in Computational Social Science (based on which [SPP+14]
(Appendix H) has been later developed) and Luis Fernando Flores Vargas Min-
ing spatial knowledge from large scale deployment of distributed mobile sensors.

4.2 Living Informed Consent

Business, legal, and technical solutions to the challenges of data ownership are
only effective if the user can exercise control in an informed way. In academic
studies, this control is called informed consent and consists of an agreement be-
tween researchers and participants about data collection, transmission, storing,
sharing, and analysis. The users should be able to comprehend which infor-
mation is collected, how it is accessed, what the incentives are, and what the
purpose of the study is [FLM05]. Ethical behavior of the researchers plays a
central role in protection of the participants, supported by legal framework of
agreements about allowed and disallowed use of the data. The procedure of in-
formed consent has been introduced in the Nuremberg Code, after the discovery
of torture practices performed as ‘research’ by Nazi doctors [U+92]. It is now
considered a cornerstone of the subjects’ rights, imposing legal obligations on
the researchers with respect to the nature of the relationship, proper information
procedures, or right to refuse participation in research [BALP01].

Most of the informed consent procedures used today lack granularity in terms of
both provided information about what and when is collected and used and what
authorizations participants may grant [FGW11]. This is primarily driven by
technical challenges, as it is not feasible to contact the user every time the data
are accessed, either for information or authorization purposes. It is a general
practice that once the consent is granted by the participant, the data contributed
to the dataset become a de-facto property of the researchers, who are free to
analyze, modify, or redistribute them, typically observing the requirement of
basic de-identification. Since so little is understood about what can be inferred
from high-resolution data, such everlasting datasets without renewed consent
can be very challenging in terms of providing proper privacy for the users.
To make the issue even more complex, the notion of privacy can be context-
specific [TCD+10] and vary across cultures and social groups [ABK09].
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(a) User authorizations page . Participants have an overview of
which applications are able to submit to and access their data.
This is an important step towards users’ both understanding
what happens with their data and exercising control over it.
From [SSS+14] (Appendix B).

Platform
living informed consent 0.1

(b) Application authorization dialog. Requested
scopes are explained in a simple language, with
the goal of moving away from accessing the raw
data towards accessing high-level extracted fea-
tures.

Figure 4.3: Data collection system from the Copenhagen Networks Study with
the authorization screens presented. An early implementation of
Living Informed Consent, empowering user to understand and to
exercise control over data sharing.
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Presenting extensive information about a study does not guarantee a truly in-
formed consent, as participants tend to trust the validity of the default set-
tings and accept any conditions which they perceive as authoritative [BK10]
or may not comprehend the complex language presented to them [CZSSM80,
POTB03, SMP+99]. Studies of how to improve this situation have been con-
ducted in ongoing clinical trials [LSHF99] and through feedback sessions regard-
ing the consent procedure [KBD+10, MKHS08]. One of the possible solutions—
granting permissions gradually over time—has been discussed as having both
positive and negative impacts, as breaking down the consent may facilitate
understanding [EFW12] but may become distracting to the user [KHFK07].
Multimedia augmentation of the informed consent, on the other hand, can im-
prove participants’ understanding of the study design, most significantly in men-
tally ill patients [DLP+02, ACG+03] but not necessarily in the general popula-
tion [FMM+97, WHD97].

We believe that user-ownership of data is an important advancement in how
data can be collected, accessed, and used, as outlined in the PDS section. At
the same time, increasing the granularity of control and number of decisions for
the user to make may effectively work against users’ privacy—teaching them
to agree to everything—or may cause the opposite no-to-everything behavior,
burying the data forever. It is important that consent procedures and implemen-
tations evolve side-by-side with increased data ownership, making this control
meaningful. For this reason, in [SPP+14] (Appendix H), we proposed the term
Living Informed Consent for aligned business, legal, and technical solutions em-
powering participants to understand the type and quality of the data collected,
not only during the enrollment, but also as the data is being collected, analyzed,
and shared with third parties. For this to become reality, informed consent must
be implemented as a core part of the data collection system so that the user can
stay in touch with the collection process and all the parties involved, rather than
expressing consent in a single event only when enrolling into the study. Partic-
ipants should become users, with a virtual space where they could change their
authorizations, drop out from a study, request data deletion, and audit data
access. Such an approach is compilable with an ongoing discussion, happening
primarily in the biomedical field, about the need for improvements and for more
user control in the consent procedures [Sim03, Hay12]. One of the challenges
being discussed is how the end-user ownership may impact reproducibility and
replicability of the results [Dru09]. This problem is potentially different across
domains [Bis13], which may mean it would require additional legal and technical
solutions for securing the possibility of revisiting studies and their results.

In [SSS+14] (Appendix B) we described the implementation of Living Informed
Consent in the Copenhagen Networks Study. The participants’ authorization
page is depicted in Figure 4.3a, where the applications can be authorized to sub-
mit and access study data. It is an important step in moving beyond lengthy,
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incomprehensible legal documents accepted blindly by the users. In the de-
ployed system, the authorizations are still primarily about raw data, making
it a challenge for the user to truly comprehend what is really being accessed.
Such an authorization request is depicted in Figure 4.3b. However, as we de-
velop the utilization of the openPDS philosophy of sharing answers, rather than
the raw data, the authorizations will become increasingly easier to comprehend.
Sharing high-level features is not only better for privacy because it limits the
possible non-authorized uses of the data, but also because it makes the autho-
rization process easier for the user to comprehend. For example, rather than
granting access to Bluetooth data, users would grant access to ‘people you have
met since Wednesday’. This emphasizes the idea that the most valuable point
of control is data sharing rather than collection; what is really important is
answers extracted from the raw data, not the data themselves.

Living Informed Consent is primarily useful for the data accessed frequently and
in real-time: mobility patterns, fitness, social activity. As research studies, such
as the Copenhagen Networks Study, move beyond frozen, aging datasets and
utilize fresh data for both research purposes and building applications, partici-
pants must be given more powerful tools to understand gains and consequences
of data sharing. With the growing size of the studies, explaining the goals
and procedures in detail and in person to every participant becomes infeasible;
thus the need for solutions simplifying the consent procedure, without trivi-
alizing it. Living Informed Consent implementations, backed up by openPDS
question/answer framework can be a feasible solution for addressing the rising
problems of consent procedure.

Contribution of the thesis

Development of advanced informed consent procedures, together with associ-
ated data ownership and research access practices, will play a crucial part in
the journey towards larger and more sophisticated sensor-driven human data
collection efforts. In [SPP+14] (Appendix H) we proposed the term Living
Informed Consent for continuous practices of interaction between researchers
and participants for information and authorization purposes. We grounded the
discussion about informed consent in the historical and current background,
showing that although the idea of improving consent practices is not fundamen-
tally new, recent developments in scale and depth of collected data prompted a
new discussion about deficiencies of current consent practices. Whenever data
availability is discussed in a research context, reproducibility and replicability of
the studies must be considered; in the paper we discussed how greater end-user
control may impact them and what the possible measures are to ensure science
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may be practiced successfully. We also included privacy-related suggestions for
the practitioners of sensor-driven human data collection, including reporting of
the informed consent procedures in order to allow building the best practices
in the field. In [GSS+14] (Appendix A) we put Living Informed Consent into
broader perspective, describing business, legal, and technical dimensions of mov-
ing towards end-user assent practices, thus defining a comprehensive picture of
the new privacy ecosystem. In [SSS+14] (Appendix B) we described an early
implementation of Living Informed Consent in a research study. It is important
to note that in the Copenhagen Networks Study, informed consent practices are
not implemented solely to support data collection, but also to enable research
on how to improve the privacy of the participants and their understanding of
the collected and used data.

Within the framework of Living Informed Consent, the Master’s thesis of Al-
bert Fernández entitled Data Visualization for Informed Consent is currently
in progress.
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Chapter 5

Future Outlook

The work presented in this thesis is foundational for large-scale sensor-driven
human data collection with depth and high-resolution. Both the Smartphone
Brain Scanner and the Copenhagen Networks Study projects are only at the
beginning of their expected lifetimes, only starting to produce the most exciting
results. In this chapter, future work in the domains addressed in this thesis is
outlined.
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5.1 Large-Scale Sensor Driven Human Data Col-
lection

In [SSS+14] (Appendix B) we reported the preliminary results from the Copen-
hagen Networks Study, showing how multiple streams of data are necessary to
more fully understand complex social systems, including human interactions,
behavior, and mobility. As the Copenhagen Network Study stabilizes in terms
of the number of participants, infrastructure, and data quality, more advanced
analysis of the evolution of social systems will be possible. Moreover, with a
feedback channel carried by the participants in their pockets—mobile phones—
we will be able to deploy experiments and interventions modifying behavior,
adding to a well-established baseline from passive observation. In the observa-
tional study, we are primarily interested in evolution of social behavior—how the
groups form and dissolve and how we can define communities in social networks.
We are convinced that with high-resolution multiplex data we will be able to ad-
dress the challenge of finding and defining communities in a novel, much simpler
way. From the experimental perspective, we aim to investigate epidemiological
models of spreading in multiplex networks. Within the Copenhagen Networks
Study, we have an unprecedented opportunity to observe how (simulated) epi-
demics change participants’ behavior, which in turn changes the spreading pat-
tern. Classically, epidemiological studies focused on how behavior—manifesting
as network structure—influences the spreading, but we intuitively understand
that when people feel sick they modify their interaction patterns by staying
home, not shaking hands, and limiting physical contact. Studying such phe-
nomena in large-scale over long periods of time has been challenging, but with
the feedback channel we can simulate epidemics and observe how they spread in
a social system when the nodes are aware of the process. Such studies have been
conducted, for example, with online games [Bal07], in which the users’ avatars
could be infected in the epidemic outbreak (accidental or purposeful) and the
resulting behavior could be observed. For such experiments to be valuable, a
well-established baseline behavior must be known and participants must have a
serious incentive to avoid the disease while trying to modify their usual behavior
as little as possible, conditions difficult to create in a lab.

The size of the studies, in terms of population, duration, and observed chan-
nels will continue to increase. Collection of high-resolution data for studying
human behavior will continue to be challenging, even when offset by technical
advancements. Technical preparations, administrative tasks, and managing data
quality will require reusable solutions and best practices; entire systems allow-
ing for easier deployment, and containing privacy policies, procedures, and data
collection, handling, and analysis, will be needed. Studies will increasingly use
pre-existing personal data, and the accessing of participants’ Facebook, Twitter,
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or Fitbit—in addition to data collected specifically within a given study—is a
feature that must be considered and supported in the data collection systems.
Handing out thousands of phones is not feasible when scaling up the studies,
due to expense and management difficulty. The systems will thus have to offer
real-time access to the data for building novel applications for the participants
to make them interested in joining and to stay engaged. The interest of the
participants depends on the value they get in return and the inconvenience the
study imposes on their lives. The inconvenience can be measured by decreased
battery life of their phones, trouble of answering questionnaires, and giving up
some privacy. This has to be offset by the provided value; if not money or
material incentives, the value will have to be interesting services built on top of
the personal data. At the same time, the systems will have to give more control
over data flows to the users, improving how their privacy is handled. This will
create new challenges and amplify the existing ones, such as replicability and
reproducibility of the results or selection bias in the context of full end-user data
control. Systems, such as the one created for the Copenhagen Networks Study
and described in this thesis, including Living Informed Consent and openPDS
will have to be further developed and standardized.

5.2 Personal Brain Imaging

Future developments in low-cost mobile brain imaging will happen in three do-
mains: hardware, software, experimental paradigms. The hardware used today
is only the first iteration of the consumer-grade and research-oriented mobile
EEG systems. On one hand, we can expect the high-density systems to be-
come mobile, while aiming for the best possible quality of the signal acquired
in naturalistic conditions. Subjects will be able to stand up in the lab and walk
around, possibly go outside, or interact socially. The experiments will still be
tightly controlled and have a classical researcher-participant relation, but there
will be more mobility and degrees of freedom added. In the opposite direction,
the consumer-oriented EEG headsets will continue their evolution. Their devel-
opment will be primarily driven by particular use-cases, and they will become
smaller, concealed, and user-friendly sensors including, but not necessarily ad-
vertised as, EEG devices. In addition to EEG signal, they may collect other
physiological signals, such as EMG, EOG, ECG, and skin conductance. The
quality of the obtained signal will be relatively poor, but the devices will be-
come ubiquitous, with a large population owning and using them regularly.
Making such data accessible in a privacy-preserving manner and creating anal-
ysis methods capable of handling long, low-resolution, and noisy signal will be
a challenge requiring a multidisciplinary approach.
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By taking EEG out of the laboratory, we will be able to measure the brain activ-
ity of a freely moving subject, allowing us to characterize the neural activity as-
sociated with many important functions and to study cognitive tasks in their full
complexity. Examples include preference-based choice, the updating of working
memory throughout the day, or natural social interactions. We have already
used the Smartphone Brain Scanner to perform a recording of brain activity of
nine people simultaneously watching an emotional video, an experiment hard to
realize with expensive, classical EEG systems. Natural environments will allow
researchers to characterize the neural function of the perceptual systems when
they are embedded in rich multimodal environments, both providing stimuli and
receiving input. The complexity and variability of data collected this way will
be much greater than when collected in a tightly controlled laboratory setting,
potentially requiring huge amounts of data to allow for statistical inference. As
mentioned, ubiquitous wearable EEG can provide the solution, with longitudinal
recordings collected from large populations, different from lab-based experimen-
tation. For this, real-time applications, possibly operating directly on mobile
devices, need to be developed. The Smartphone Brain Scanner, presented in
this thesis, is the first framework that enables such development, pushing the
limits of what can be done in terms of creating user value by enabling novel
EEG applications.

One of the most exciting opportunities offered by mobile EEG is integration with
other data sources. Very soon we will integrate brain recordings, obtained with
mobile and lab-grade EEG and fMRI, with the data collected in the Copenhagen
Networks Study. While the lab-grade systems will be useful for creating a small
controlled dataset of brain activity of the highest possible quality, we expect
that the flexibility of the Smartphone Brain Scanner will allow us to collect
data from larger populations, simultaneously, over extended periods of time,
and eventually in fully naturalistic settings. Such data, when combined with
all the hitherto collected psychological and behavioral information, will provide
an unprecedented opportunity to integrate how we learn about human beings
based on their brain activity and their behavior. With concurrent recordings of
EEG and behavioral data, the EEG data become grounded, symbolic in nature,
and the information content can be much higher than raw bit rate [SvGOH10],
a great promise of integrated sensing.

5.3 Privacy of Personal Data

The new data ownership practices have to be supported by the end-user ex-
pression of informed consent and resulting orchestration of data processing in
business, legal, and technical domains. Within the Living Informed Consent
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framework, participants in long-lasting studies with complex data flows will be
able to express their preferences and monitor the results of their decisions. Not
only will this improve their privacy, but will also be beneficial for the research
community by allowing access to greater amounts of pre-existing data from the
users, rather than starting every collection anew. Another key aspect of en-
suring better privacy has to be contract governance, in which every flow in the
system, every data access, is accounted for and can be audited against the autho-
rizations existing in the system at that time. The question/answer framework
of openPDS architecture should be used to limit the dangers of sharing high-
dimensionality data and to simplify consent procedures for the user. All the
mentioned elements—a reusable integrated system, Living Informed Consent,
questions/answers—are present in the system developed for the Copenhagen
Networks Study. This solution is now actively used as a testbed for developing
more advanced privacy mechanisms, including answer-based data flows, robust
auditing, and a data access dashboard. As the study expands and involves par-
ticipants from outside of the university the significance of these solutions will
increase. Just as with any other science, robust, efficient, and workable privacy
solutions have to be developed iteratively and as a process.

Similarly, existing and new services collecting and processing massive biomedi-
cal and health data—including EEG—should adapt the openPDS approach by
offering hosting of the user data with the understanding that users can con-
trol accesses to the data, request deletion, or move the data to another service
provider. Within those services, clear boundaries should be set that would de-
fine the business, legal, and technical aspects of what is under user control and
what extracted high-level answers can be used for providing the service. Many
questions still need be answered in relation to brain activity recordings being
viewed as personal data, including applicable legal frameworks, sensitivity of the
extracted features, and potential for identification. Understanding these will be
crucial for providing privacy for personal EEG data.

On the societal scale, implementation of the end-user data ownership and the
New Deal on Data will happen in phases. Firstly, the citizens will have to
gain access to the information about what data are collected about them by
whom. It is hard to demand ownership if one does not know that the data
exist. For this reason, with a team at MIT, we have started an initiative of
developing a personal data notice registry—Clear Button1—where citizens could
see the information about their personal data being collected. The next step
will be to provide a standardized way of requesting a copy of personal data
from multiple research, private, and governmental institutions. Finally, once the
users can aggregate their personal data, Living Informed Consent and openPDS
frameworks will allow them to decide with whom the data should be shared

1http://clearbutton.net/

http://clearbutton.net/
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and for which purposes. This way we will be able to break the silos of trapped
data and make sure it is available when needed for the purpose of research and
improving our society.
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Chapter 6

Conclusions

The work presented in this thesis has addressed the challenges of sensing human
beings—their behavior, emotions, and cognitive state—and of using the collected
data for understanding human nature. Three domains have been investigated,
namely the sensing of large-scale complex social systems, mobile brain imaging
and its integration with sensor-driven human data collection, and privacy con-
sidering high-resolution sensitive data. In this chapter, the main conclusions
are summarized.
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Summary

The main focus of this dissertation has been on expanding our capabilities of
sensing human beings and the complex social systems they create, primarily
using mobile devices. The three main areas of research have been: extending
the size of computational social science studies, developing mobile brain imaging
system, addressing the privacy of participants.

Sensing complex social systems in a comprehensive way is a challenging task,
as multiple channels have to be observed, with high-resolution, on large and
densely connected populations, and over long periods. Deploying studies of
this kind is a challenge from technical and operational perspectives, but it is
extremely important that we learn about the microdynamics of our societies to
understand information and disease spread, ties formation, or impact of social
structure on our performance. Here, the largest computational social science
study to date—the Copenhagen Networks Study—has been described. In a
comprehensive overview we outlined the motivation, challenges, and solutions in
such large deployments, complete with applied privacy practices and a developed
reusable system for data collection and management. The initial results clearly
show how crucial it is to observe social systems on multiple channels, as no
single channel captures all the important properties of the system. With the
Copenhagen Networks Study deployed as a testbed for experimentation, we
showed how the self-reported and sensed network of friendships is correlated
with group performance and how this relation is strongly non-linear, with only
the strongest ties being significant. The inclusion of the network of strong ties
rendered measured and self-evaluated technical competencies or personality of
the group members non-significant in the statistical analysis. These results have
important consequences for the organization of groups of scientists, engineers,
or other knowledge workers working on solving complex problems.

Observing the behavior of the participants—their mobility and social interactions—
is important for learning about human beings, but it does not provide a complete
picture. Recording the brain activity directly—here with Electroencephalogra-
phy (EEG)—may allow assessment of the emotional and cognitive state of the
participants more directly, thus providing an additional channel in integrated
human sensing. The Smartphone Brain Scanner described here is an effort to
build an extensible advanced data collection and processing framework for low-
cost consumer-grade neuoroheadsets and mobile devices. Although portable and
mobile EEG has been around for some years, it is only recently that the ad-
vancements in hardware, software, and our understanding of the brain prompted
a call to relax lab conditions and to perform recordings in more naturalistic con-
ditions. Here, we showed how a low-cost portable and mobile system—including
custom-built software and hardware—can be used for a variety of applications,
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including Brain-Computer Interfaces (BCI), emotional state decoding, and neu-
rofeedback. Using advanced data processing techniques in both online and offline
settings, such as artifact rejection, Independent Component Analysis (ICA), or
source reconstruction, we showed that although the quality of signal obtained
with such setup is lower than with standard lab-grade equipment, it may still
be sufficient for a plethora of applications while allowing for more mobility and
naturalistic conditions. This will eventually make it possible to integrate brain
activity recordings with behavioral data for large populations.

With increasingly sensitive data, including psychological traces, behavior, and
brain activity, the privacy of the participants is becoming even more important.
Here, we described the open Personal Data System (openPDS), which has a
question/answer framework for privacy-preserving data sharing, implemented
in the Copenhagen Networks Study. In addition to the technical solution of
openPDS—described in a behavioral and a brain activity data context—we
postulated Living Informed Consent, a framework for integrated business, legal,
and technical approaches to end-user control over data sharing. We extended the
vision of openPDS and Living Informed Consent beyond the research context,
outlining how personal data ownership can change the way we learn about and
govern our societies.



76 Conclusions



77



78 Conclusions



Appendix A

Institutional Controls: The
New Deal on Data

Daniel Greenwood, Arkadiusz Stopczynski, Brian Sweatt, Thomas Hardjono, and Alex
Pentland. Institutional Controls: The New Deal on Data (Book Chapter). Big Data, Privacy,
and the Public Good: Frameworks for Engagement. Edited by Julia Lane, Victoria Stodden,
Stefan Bender, and Helen Nissenbaum. Cambridge University Press, 2014. Hardback ISBN
9781107067356; paperback ISBN 9781107637689

Copyright © 2014. With kind permission from Cambridge University Press. All Rights
Reserved.



Trim: 6in × 9in Top: 0.401in Gutter: 0.83in
CUUS2179-09 CUUS2179/Lane et al. ISBN: 978 1 107 06735 6 March 21, 2014 11:20

②9 The New Deal on Data: A
Framework for Institutional
Controls
Daniel Greenwood, Arkadiusz Stopczynski, Brian Sweatt,
Thomas Hardjono, and Alex Pentland

Introduction

Inorder to realize thepromiseof aBigData society and to reduce thepoten-
tial risk to individuals, institutions are updating theoperational frameworks
which govern the business, legal, and technical dimensions of their internal
organizations. In this chapter we outline ways to support the emergence of
such a society within the framework of the New Deal on Data, and describe
future directions for research and development.

In our view, the traditional control points relied on as part of corpo-
rate governance, management oversight, legal compliance, and enterprise
architecture must evolve and expand to match operational frameworks
for big data. These controls must support and reflect greater user control
over personal data, as well as large-scale interoperability for data sharing
between and among institutions. The core capabilities of these controls
should include responsive rule-based systems governance and fine-grained
authorizations for distributed rights management.

The New Realities of Living in a Big Data Society

Building an infrastructure that sustains a healthy, safe, and efficient society
is, in part, a scientific and engineering challenge which dates back to
the 1800s when the Industrial Revolution spurred rapid urban growth.
That growth created new social and environmental problems. The remedy
then was to build centralized networks that delivered clean water and
safe food, enabled commerce, removed waste, provided energy, facilitated
transportation, and offered access to centralized health care, police, and
educational services. These networks formed the backbone of society as
we know it today.

These century-old solutions are, however, becoming increasingly obso-
lete and inefficient. We now face the challenges of global warming,
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uncertain energy, water, and food supplies, and a rising population and
urbanization that will add 350 million people to the urban population by
2025 in China alone.1 The new challenge is how to build an infrastructure
that enables cities to be energy efficient, have secure food and water sup-
plies, beprotected frompandemics, and tohavebetter governance.Bigdata
can enable us to achieve such goals. Rather than static systems separated by
function–water, food,waste, transport, education, energy–wecan instead
regard the systems as dynamic, data-driven networks. Instead of focusing
only on access and distribution, we need networked and self-regulating
systems, driven by the needs and preferences of citizens – a ‘nervous sys-
tem’ that maintains the stability of government, energy, and public health
systems around the globe. A control framework should be established which
enables data to be captured about different situations, those observations
to be combined with models of demand and dynamic reaction, and the
resulting predictions to be used to tune the nervous system to match those
needs and preferences.

The engine driving this nervous system is big data: the newly ubiquitous
digital data now available about so many aspects of human life. We can
analyze patterns of human activity within the digital breadcrumbs we
all leave behind as we move through the world: call records, credit card
transactions, GPS location fixes, among others.2 These data, which record
actual activity, may be very different from what we put on Facebook
or Twitter; our postings there are what we choose to tell people, edited
according to the standards of the day and filtered to match the persona we
are building. Although mining social networks can give great insight into
human nature,3 the value is limited for operational purposes.4

The process of analyzing the patterns within these digital breadcrumbs
is called ‘reality mining.’5 The Human Dynamics research group at MIT
found that these patterns can be used to tell us if we are likely to get
diabetes,6 or whether we are the sort of person who will pay back loans.7

By analyzing them across many people, we are discovering that we can
begin to explain many things – crashes, revolutions, bubbles – that pre-
viously appeared unpredictable.8 For this reason, the magazine MIT Tech-
nology Review named our development of reality mining one of the 10
technologies that will change the world.9

The New Deal on Data

The digital breadcrumbs we leave behind are clues to who we are, what we
do, and what we want. This makes personal data – data about individuals –
immensely valuable, both for public good and for private companies. As

81



Trim: 6in × 9in Top: 0.401in Gutter: 0.83in
CUUS2179-09 CUUS2179/Lane et al. ISBN: 978 1 107 06735 6 March 21, 2014 11:20

194 Greenwood, Stopczynski, Sweatt, Hardjono, and Pentland

the European Consumer Commissioner, Meglena Kuneva, said recently,
“Personal data is the new oil of the Internet and the new currency of
the digital world.”10 The ability to see details of so many interactions is
also immensely powerful and can be used for good or for ill. Therefore,
protecting personal privacy and freedom is critical to our future success as
a society. We need to enable more data sharing for the public good; at the
same time, we need to do a much better job of protecting the privacy of
individuals.

A successful data-driven society must be able to guarantee that our
data will not be abused – perhaps especially that government will not
abuse the power conferred by access to such fine-grained data. There are
many ways in which abuses might be directly targeted – from imposing
higher insurance rates based on individual shopping history,11 to creating
problems for the entire society, by limiting user choices and enclosing users
in information bubbles.12 To achieve the potential for a new society, we
require the New Deal on Data, which describes workable guarantees that
the data needed for public good are readily available while at the same time
protecting the citizenry.13

The key insight behind the New Deal on Data is that our data are
worth more when shared. Aggregate data – averaged, combined across
population, and often distilled to high-level features – can be used to
inform improvements in systems such as public health, transportation, and
government. For instance, we have demonstrated that data about the way
webehaveandwherewegocanbeused tominimize the spreadof infectious
disease.14 Our researchhas also shownhowdigital breadcrumbs canbeused
to track the spread of influenza from person to person on an individual
level. And the public good can be served as a result: if we can see it, we
can also stop it. Similarly, if we are worried about global warming, shared,
aggregated data can reveal how patterns of mobility relate toproductivity.15

This, in turn, equips us to design cities that are more productive and, at
the same time, more energy efficient. However, to obtain these results and
make a greener world, we must be able to see people moving around; this
depends on having many people willing to contribute their data, if only
anonymously and in aggregate. In addition, the Big Data transformation
can help society find efficient means of governance by providing tools to
analyze and understand what needs to be done, and to reach consensus
on how to do it. This goes beyond simply creating more communication
platforms; theassumptionthatmore interactionbetweenuserswillproduce
better decisions may be very misleading. Although in recent years we have
seen impressiveuses of social networks for better organization in society, for
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example during political protests,16 we are far from even starting to reach
consensus about the big problems: epidemics, climate change, pollution –
big data can help us achieve such goals.

However, to enable the sharing of personal data and experiences, we
need secure technology and regulation that allows individuals to safely and
conveniently share personal information with each other, with corpora-
tions, and with government. Consequently, the heart of the New Deal on
Data must be to provide both regulatory standards and financial incentives
enticing owners to share data, while at the same time serving the interests of
individuals and society at large. We must promote greater idea flow among
individuals, not just within corporations or government departments.

Unfortunately, today most personal data are siloed in private compa-
nies and therefore largely unavailable. Private organizations collect the vast
majority of personal data in the form of mobility patterns, financial trans-
actions, and phone and Internet communications. These data must not
remain the exclusive domain of private companies, because they are then
less likely to contribute to the common good; private organizations must
be key players in the New Deal on Data. Likewise, these data should not
become the exclusive domain of the government. The entities who should
be empowered to share and make decisions about their data are the peo-
ple themselves: users, participants, citizens. We can involve both experts
and use the wisdom of crowds – users themselves interested in improving
society.

Personal Data: Emergence of a New Asset Class

One of the first steps to promoting liquidity in land and commodity
markets is to guarantee ownership rights so that people can safely buy and
sell. Similarly, a first step toward creating more ideas and greater flow of
ideas – idea liquidity – is to define ownership rights. The only politically
viable course is to give individual citizens key rights over data that are
about them, the type of rights that have undergirded the European Union’s
Privacy Directive since 1995.17 We need to recognize personal data as a
valuable asset of the individual, which can be given to companies and
government in return for services.

We can draw the definition of ownership from English common law on
ownership rights of possession, use, and disposal:

" You have the right to possess data about yourself. Regardless of what entity
collects the data, the data belong to you, and you can access your data at
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any time. Data collectors thus play a role akin to a bank, managing data
on behalf of their ‘customers’." You have the right to full control over the use of your data. The terms of use
must be opt in and clearly explained in plain language. If you are not
happy with the way a company uses your data, you can remove the data,
just as you would close your account with a bank that is not providing
satisfactory service." You have the right to dispose of or distribute your data. You have the option to
have data about you destroyed or redeployed elsewhere.

Individual rights to personal data must be balanced with the need of
corporations and governments to use certain data-account activity, billing
information, and the like to run their day-to-day operations. The New
Deal on Data therefore gives individuals the right to possess, control, and
dispose of copies of these required operational data, along with copies
of the incidental data collected about the individual, such as location
and similar context. These ownership rights are not exactly the same as
literal ownership under modern law; the practical effect is that disputes
are resolved in a different, simpler manner than would be the case for land
ownership disputes, for example.

In 2007, one author (AP) first proposed the New Deal on Data to the
World Economic Forum.18 Since then, this idea has run through various
discussions and eventually helped to shape the 2012 Consumer Data Bill of
Rights in the United States, along with a matching declaration on Personal
Data Rights in the European Union.

The World Economic Forum (WEF) echoed the European Consumer
Commissioner Meglena Kuneva in dubbing personal data the ‘new oil’
or new resource of the 21st century.19 The ‘personal data sector’ of the
economy today is in its infancy, its state akin to the oil industry during
the late 1890s. Productive collaboration between government (building
the state-owned freeways), the private sector (mining and refining oil,
building automobiles), and the citizens (the user-base of these services)
allowed developed nations to expand their economies by creating new
markets adjacent to the automobile and oil industries.

If personal data, as the new oil, is to reach its global economic poten-
tial, productive collaboration is needed between all stakeholders in the
establishment of a personal data ecosystem. A number of fundamental uncer-
tainties exist, however, about privacy, property, global governance, human
rights – essentially about who should benefit from the products and ser-
vices built on personal data.20 The rapid rate of technological change and
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commercialization in the use of personal data is undermining end-user
confidence and trust.

The current personal data ecosystem is feudal, fragmented, and ineffi-
cient. Too much leverage is currently accorded to service providers that
enroll and register end-users. Their siloed repositories of personal data
exemplify the fragmentation of the ecosystem, containing data of varying
qualities; some are attributes of persons that are unverified, while others
represent higher quality data that have been cross-correlated with other
data points of the end-user. For many individuals, the risks and liabilities of
thecurrent ecosystemexceed theeconomic returns.Besidesnothaving the
infrastructure and tools to manage personal data, many end-users simply
do not see the benefit of fully participating. Personal privacy concerns are
thus addressed inadequately at best, or simply overlooked in the majority
of cases. Current technologies and laws fall short of providing the legal
and technical infrastructure needed to support a well-functioning digital
economy.

Recently, we have seen the challenges, but also the feasibility of opening
private big data. In the Data for Development (D4D) Challenge (http://
www.d4d.orange.com), the telecommunication operator Orange opened
access to a large dataset of call detail records from the Ivory Coast. Work-
ing with the data as part of a challenge, teams of researchers came up
with life-changing insights for the country. For example, one team devel-
oped a model for how disease spreads in the country and demonstrated
that information campaigns based on one-to-one phone conversations
among members of social groups can be an effective countermeasure.21

Data release must be carefully done, however; as we have seen in several
cases, such as the Netflix Prize privacy disaster22 and other similar privacy
breaches,23 true anonymization is extremely hard – recent research by de
Montjoye et al. and others24,25 has shown that even though human beings
are highly predictable, we are also unique. Having access to one dataset
may be enough to uniquely fingerprint someone based on just a few data
points, and this fingerprint can be used to discover their true identity. In
releasing and analyzing the D4D data, the privacy of the people who gen-
erated the data was protected not only by technical means, such as removal
of personally identifiable information (PII), but also by legal means, with
the researchers signing an agreement that they would not use the data for
re-identification or other nefarious purposes. Opening data from the silos
by publishing static datasets – collected at some point and unchanging – is
important, but it is only the first step. We can do even more when data is
available in real time and can become part of a society`s nervous system.
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Epidemics can be monitored and prevented in real time,26 underperform-
ing students can be helped, and people with health risks can be treated
before they get sick.27

The report of the World Economic Forum28 suggests a way forward by
identifying useful areas on which to focus efforts:

" Alignment of key stakeholders Citizens, the private sector, and the public
sector need to work in support of one another. Efforts such as NSTIC29

in the United States – albeit still in its infancy – represent a promising
direction for global collaboration." Viewing ‘data as money’ There needs to be a new mindset, in which an
individual’s personal data items are viewed and treated in the same way as
their money. These personal data items would reside in an ‘account’ (like
a bank account) where they would be controlled, managed, exchanged,
and accounted for just as personal banking services operate today." End-user centricity All entities in the ecosystem need to recognize end-
users as vital and independent stakeholders in the co-creation and
exchange of services and experiences. Efforts such as the User Man-
aged Access (UMA) initiative30 provide examples of system design that
are user-centric and managed by the user.

Enforcing the New Deal on Data

Howcanweenforce thisNewDeal?The threat of legal action is important,
but not sufficient; if you cannot see abuses, you cannot prosecute them.
Enforcement can be addressed significantly without prosecution or public
statute or regulation. In many fields, companies and governments rely on
rules governing common business, legal, and technical (BLT) practices to
create effective self-organization and enforcement. This approach holds
promise as a method by which institutional controls can form a reliable
operational framework for big data, privacy, and access.

One current best practice is a system of data sharing called a ‘trust net-
work’, a combination of networked computers and legal rules defining
and governing expectations regarding data. For personal data, these net-
works of technical and legal rules keep track of user permissions for each
piece of data and act as a legal contract, specifying what happens in case
of a violation. For example, in a trust network all personal data can have
attached labels specifying where the data come from and what they can
and cannot be used for. These labels are exactly matched by the terms in
the legal contracts between all of the participants, stating penalties for not
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obeying them. The rules can – and often do – reference or require audits
of relevant systems and data use, demonstrating how traditional internal
controls can be leveraged as part of the transition to more novel trust mod-
els. A well-designed trust network, elegantly integrating computer and
legal rules, allows automatic auditing of data use and allows individuals to
change their permissions and withdraw data.

The mechanism for establishing and operating a trust network is to
create system rules for the applications, service providers, data, and the
users themselves. System rules are sometimes called ‘operating regulations’
in the credit card context, ‘trust frameworks’ in the identity federation
context, or ‘trading partner agreements’ in a supply value chain context.
Several multiparty shared architectural and contractual rules create binding
obligations and enforceable expectations on all participants in scalable net-
works. Furthermore, thedesignof the systemrules allowsparticipants to be
widely distributed across heterogeneous business ownership boundaries,
legal governance structures, and technical security domains. However, the
parties need not conform in all or even most aspects of their basic roles,
relationships, and activities in order to connect to a trust network. Cross-
domain trusted systems must – by their nature – focus enforceable rules
narrowly on commonly agreed items in order for that network to achieve
its purpose.

For example, institutions participating in credit card and automated
clearing house networks are subject to profoundly different sets of regu-
lations, business practices, economic conditions, and social expectations.
The network rules focus on the topmost agreed items affecting interop-
erability, reciprocity, risk, and revenue allocation. The knowledge that
fundamental rules are subject to enforcement action is one of the founda-
tions of trust and a motivation to prevent or address violations before they
trigger penalties. A clear example of this approach can be found in the Visa
Operating Rules, which cover a vast global real-time network of parties
agreeing to rules governing their roles in the system as merchants, banks,
transaction processors, individual or business card holders, and other key
system roles.

Such rules have made the interbank money transfer system among the
safest systems in the world and the backbone for daily exchanges of trillions
of dollars, but until recently those were only for the ‘big guys’.31 To give
individuals a similarly safe method of managing personal data, the Human
Dynamics group at MIT, in partnership with the Institute for Data Driven
Design (co-founded by John Clippinger and one author (AP)) have helped
to build an open Personal Data Store (openPDS).32 The openPDS is a
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consumer version of a personal cloud trust network now being tested with
a variety of industry and government partners. The aim is to make sharing
personal data as safe and secure as transferring money between banks.

When dealing with data intended to be accessible over networks –
whether big, personal, or otherwise – the traditional container of an insti-
tution makes less and less sense. Institutional controls apply, by definition,
to some type of institutional entity such as a business, governmental, or
religious organization. A synopsis of all the BLT facts and circumstances
surrounding big data is necessary in order to know what access, confiden-
tiality, and other expectations exist; the relevant contextual aspects of big
data at one institution are often profoundly different from those at another.
As more and more organizations use and rely on big data, a single formula
for institutional controls will not work for increasingly heterogeneous BLT
environments.

The capacity to apply appropriate methods of enforcement for a trust
network depends on clear understanding and agreement among the parties
about the purpose of the system and the respective roles or expectations
of those connecting as participants. Therefore, some contextual anchor is
needed to have a clear basis for establishing an operational framework and
institutional controls appropriate for big data.

Transitioning End-User Assent Practices

The way users grant authorization to share their data is not a trivial matter.
The flow of personal information such as location data, purchases, and
health records canbevery complex.Every tweet, geotaggedpicture, phone
call, or purchase with credit card provides the user’s location not only to the
primary service, but also to all the applications and services that have been
authorized to access and reuse these data. The authorization may come
fromtheend-userorbegrantedby thecollecting service,basedonumbrella
terms of service that cover reuse of the data. Implementation of such flows
was a crucial part of the Web 2.0 revolution, realized with RESTful APIs,
mash-ups, and authorization-based access. The way personal data travels
between services has arguably become too complex for a user to handle
and manage.

Increasing the range of data controlled by the user and the granularity of
this control is meaningless if it cannot be exercised in an informed way. For
many years, a poor model has been provided by End User License Agree-
ments (EULAs), long incomprehensible texts that are accepted blindly by
users trusting they have not agreed to anything that could harm them. The
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process of granting meaningful authorization cannot be too complex, as it
would prevent a user from understanding her decisions. At the same time,
it cannot be too simplistic, as it may not sufficiently convey the weight of
the privacy-related decisions it captures. It is a challenge in itself to build
end-user assent systems that allow users to understand and adjust their
privacy settings.

This gap between the interface – single click – and the effect can render
data ownership meaningless; one click may wrench people and their data
into systems and rules that are antithetical to fair information practices,
as is prevalent with today’s end-user licenses in cloud services or appli-
cations. Managing the long-term tensions fueled by ‘old deal’ systems
operating simultaneously with the New Deal is an important design and
migration challenge during the transition to a Big Data economy. During
this transition and after the New Deal on Data is no longer new, personal
data must continue to flow in order to be useful. Protecting the data of
people outside of directly user-controlled domains is very hard without a
combination of cost-effective and useful business practices, legal rules, and
technical solutions.

Weenvision ‘living informedconsent’,where theuser isentitled toknow
what data is being collected about her by which entities, empowered to
understand the implications of data sharing, and finally put in charge of the
sharing authorizations. We suggest that readers ask themselves a question:
Which services know which city I am in today? Google? Apple? Twitter? Ama-
zon? Facebook? Flickr? Some app I authorized a few years ago to access my
Facebook check-ins and have since forgotten about? This is an example of
a fundamental question related to user privacy and assent, and yet finding
an accurate answer can be surprisingly difficult in today’s ecosystem. We
can hope that most services treat data responsibly and according to user
authorizations. In the complex network of data flows, however, it is rela-
tively easy for data to leak to careless or malicious services.33 We need to
build solutions that help users to make well-informed decisions about data
sharing in this environment.

Big Data and Personal Data Institutional Controls

The concept of ‘institutional controls’ refers to safeguards and protections
implemented through legal, policy, governance, and other measures that
are not solely technical, engineering, or mechanical. Institutional controls
in the context of big data can perhaps best be understood by examining
how such controls have been applied to other domains, most prevalently in
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the field of environmental regulation. A good example of how this concept
supports and reflects the goals and objectives of environmental regulation
can be found in the policy documents of the Environmental Protection
Agency (EPA), which gives the following definition in its Institutional
Controls Glossary:

Institutional Controls – Non-engineering measures intended to affect human
activities in such a way as to prevent or reduce exposure to hazardous substances.
They are almost always used in conjunction with, or as a supplement to, other
measures such as waste treatment or containment. There are four categories of
institutional controls: governmental controls; proprietary controls; enforcement
tools; and informational devices.34

Theconceptof an ‘institutional controlboundary’ is especially clarifying
and powerful when applied to the networked and digital boundaries of
an institution. In the context of Florida’s environmental regulation, the
phrase is applied when a property owner’s risk management and clean-up
responsibilities extend beyond the area defined by the physical property
boundary. For example, a recent University of Florida report on clean-up
target levels (CTLs) states, “in some rare situations, the institutional control
boundary at which default CTLs must be met can extend beyond the site
property boundary.”35

When institutional controls apply to “separately owned neighboring
properties” a number of possibilities arise that are very relevant to manage-
ment of personal data across legal, business, and other systemic boundaries.
Requiring the party responsible for site clean-up to use “best efforts”
to attain agreement from the neighboring owners to institute the rele-
vant institutional controls is perhaps the most direct and least prescriptive
approach. When direct negotiated agreement is unsuccessful, then use of
third-party neutrals to resolve disagreements regarding institutional con-
trols can be required. If necessary, environmental regulation can force the
acquisition of neighboring land by compelling the party responsible to
purchase the other property or by purchase of the property directly by the
EPA.36

In the context of big data, institutional controls are seldom, if ever,
imposed through government regulatory frameworks such as are seen in
environmental waste management oversight by the EPA.37 Rather, insti-
tutions applying measures constituting institutional controls in the big
data and related information technology and enterprise architecture con-
texts will typically employ governance safeguards, business practices, legal
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contracts, technical security, reporting, and audit programs and various
risk management measures.

Inevitably, institutional controls for big data will have to operate effec-
tively across institutional boundaries, just as environmental waste manage-
ment must sometimes be applied across real property boundaries and may
subject multiple different owners to enforcement actions corresponding to
the applicable controls. Short of government regulation, the use of system
rules as a general model is one widely understood, accepted, and effi-
cient method for defining, agreeing, and enforcing institutional and other
controls across BLT domains of ownership, governance, and operation.

Following on from the World Economic Forum’s recommendation to
treat personal data stores in the manner of bank accounts,38 a number
of infrastructure improvements need to be realized if the personal data
ecosystem is to flourish and deliver new economic opportunities:

" New global data provenance network In order for personal data stores to
be treated like bank accounts, origin information regarding data items
coming into the data store must be maintained.39 In other words, the
provenance of all data items must be accounted for by the IT infrastruc-
ture on which the personal data store operates. The databases must then
be interconnected in order to provide a resilient, scalable platform for
audit and accounting systems to track and reconcile the movement of
personal data from different data stores." Trust network for computational law For trust to be established between
parties who wish to exchange personal data, some degree of ‘compu-
tational law’ technology may have to be integrated into the design of
personal data systems. This technology should not only verify terms of
contracts (e.g. terms of data use) against user-defined policies but also
have mechanisms built in to ensure non-repudiation of entities who
have accepted these digital contracts. Efforts such as the UMA initiative
are beginning to bring better evidentiary proof and enforceability of
contracts into technical protocol flows.40" Development of institutional controls for digital institutions Currently, a
numberofproposals for thecreationofvirtual currencies (e.g.BitCoin,41

Ven42) have underlying systems with the potential to evolve into
self-governing ‘digital institutions’.43 Such systems and the institu-
tions that operate on them will necessitate the development of a new
paradigm to understand aspects of institutional control within their
context.
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Scenarios of Use in Context

Developing frameworks for big data that effectively balance economic,
legal, security, and other interests requires an understanding of the relevant
context and applicable scenarios within which the data exists.

A sound starting point from which to establish the applicable scenarios
of use is to enumerate the institutions involved with a given set of big data,
and develop a description of how or why they hold, access, or otherwise
intermediate the data. Although big data straddles multiple BLT bound-
aries, one or more institutions are typically able to, or in some situations
required to, manage and control the data. The public good referred to in
the title of this book can be articulated as design requirements or even
as certification criteria applicable to those institutions that operate the
systems through which the big data is computed or flows.

It may be also be necessary to narrowly define certain aspects of the
scenario in which the data exist in order to establish the basic ownership,
control, and other expectations of the key parties. For example, describing
a transaction as afinancial exchangemaynot provide enough relevant detail
to reveal the rights, obligations, or other outcomes reasonably expected by
the individuals and organizations involved. The sale of used cars via an app,
the conduct of a counseling session via Google Hangout, and the earning
of a master’s degree via an online university all represent scenarios in which
the use case of a financial exchange takes place. However, each of these
scenarios occurs in a context that is easily identifiable: the sale of goods and
deeper access to financial information if the car is financed; the practice
of therapy by a licensed professional accessing and creating confidential
mentalhealthdata;ore-learning services andprotectededucational records
and possibly deeper financial information if the program is funded by
scholarship or loans. The scenarios can also identify the key elements
necessary to establish existing consumer rights – the people (a consumer
and a used car dealer), the transaction (purchase of a used car), the data (sales
and title data, finance information, etc.), and the systems (the third-party
app and its relevant services or functions, state DMV services, credit card
and bank services, etc.). The rights established by relevant state lemon laws,
the Uniform Commercial Code, and other applicable rules will determine
when duties arise or are terminated, what must be promised, what can be
repudiated, by whom data must be kept secure, and other requirements or
constraints on the use of personal data and big data. These and other factors
differ when a transaction that seems identical operates within a different
scenario, and even scenarios will differ depending onwhich contexts apply.
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The following four elements are critical for defining high-level goals and
objectives:

1. Who are the people in the scenario (e.g. who are the parties involved and
what are their respective roles and relationships)?

2. What are the relevant interactions (e.g. what transactions or other actions
are conducted by or with the people involved)?

3. What are the relevant data and datasets (e.g. what types of data are
created, stored, computed, transmitted, modified, or deleted)?

4. What are the relevant systems (e.g. what services or other software are
used by the people, for the transactions, or with the data)?

Inspired by common law, the New Deal on Data sets out general princi-
ples of ownership that bothguide and informbasic relationships andexpec-
tations. However, the dynamic bundle of recombinant rights and responsi-
bilities constituting ‘ownership’ interests in personal data and expectations
pertaining to big data vary significantly from context to context, and even
from one scenario to another within a given general context. Institutional
controls and other system safeguards are important methods to ensure that
there are context-appropriate outcomes that are consistent with clearly
applicable system scenarios as well as the contours and foundations for
a greater public good. The New Deal on Data can be achieved in part
by sets of institutional controls involving governance, business, legal, and
technical aspects of big data and interoperating systems. Reference scenar-
ios can be used to reveal signature features of the New Deal on Data in
various contexts and can serve as anchors in evaluating what institutional
controls are well aligned to achieve a balance of economic, privacy, and
other interests.

The types of requirements and rules governing participation by individ-
uals and organizations in trust networks vary depending on the facts and
circumstances of the transactions, data types, relevant roles of people, and
other factors. Antecedent but relevant networks such as credit card sys-
tems, trading partner systems, and exchange networks are instructive not
only for their many common elements but also as important examples of
how vastly different they are from one another in their contexts, scenarios,
legal obligations, business models, technical processes, and other signature
patterns. Trust networks that are formed to help manage big data in ways
that appropriately respect personal data rights and other broader interests
will similarly succeed to the extent they can tolerate or promote a wide
degree of heterogeneity among participants for BLT matters that need
not be uniform or directly harmonized. In some situations, new business
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models and contexts will emerge that require fresh thinking and novel
combinations of roles or types of relationships among transacting parties.
In these cases, understanding the actual context and scenarios is critical in
customizing acceptable and sustainable BLT rules and systems. Example
scenarios can describe deeper fact-based situations and circumstances in
the context of social science research involvingpersonal data andbigdata.44

The roles of people, their interactions, the use of data, and the design of the
corresponding systems reflect and support the New Deal on Data in ways
that deliberately provide greater immediate value to stakeholders than is
typically expected.

The New Deal on Data is designed to provide good value to anyone
creating, using, or benefiting from personal data, but the vision need not
be adopted in its entirety before its value becomes apparent. Its princi-
ples can be adopted on a large scale in increments – an economic sector,
transaction type, or data type at a time. Adopting the New Deal on Data
in successive phases helps to address typical objections to change based on
cost, disruption, or overregulation. Policy incentives can further address
these objections, for example by allowing safe harbor protections for orga-
nizations operating under the rules of a trust network.

Predesigned use cases can provide benchmarks for determining whether
given uses of personal data are consistent with measurable criteria. Such
criteria canbeused to establish compliancewith the rules of a trust network
and for certification by government for the right to safe harbor or other
protections. Because the New Deal on Data is rooted in common law and
the social compact, the appropriate set of rights and expectations covering
privacy and other personal data interests can be enumerated, debated, and
agreed upon in ways that fit the given use cases.

Conclusions

Society today faces unprecedented challenges and meeting them will
require access to personal data, so we can understand how society works,
how we move around, what makes us productive, and how everything
from ideas to diseases spread. The insights must be actionable and available
in real time, thus engaging the population, creating the nervous system
of the society. In this chapter we have reviewed how big data collected
in institutional contexts can be used for the public good. In many cases,
although the data needed to create a better society has already been col-
lected, it sits in the closed silos of companies and governments. We have
described how the silos can be opened using well-designed and carefully
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implemented sets of institutional controls, covering business, legal, and
technical dimensions. The framework for doing this – the New Deal on
Data – postulates that the primary driver of change must be recognizing
that ownership of personal data rests with the people that data is about. This
ownership – the right to use, transfer, and remove the data – ensures that
the data is available for the public good, while at the same time protecting
the privacy of citizens.

The New Deal on Data is still new. We have described here our efforts to
understand the technical means of its implementation, the legal framework
around it, its business ramifications, and thedirect valueof thegreater access
to data that it enables. It is clear that companies must play the major role
in implementing the New Deal, incentivized by business opportunities,
guided by legislation, and pressured by demands from users. Only with
such orchestration will it be possible to modernize the current system of
data ownership and put immense quantities and capabilities of collected
personal data to good use.
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1 Abstract

This paper describes the deployment of a large-scale study designed to measure human interactions across
a variety of communication channels, with high temporal resolution and spanning multiple years—the
Copenhagen Networks Study. Specifically, we collect data on face-to-face interactions, telecommunication,
social networks, location, and background information (personality, demographics, health, politics) for a
densely connected population of 1 000 individuals, using state-of-the-art smartphones as social sensors.
Here we provide an overview of the related work and describe the motivation and research agenda driving
the study. Additionally, the paper details the data-types measured, and the technical infrastructure
in terms of both backend and phone software, as well as an outline of the deployment procedures. We
document the participant privacy procedures and their underlying principles. The paper is concluded with
early results from data analysis, illustrating the importance of multi-channel high-resolution approach to
data collection.

2 Introduction

Driven by the ubiquitous availability of data and inexpensive data storage capabilities, the concept
of big data has permeated the public discourse and led to surprising insights across the sciences and
humanities [1, 2]. While collecting data may be relatively easy, it is a challenge to combine datasets
from multiple sources. This is in part due to mundane practical issues, such as matching up noisy and
incomplete data, and in part due to complex legal and moral issues connected to data ownership and
privacy, since many datasets contain sensitive data regarding individuals [148]. As a consequence, most
large datasets are currently locked in ‘silos’, owned by governments or private companies, and in this
sense the big data we use today are ‘shallow’—only a single or very few channels are typically examined.

Such shallow data limit the results we can hope to generate from analyzing these large datasets.
We argue below (in Motivation Section) that in terms of understanding of human social networks, such
shallow big data sets are not sufficient to push the boundaries in certain areas. The reason is that
human social interactions take place across various communication channels; we seamlessly and routinely
connect to the same individuals using face-to-face communication, phone calls, text messages, social
networks (such as Facebook and Twitter), emails, and many other platforms. Our hypothesis is that,
in order to understand social networks, we must study communication across these many channels that
are currently siloed. Existing big data approaches have typically concentrated on large populations
(O(105) − O(108)), but with a relatively low number of bits per participant, for example in call detail
records (CDR) studies [3] or Twitter analysis [4]. Here, we are interested in capturing deeper data,
looking at multiple channels from sizable populations. Using big data collection and analysis techniques
that can scale in number of participants, we show how to start deep, i.e. with detailed information about
every single study participant, and then scale up to very large populations.

We are not only interested in collecting deep data from a large, highly connected population, but we
also aim to create a dataset that is collected interactively, allowing us to change the collection process.
This enables us to rapidly adapt and change our collection methods if current data, for example, have
insufficient temporal resolution with regard to a specific question we would like to answer. We have
designed our data collection setup in such a way that we are able to deploy experiments. We have done
this because we know that causal inference is notoriously complicated in network settings [5]. Moreover,
our design allows us to perform continuous quality control of the data collected. The mindset of real-time
data access can be extended beyond pure research, monitoring data quality and performing interventions.
Using the methods described here, we can potentially use big data in real time to observe and react to
the processes taking place across entire societies. In order to achieve this goal, researchers must approach
the data in the same way large Internet services do—as a resource that can be manipulated and made
available in real time as this kind of data inevitably loses value over time.
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In order to realize the interactive data collection, we need to build long-lasting testbeds to rapidly
deploy experiments, while still retaining access to all the data collected hitherto. Human beings are
not static; our behavior, our networks, our thinking change over time [6, 7]. To be able to analyze and
understand changes over long time scales, we need longitudinal data, available not just to a single group
of researchers, but to changing teams of researchers who work with an evolving set of ideas, hypotheses,
and perspectives. Ultimately, we aim to be able to access the data containing the entire life-experience
of people and look at their lives as dynamic processes. Eventually, we aim to even go beyond the
lifespan of individuals and analyze the data of the entire generations. We are not there yet, but we
are moving in this direction. For example, today, all tweets are archived in the Library of Congress
(https://blog.twitter.com/2010/tweet-preservation), a person born today in a developed country
has a good chance of keeping every single picture they ever take, the next generation will have a good
chance of keeping highly detailed life-log, including, for example, every single electronic message they
have ever exchanged with their friends. The status quo is that we need to actively opt out if we want to
prevent our experiences from being auto-shared: major cloud storage providers offer auto-upload feature
for pictures taken with a smartphone, every song we listen to on Spotify is remembered and used to build
our profile—unless we actively turn on private mode.

In this paper, we describe a large-scale study that observes the lives of students through multiple
channels—the Copenhagen Network Study. With its iterative approach to deployments, this study pro-
vides an example of an interdisciplinary approach. We collect data from multiple sources, including
questionnaires, online social networks, and smartphones handed out to the students. Data from all of
these channels are used to create a multi-layered view of the individuals, their networks, and their environ-
ments. These views can then be examined separately, and jointly, by researchers from different fields. We
are building the Copenhagen Networks Study as a framework for long-lived extensible studies. The 2012
and 2013 deployments described here are called SensibleDTU and are based at the Technical University
of Denmark. They have been designed as part of the Social Fabric project (see Acknowledgements for
details) in close collaboration with researchers from the social sciences, natural sciences, medicine (public
health), and the humanities. We are currently in the second iteration where we have deployed phones
to about 1 000 participants, enabling us to compile a dataset of unprecedented size and resolution. In
addition to the core task of collecting deep behavioral data, we also experiment with creating rich services
for our participants and improving privacy practices.

Human lives, especially when seen over a period of months and years, take place in multiple dimen-
sions. Capturing only a single channel, even for the entire life of an individual, limits the knowledge that
can be applied to understand a human being. True interdisciplinary studies require deep data. Anthro-
pologists, economists, philosophers, physicists, psychologists, public health researchers, sociologists, and
computational social science researchers are all interested in distinct questions, and traditionally use very
different methods. We believe that it is when these groups start working together, qualitatively better
findings can be made.

Here we give a brief overview of the related work, in the domains of data collection and analysis,
extend the description of the motivation driving the project, and outline the experimental plan and
data collection methodology. We report on privacy and informed consent practices that are used in the
study, emphasizing how we went beyond the usual practice in such studies and created some cutting edge
solutions in the domain. We also report a few initial results from the project, primarily in the form of an
overview of collected data, and outline future directions. We hope the work presented here will serve as
a guideline for deploying similar massive sensor-driven human-data collection studies. With the overview
of the collected data, we extend an invitation to researches of all fields to contact the authors for the
purpose of defining novel projects around the Copenhagen Networks Study testbed.
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3 Related Work

Lazer et al. introduced computational social science (CSS) as a new field of research that studies in-
dividuals and groups in order to understand populations, organizations, and societies using big data,
i.e. phone call records, GPS traces, credit card transactions, webpage visits, emails, and data from so-
cial networks [8]. CSS focuses on questions that can now be studied using data-driven computational
analyses of datasets such as the ones mentioned above, and which could only previously be addressed as
self-reported data or direct observations, for example dynamics in work groups, face-to-face interactions,
human mobility, or information spreading. The hope is that such a data-driven approach will bring new
types of insight that are not available using traditional methods. The challenges that emerge in this set
of new approaches include wrangling big data, applying network analysis to dynamic networks, ensuring
privacy of personal information, and enabling interdisciplinary work between computer science and social
science, to name just a few.

In this section we describe related work in terms of the central methods of data collection. Further-
more, we provide a brief overview of results obtained from the analysis of CSS data, and finally, mention
some principles regarding privacy and data treatment.

3.1 Data collection

Many of the CSS studies carried out to date have been performed on call detail records (CDRs), which
are records of phone calls and messages collected by mobile phone operators. Although CDRs can be a
proxy for mobility and social interaction [9], much of the social interaction happens face-to-face, and may
therefore be difficult to capture with CDRs or other channels such as social networks (Twitter, Facebook,
etc.) [10]. To gain a fuller view of participants’ behavior, some CSS studies have developed an approach
of employing Radio Frequency Identification (RFID) devices [11], sociometetric badges [12, 13], as well
as smartphones for the data collection [14–17]. Smartphones are unobtrusive, relatively cheap, feature
a plethora of embedded sensors, and tend to travel nearly everywhere with their users. They allow for
automatic collection of sensor data including GPS, WiFi, Bluetooth, calls, SMS, battery, and application
usage [18]. However, collecting data with smartphones presents several limitations as sensing is mainly
limited to pre-installed sensors, which may not be of highest quality. Furthermore, off-the-shelf software
and hardware may not be sufficiently robust for longitudinal studies.

A large number of solutions for sensor-driven human data collection have been developed, ranging
from dedicated software to complete platforms, notably ContextPhone [19], SocioXensor [20], MyExpe-
rience [21], Anonysense [22], CenceMe [23], Cityware [24], Darwin phones [25], Vita [26], and Context-
Toolbox [27].

Running longitudinal rich behavioral data collection from large populations presents multiple logistical
challenges and only few studies have attempted to do this so far. In the Reality Mining study, data from
100 mobile phones were collected over a nine-month period [28]. In the Social fMRI study, 130 participants
carried smartphones running the Funf mobile software [29] for 15 months [30]. Data was also collected from
Facebook, credit card transactions, and surveys were pushed to the participants’ phones. The Lausanne
Data Collection Campaign [31,32] featured 170 volunteers in the Lausanne area of Switzerland, between
October 2009 and March 2011. In the SensibleOrganization study [33], researchers used RFID tags for
a period of one month to collect face-to-face interactions of 22 employees working in a real organization.
Preliminary results from the OtaSizzle study covering 20 participants from a large university campus
have been reported [34]. Finally, in the Locaccino study [35], location within a metropolitan region was
recorded for 489 participants for varying periods, ranging from seven days to several months.
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3.2 Data analysis

In the following, we provide selected examples of results obtained from analysis of CSS datasets in various
domains.

3.2.1 Human Mobility

Gonzales et al. analyzed six months of CDRs of 100 000 users. Their results revealed that human mobility
is quite predictable, with high spatial and temporal regularity, and few highly frequented locations [36].
Their findings were further explored by Song et al., who analyzed three months of CDRs from 50 000
individuals and found a 93% upper bound of predictability of human mobility. This figure applies to
most users regardless of different travel patterns and demographics [37]. Sevtsuk et al. focused instead
on the aggregate usage of 398 cell towers, describing the hourly, daily, and weekly patterns and their
relation to demographics and city structure [38]. Bagrow et al. analyzed 34 weeks of CDRs for 90 000
users, identifying habitats (groups of related places) and found that the majority of individuals in their
dataset had between 5 and 20 habitats [39]. De Domenico et al. showed in [40] how location prediction
can be performed using multivariate non-linear time series prediction, and how accuracy can be improved
considering the geo-spatial movement of other users with correlated mobility patterns.

3.2.2 Social Interactions

Face-to-face interactions can be used to model social ties over time and organizational rhythms in response
to events [28,41,42]. Comparing these interactions with Facebook networks, Cranshaw et al. found that
meetings in locations of high entropy (featuring a diverse set of visitors) are less indicative than meetings
in locations visited by a small set of users [35]. Clauset et al. found that a natural time scale of face-to-face
social networks is 4 hours [43].

Onnela et al. analyzed CDRs from 3.9 million users [44] and found evidence supporting the weak ties
hypothesis [45]. Lambiotte et al. analyzed CDRs from 2 million users and found that the probability of
the existence of the links decreases as d−2, where d is the distance between users [46]. In another study
with CDRs from 3.4 million users, the probability was found to decrease as d−1.5 [47]. Analyzing CDRs
for 2 million users, Hidalgo et al. found that persistent links tend to be reciprocal and associated with
low degree nodes [48].

Miritello et al. analyzed CDRs for 20 million people and observed that individuals have a finite limit
of number of active ties, and two different strategies for social communication [49,50]. Sun et al. analyzed
20 million bus trips made by about 55% of the Singapore population and found distinct temporal patterns
of regular encounters between strangers, resulting in a co-presence network across the entire metropolitan
area [51].

3.2.3 Health and Public Safety

Using CDRs from the period of the 2008 earthquake in Rwanda, Kapoor et al. created a model for de-
tection of the earthquake, the estimation of the epicenter, and determination of regions requiring relief
efforts [52]. Aharony et al. performed and evaluated a fitness activity intervention with different reward
schemes, based on face-to-face interactions [30], while Madan et al. studied how different illnesses (com-
mon cold, depression, anxiety) manifest themselves in common mobile-sensed features (WiFi, location,
Bluetooth) and the effect of social exposure on obesity [53]. Salathé et al. showed that disease models
simulated on top of proximity data obtained from a high school are in good agreement with the level
of absenteeism during an influenza season [54], and emphasize that contact data is required to design
effective immunization strategies.
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3.2.4 Influence and Information Spread

Chronis et al. [15] and Madan et al. [55] investigated how face-to-face interactions affect political opinions.
Wang et al. reported on the spread of viruses in mobile networks; Bluetooth viruses can have a very slow
growth but can spread over time to a large portion of the network, while MMS viruses can have an
explosive growth but their spread is limited to sub-networks [56]. Aharony et al. analyzed the usage of
mobile apps in relation to face-to-face interactions and found that more face-to-face interaction increases
the number of common applications [30]. Using RFID for sensing face-to-face interactions, Isella et
al. estimated the most probable vehicles for infection propagation [57]. Using a similar technique, however
applied to 232 children and 10 teachers in a primary school, Stehle et al. described a strong age homophily
in the interactions between children [58].

Bagrow et al. showed how CDR communications, in relation to entertainment events (e.g. concerts,
sporting events) and emergencies (e.g. fires, storms, earthquakes), have two well-distinguishable patterns
in human movement [59]. Karsai et al. analyzed CDR from six millions users and found that strong ties
tend to constrain the information spread within localized groups of individuals [60].

Studies of Christakis and Fowler on the spread of obesity and smoking in networks [61,62] prompted
a lively debate on how homophily and influence are confounded. Lyons was critical toward the statistical
methods used [63]. Stelich et al. discussed how friendship formation in a dynamic network based on
homophily can be mistaken for influence [64], and Shalizi and Thomas showed examples of how homophily
and influence can be confounded [5]. Finally, Aral et al. provided a generalized statistical framework for
distinguishing peer-to-peer influence from homophily in dynamic networks [65].

3.2.5 Socioeconomics and Organizational Behavior

For employees in a real work environment, face-to-face contact and email communication can be used to
predict job satisfaction and group work quality [33]. Having more diverse social connections is correlated
with economic opportunities, as found in the study containing CDRs of over 65 million users [66]. A
similar result was reported in a study of economic status and physical proximity, where a direct correlation
between more social interaction diversity and better financial status was found [30]. Or, as shown in a
study of Belgian users, language regions in a country can be identified based solely on CDRs [67].

3.3 Privacy

Data collected about human participants is sensitive and ensuring privacy of the participants is a fun-
damental requirement—even when participants may have limited understanding of the implications of
data sharing [68,69]. A significant amount of literature exists regarding the possible attacks that can be
performed on personal data, such as unauthorized analysis [70] with a view to decoding daily routines [71]
or friendships [41] of the participants. In side channel information attacks, data from public datasets
(e.g. online social networks) are used to re-identify users [72–74]. Even connecting the different records of
one user within the same system can compromise privacy [72]. Specific attacks are also possible in network
data, as nodes can be identified based on the network structure and attributes of the neighbors [75,76].

Various de-identification techniques can be applied to the data. Personally Identifiable Information
(PII) is any information that can be used to identify an individual, such as name, address, social se-
curity number, date and place of birth, employment, education, or financial status. In order to avoid
re-identification and consequent malicious usage of data, PII can be completely removed, hidden by
aggregation, or transformed to be less identifiable, resulting in a trade-off between privacy and util-
ity [77]. Substituting PII with the correspondent one-way hash allows removal of plaintext information
and breaks the link to other datasets. This method, however, does not guarantee protection from re-
identification [78–81]. K−anonymity is a technique of ensuring that it is not possible to distinguish any
user from at least k − 1 other in the dataset [82]; studies have shown that this method often may be too
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weak [71]. L−diversity [83] and t−closeness [84] have been proposed as extensions of k−anonymity with
stronger guarantees.

Another approach to introducing privacy is based on perturbing the data by introducing noise, with
the goal of producing privacy-preserving statistics [85–89]. Homomorphic encryption, on the other hand,
can be used to perform computation directly on the encrypted data, thus eliminating the need of exposing
any sensitive information [90–93]; this technique has been applied, for example, to vehicle positioning
data [94] and medical records [95].

The flows of data—creation, copying, sharing—can be restricted. Information Flow Control solutions
such as [96–98] attempt to regulate the flow of information in digital systems. Auditing implementations
such as [99–101] track the data flow by generating usage logs. Data Expiration makes data inaccessi-
ble after a specific time, for example by self-destruction or by invalidating encryption keys [102–105].
Watermarking identifies records using hidden fingerprints, to allow traceability and identification of
leaks [106–108].

4 Motivation

Here we describe our primary motivation for deploying the Copenhagen Networks Study, featuring deep
and high-resolution data and a longitudinal approach.

4.1 Multiplexity

The majority of big data studies use datasets containing data from a single source, such as call detail
records (CDRs) [3], RFID sensors [109], Bluetooth scanners [110], or online social networks activity [2].
Although, as we presented in the Related Work section, analyzing these datasets has led to some exciting
findings, we may however not understand how much bias is introduced in such single-channel approaches,
particularly in the case of highly interconnected data such as social networks.

We recognize two primary concerns related to the single-source approach: incomplete data and lim-
itation with respect to an interdisciplinary approach. For social networks, we intuitively understand
that people communicate on multiple channels: they call each other on the phone, meet face-to-face,
or correspond through email. Observing only one channel may introduce bias that is difficult to esti-
mate [10]. Ranjan et al. investigated in [111] how CDR datasets, containing samples dependent upon user
activity and requiring user participation, may bias our understanding of human mobility. The authors
used data activities as the ground truth; due to applications running in the background, sending and
requesting data, smartphones exchange data with the network much more often than typical users make
calls and without the need for their participation. Comparing the number of locations and significant
locations [112], they found that the CDRs reveal only a small fraction of users’ mobility, when compared
with data activity. The identified home and work locations, which are considered the most important
locations, did not, however, differ significantly when estimated using either of the three channels (voice,
SMS, and data).

Domains of science operate primarily on different types of data. Across the sciences, researchers
are interested in distinct questions and use very different methods. Similarly, as datasets are obtained
from different populations and in different situations, it is difficult to cross-validate or combine findings.
Moreover, the single-channel origin of the data can be a preventive factor in applying expertise from
multiple domains. If we collect data from multiple channels in the same studies, on the same population,
we can work together across field boundaries and draw on the different expertise and results generated
by the studies and thereby achieve more robust insights.

Social networks are ‘multiplex’ in the sense that many different types of links may connect any pair
of nodes. While recent work [113, 114] has begun to explore the topic, a coherent theory describing
multiplex, weighted, and directed networks remains beyond the frontier of our current understanding.
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4.2 Sampling

In many big data studies, data sampling is uneven. CDRs, for example, only provide data when users
actively engage, by making or receiving a phone call or SMS. Users can also have different patterns of
engagement with social networks, some checking and interacting several times a day, while others only
do so once a week [115]. Further, CDRs are typically provided by a single provider who has a finite
market share. If the market share is 20% of the population and you consider only links internal to your
dataset, this translates to only 4% of the total number of links, assuming random network and random
sampling [3]. Thus, while CDRs might be sufficient when analysing of mobility, it is not clear that CDRs
are a useful basis for social network analysis. Such uneven, sparse sampling decreases the resolution
of data available for analysis. Ensuring the highest possible quality of the data, and even sampling, is
possible with primarily passive data gathering, focusing on digital traces left by participants as they go
through their lives, for example by using phones to automatically measure Bluetooth proximity, record
location, and visible WiFi networks [8, 28, 30]. In cases where we cannot observe participants passively
or when something simply goes wrong with the data collection, we aim to use the redundancy in the
channels: if the participant turns off Bluetooth for a period, we can still estimate the proximity of
participants using WiFi scans (as described in the Results section).

Uneven sampling not only reduces the quality of available data, but also—maybe more importantly—
may lead to selection bias when choosing participants to include in the analysis. As investigated in [111],
when only high-frequency voice-callers are chosen from a CDR dataset for the purpose of analysis, this
can incur biases in Shannon entropy values (measure of uncertainty) of mobility, causing overestimation
of the randomness of participants’ behavior. Similarly, as shown in [115], choosing users with a large
network and many interactions on Facebook may lead to overestimation of diversity in the ego-networks.
Every time we have to discard a significant number of participants, we risk introducing bias in the data.
Highly uneven sampling that cannot be corrected with redundant data, compels the researcher to make
mostly arbitrary choices as part of the analysis, complicating subsequent analysis, especially when no
well-established ground truth is available to understand the bias. Our goal here is to collect evenly
sampled high-quality data for all the participants, so we do not have to discard anyone; an impossible
goal, but one worth pursuing.

Since we only record data from a finite number of participants, our study population is also a subset,
and every network we analyze will be sampled in some way, see [116] for a review on sampling. While
the 2013 deployment produces a dataset that is nearly complete in terms of communication between the
participants, it is clear that it is subject to other sampling-related issues. For example, a relatively small
network embedded in a larger society has a large ‘surface’ of links pointing to the outside world, creating
a boundary specification problem [117].

4.3 Dynamics

The networks and behaviors we observe are not static; rather they display dynamics on multiple time-
scales. Long-term dynamics may be lost in big data studies when the participants are not followed for a
sufficiently long period, and only a relatively narrow slice of data is acquired. Short-term dynamics may
be missed when the sampling frequency is too low.

It is a well-established fact that social networks evolve over time [7,118]. The time scale of the changes
varies and depends on many factors, for example the semester cycle in students’ life, changing schools or
work, or simply getting older. Without following such dynamics, and if we focus on a single temporal
slice, we risk missing an important aspect of human nature. To capture it, we need long-term studies,
that follow participants for months or even years.

Our behavior is not static, even when measured for very short intervals. We have daily routines,
meeting with different people in the morning and hanging out with other people in the evening, see
Figure 4. Our workdays may see us going to places and interacting with people differently than on
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weekends. It is easy to miss dynamics like these when the quality of the data is insufficient, either
because it has not been sampled frequently enough or because of poor resolution, requiring large time
bins.

Because each node has a limited bandwidth, only a small fraction of the network is actually ‘on’ at
any given time, even if the underlying social network is very dense. Thus, to get from node A to node B,
a piece of information may only travel on links that are active at subsequent times. Some progress has
been made on the understanding of dynamic networks, for a recent review see [119]. However, in order
to understand the dynamics of our highly dense, multiplex network, we need to expand and adapt the
current methodologies, for example by adapting the link-based viewpoint to dynamical systems.

4.4 Feedback

In many studies, the data collection phase is separated from the analysis. The data might have been
collected during usual operation, before the idea of the study had even been conceived (e.g. CDRs, WiFi
logs), or access to the data might have not been granted before a single frozen and de-identified dataset
was produced.

One real strength of the research proposed here is that, in addition to the richness of the collected data,
we are able to run controlled experiments, including surveys distributed via the smartphone software. We
can, for example, divide participants into sub-populations and expose them to distinct stimuli, addressing
the topic of causality as well as confounding factors both of which have proven problematic [63, 120] for
the current state-of-the-art [121,122].

Moreover, we monitor the data quality not only on the most basic level of a participant (number of
data points) but also by looking at the entire live dataset to understand if the quality of the collected
data is sufficient to answer our research questions. This allows us to see and fix bugs in the data collection
software, or learn that certain behaviors of the participants may introduce bias in the data: for example
after discovering missing data, some interviewed students reported turning their phones off for the night
to preserve battery. This allowed us to understand that, even if in terms of the raw numbers, we may
be missing some hours of data per day for these specific participants, there was very little information in
that particular data anyway.

Building systems with real-time data processing and access allows us to provide the participants with
applications and services. It is an important part of the study not only to collect and analyze the data but
also to learn how to create a feedback loop, directly feeding back extracted knowledge on behavior and
interactions to the participants. We are interested in studying how personal data can be used to provide
feedback about individual behavior and promote self-awareness and positive behavior change, which is
an active area of research in Personal Informatics [123]. Applications for participants create value, which
may be sufficient to allow us to deploy studies without buying a large number of smartphones to provide
to participants. Our initial approach has included the development and deployment of a mobile app
that provides feedback about personal mobility and social interactions based on personal participant
data [124]. Preliminary results from the deployment of the app, participant surveys, and usage logs
suggest an interest in such applications, with a subset of participants repeatedly using the mobile app for
personal feedback [125]. It is clear that feedback can potentially influence the study results: awareness
of a certain behavior may cause participants to want to change that behavior. We believe, however, that
such feedback is unavoidable in any study, and studying the effects of such feedback (in order to account
for it) is an active part of our research.

4.5 New Science

The ability to record the highly dynamic networks opens up a new, microscopic level of observation for
the study of diffusion on the network. We are now able to study diffusion of behavior, such as expressions
of happiness, academic performance, alcohol and other substance abuse, information, as well as real
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world infectious disease (e.g. influenza). Some of these vectors may spread on some types of links, but
not others. For example, influenza depends on physical proximity for its spread, while information may
diffuse on all types of links; with the deep data approach we can study differences and similarities between
various types of spreading and the interplay between the various communication channels [126,127].

A crucial step when studying the structure and dynamics of networks is to identify communities
(densely connected groups of nodes) [128, 129]. In social networks, communities roughly correspond to
social spheres. Recently, we pointed out that communities in many real world networks display pervasive
overlap, where each and every node belongs to more than one group [130]. It is important to underscore
that the question of whether or not communities in networks exhibit pervasive overlap has great practical
importance. For example, the patterns of epidemic spreading change, and the optimal corresponding
societal countermeasures are very different, depending on the details of the network structure.

Although algorithms that detect disjoint communities have operated successfully since the notion
of graph partitioning was introduced in the 1970s [131], we point out that most networks investigated
so far are highly incomplete in multiple senses. Moreover, we can use a simple model to show that
sampling could cause pervasively overlapping communities to appear to be disjoint [132]. The results
reveal a fundamental problem related to working with incomplete data: Without an accurate model of
the structural ordering of the full network, we cannot estimate the implications of working with incomplete
data. Needless to say, this fact is of particular importance to studies carried out on (thin) slices of data,
describing only a single communication channel, or a fraction of nodes using that channel. By creating a
high-quality, high-resolution data set, we are able to form accurate descriptions of the full data set needed
to inform a proper theory for incomplete data. A deeper understanding of sampling is instrumental for
unleashing the full potential of data from the billions of mobile phones in use today.

5 Methods: Data Collection

The Copenhagen Networks Study aims to address the problem of single-modality data by collecting in-
formation from a number of sources that can be used to build networks, study social phenomena, and
provide context necessary to interpret the findings. A series of questionnaires provides information on
the socioeconomic background, psychological traces, and well-being of the participants; Facebook data
enables us to learn about the presence and activity of subjects in the biggest online social networking
platform [133]; finally, the smartphones carried by all participants record their location, telecommuni-
cation patterns, and face-to-face interactions. Sensor data is collected with fixed intervals, regardless of
the users’ activity, and thus the uneven sampling issue, daunting especially CDR-based studies, is mainly
overcome. Finally, the study is performed on the largest and the most dense population to date in this
type of studies. The physical density of the participants helps to address the problem of missing data,
but raises new questions regarding privacy, since missing data about a person can, in many cases, be
inferred from existing data of other participants. For example, if we know that person A, B, and C met
at a certain location based on the data from person A, we do not need social and location data from B
and C to know where and with whom they were spending time.

Below we describe the technical challenges and solutions in multi-channel data collection in 2012
and 2013 deployments. Data collection, anonymization, and storage were approved by the Danish Data
Protection Agency, and comply with both local and EU regulations.

5.1 Data Sources

The data collected in the two studies were obtained from questionnaires, Facebook, mobile sensing, an
anthropological field study, and the WiFi system on campus.
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5.1.1 Questionnaires

In 2012 we deployed a survey containing 95 questions, covering socioeconomic factors, participants’
working habits, and the Big Five Inventory (BFI) measuring personality traits [134]. The questions were
presented as a Google Form and participation in the survey was optional.

In 2013 we posed 310 questions to each participant. These questions were prepared by a group of
collaborating public health researchers, psychologists, anthropologists, and economists from the Social
Fabric project (see Acknowledgements). The questions in the 2013 deployment included BFI, Rosenberg
Self Esteem Scale [135], Narcissism NAR-Q [136], Satisfaction With Life Scale [137], Rotters Locus of
Control Scale [138], UCLA Loneliness scale [139], Self-efficacy [140], Cohens perceived stress scale [141],
Major Depression Inventory [142], The Copenhagen Social Relation Questionnaire [143], and Panas [144],
as well as number of general health- and behavior-related questions. The questions were presented using
a custom-built web application, which allowed for full customization and complete control over pri-
vacy and handling of the respondents’ data. The questionnaire application is capable of presenting
different types of questions, with branching depending on the answers given by the participant, and
saving each participant’s progress. The application is available as an open source project at github.

com/MIT-Model-Open-Data-and-Identity-System/SensibleDTUData-Apps-Questionaires. Partici-
pation in the survey was required for taking part in the experiment. In order to track and analyze temporal
development, the survey (in a slightly modified form) was repeated every semester on all participating
students.

5.1.2 Facebook Data

For all participants in both the 2012 and 2013 deployment, it was optional to authorize data collection
from Facebook, and a large majority opted in. In the 2012 deployment, only the friendship graph was col-
lected every 24 hours, until the original tokens expired. In the 2013 deployment, data from Facebook was
collected as a snapshot, every 24 hours. The accessed scopes were birthday, education, feed, friend lists,
friend requests, friends, groups, hometown, interests, likes, location, political views, religion, statuses,
and work. We used long-lived Facebook access tokens, valid for 60 days, and when the tokens expired,
participants received notification on their phones, prompting them to renew the authorizations. For the
academic study purposes, the Facebook data provided rich demographics describing the participants,
their structural (friendship graph) and functional (interactions) networks, as well as location updates.

5.1.3 Sensor Data

For the data collection from mobile phones, we used a modified version of the Funf framework [30] in
both deployments. The data collection app was built using the framework runs on Android smartphones,
which were handed out to participants (Samsung Galaxy Nexus in 2012 and LG Nexus 4 in 2013). All the
bugfixes and the improvement of the framework are public and available under the OpenSensing github
organization at github.com/organizations/OpenSensing.

In the 2012 deployment, we manually kept track of which phone was used by each student, and
identified data using device IMEI numbers, but this created problems when the phones were returned
and then handed out to other participants. Thus, in the 2013 deployment, the phones were registered
in the system by the students in an OAuth2 authorization flow initiated from the phone; the data were
identified by a token stored on the phone and embedded in the data files. The sensed data were saved as
locally encrypted sqlite3 databases and then uploaded to the server every 2 hours, provided the phone
was connected to WiFi. Each file contained 1 hour of participant data from all probes, saved as a single
table. When uploaded, the data was decrypted, extracted, and included in the main study database.
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5.1.4 Qualitative Data

An anthropological field study was included in the 2013 deployment. An anthropologist from the Social
Fabric project was embedded within a randomly selected group of approximately 60 students (August 2013
– august 2014). A field study consists of participant observation within the selected group, collecting
qualitative data while simultaneously engaging in the group activities. The goal is to collect data on
various rationales underlying different group formations, while at the same time experiencing bodily and
emotionally what it was like to be part of these formations [145]. The participant observation included
all the student activities and courses, including extracurricular activities such as group work, parties,
trips, and other social leisure activities. All participants were informed and periodically reminded about
the role of the anthropologist.

In addition to its central purpose, the anthropological data adds to the multitude of different data
channels, deepening the total pool of data. This proved useful for running and optimizing the project in
a number of ways.

Firstly, data from qualitative social analysis are useful—in a very practical sense—in terms of acquiring
feedback from the participants. One of the goals of the project is to provide value to the participants;
in addition to providing quantified-self style access to data, we have also created a number of public
services: a homepage, a Facebook page, and a blog, where news and information about the project
can be posted and commented on. These services are intended to keep the students interested, as
well as to make participants aware of the types and amounts of data collected (see Privacy section).
Because of the anthropologist’s real-world engagement with the students, the qualitative feedback contains
complex information about participants’ interests and opinions, including what annoyed, humored, or
bored them. This input has been used to improve existing services, such as visualizations (content and
visual expression), and to develop ideas for the future services. In summary, qualitative insights helped
us understand the participants better and, in turn, to maintain and increase participation.

Secondly, the inclusion of qualitative data increases the potential for interdisciplinary work between
the fields of computer science and social science. Our central goal is to capture the full richness of social
interactions by increasing the number of recorded communication channels. Adding a qualitative social
network approach makes it possible to relate the qualitative observations to the quantitative data obtained
from the mobile sensing, creating an interdisciplinary space for methods and theory. We are particularly
interested in the relationship between the observations made by the embedded anthropologist and the
data recorded using questionnaires and mobile sensing, to answer questions about the elements difficult
to capture using our high-resolution approach. Similarly, from the perspective of social sciences, we are
able to consider what may be captured by incorporating quantitative data from mobile sensing into a
qualitative data pool—and what can we learn about social networks using modern sensing technology.

Finally, these qualitative data can be used to ground the mathematical modeling process. Certain
things are difficult or impossible to infer from quantitative measurements and mathematical models of
social networks, particularly in regard to understanding why things happen in the network, as computa-
tional models tend to focus on how. Questions about relationship-links severing, tight networks dissolving,
and who or what caused the break, can be very difficult to answer, but they are important with regard
to understanding the dynamics of the social network. By including data concerned with answering why
in social networks, we add a new level of understanding to the quantitative data.

5.1.5 WiFi Data

For the 2012 deployment, between August 2012 and May 2013, we were granted access to the campus
WiFi system logs. Every 10 minutes the system provided metadata about all devices connected to the
wireless access points on campus (access point MAC address and building location), together with the
student ID used for authentication. We collected the data in a de-identified form, removing the student
IDs and matching the participants with students in our study. Campus WiFi data was not collected for
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the 2013 deployment.

5.2 Backend System

The backend system, used for data collection, storage, and access, was developed separately for the 2012
and 2013 deployments. The system developed in 2012 was not designed for extensibility, as it focused
mostly on testing various solutions and approaches to massive sensor-driven data collection. Building
on this experience, the system for the 2013 deployment was designed and implemented as an extensible
framework for data collection, sharing, and analysis.

5.2.1 The 2012 Deployment

The system for the 2012 deployment was built as a Django web application. The data from the partici-
pants from the multiple sources, were stored in a CouchDB database. The informed consent was obtained
by presenting a document to the participants after they authenticated with university credentials. The
mobile sensing data was stored in multiple databases inside a single CouchDB instance and made avail-
able via an API. Participants could access their own data, using their university credentials. Although
sufficient for the data collection and research access, the system performance was not adequate for expos-
ing the data for real-time application access, mainly due to the inefficient de-identification scheme and
insufficient database structure optimization.

5.2.2 The 2013 Deployment

The 2013 system was built as an open Personal Data System (openPDS) [146] in an extensible fashion.
The architecture of the system is depicted in Figure 1 and consisted of three layers: platform, services,
and applications. In the platform layer, the components common for multiple services were grouped, in-
volving identity provider and participant-facing portal for granting authorizations. The identity provider
was based on OpenID 2.0 standard and enabled single sign-on (SSO) for multiple applications. The
authorizations were realized using OAuth2 and could be used with both web and mobile applications.
Participants enroll into studies by giving informed consent and subsequently authorizing application to
submit and access data from the study. The data storage was implemented using MongoDB. Partic-
ipants can see the status and change their authorizations on the portal site, the system included an
implementation of the Living Informed Consent [148].

5.3 Deployment Methods

Organizing studies of this size is a major undertaking. All parts from planning to execution have to be
synchronized, and below we share some considerations and our approaches. While their main purpose
was identical, the two deployments differed greatly in size and therefore also in the methods applied for
enrolling and engaging the participants.

5.3.1 SensibleDTU 2012

In 2012 approximately 1,400 new students were admitted to the university, divided between two main
branches of undergraduate programs. We focused our efforts on the larger branch containing 900 students,
subdivided into 15 study lines (majors). For this deployment we had ∼ 200 phones available to distribute
between the students. To achieve maximal coverage and density of the social connections, we decided
to only hand out phones in a few selected majors that had a sufficient number of students interested
in participating in the experiment. Directly asking students about their interest in the study was not
a good approach, as it could lead to biased estimates and would not scale well for a large number of
individuals. Instead, we appealed to the competitive element of human nature by staging a competition,
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running for two weeks from the start of the semester. All students had access to a web forum, which
was kept separate for each major, where they could post ideas that could be realized by the data we
would collect, and subsequently vote for their own ideas or three seed ideas that we provided. The goal
of the competition was twofold; first we wanted students to register with their Facebook account, thereby
enabling us to study their online social network, and second we wanted to see which major could gain
most support (percentage of active students) behind a single idea. Students were informed about the
project and competition by the Dean in person and at one of 15 talks given—one at each major. Students
were told that our choice of participants would be based on the support each major could muster behind
their strongest idea before a given deadline. This resulted in 24 new research ideas and 1 026 unique
votes. Four majors gained >93% support for at least one idea and were chosen to participate in the
experiment.

The physical handing out of the phones was split into four major sessions, in which students from
the chosen majors were invited; additional small sessions were arranged for students that were unable to
attend the main ones. At each session, participants were introduced to our data collection methods, de-
identification schemes, and were presented with the informed consent form. In addition, the participants
were instructed to fill out the questionnaire. A small symbolic deposit in cash was requested from each
student; this served partially as compensation for broken phones, but was mainly intended to encourage
participants take better care of the phones, than if they had received them for free [147]. Upon receiving
a phone, participants were instructed to install the data collector application. The configuration on each
phone was manually checked when participants were leaving—this was particularly important to ensure
high quality of data.

This approach had certain drawbacks; coding and setting up the web fora, manually visiting all majors
and introducing them to the project and competition, and organizing the handout sessions required
considerable effort and time. However, certain aspects were facilitated with strong support from the
central administration of the university. A strong disadvantage of the outlined handout process is that
phones were handed out 3-4 weeks into the semester, thus missing the very first interactions between
students.

5.3.2 SensibleDTU 2013

The 2013 deployment was one order of magnitude larger, with 1 000 phones to distribute. Furthermore,
our focus shifted to engaging the students as early as possible. Pamphlets informing prospective un-
dergraduate students about the project were sent out along with the official acceptance letters from the
university. Early-birds who registered online via Facebook using the links given in the pamphlet were
promised phones before the start of their studies. Students from both branches of undergraduate pro-
grams were invited to participate (approximately 1 500 individuals in total), as we expected an adoption
percentage between 30% and 60%. Around 300 phones were handed out to early-birds, and an additional
200 were handed out during the first weeks of semester. As the adoption rate plateaued, we invited
undergraduate students from older years to participate in the project.

The structure of the physical handout was also modified, the participants were requested to enroll
online before receiving the phone. Moreover, the informed consent and the questionnaire were part of
the registration. Again, we required a symbolic cash deposit for each phone. We pre-installed custom
software on each phone to streamline the handout process; students still had to finalize set up of the
phones (make them Bluetooth-discoverable, activate WiFi connection, etc.).

For researchers considering similar projects with large scale handouts, we recommend that the pool of
subjects are engaged in the projects as early as possible and be sure to keep their interest. Make it easy
for participants to contact you, preferably through media platforms aimed at their specific age group.
Establish clear procedures in case of malfunctions. On a side note, if collecting even a small deposit,
when multiplied by a factor of 1 000, the total can add up to significant amount, which must be handled
properly.
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6 Methods: Privacy

When collecting data of very high resolution, over an extended period, from a large population, it is
crucial to address the privacy of the participants appropriately. We measure the privacy as a difference
between what a participant understands and consents to regarding her data, and what in fact happens
to these data.

We believe that ensuring sufficient privacy for the participants, in large part, is the task of providing
them with tools to align the data usage with their understanding. Such privacy tools must be of two kinds:
to inform, ensuring participants understand the situation, and to control, aligning the situation with the
participant’s preferences. There is a tight loop where these tools interact: as the participant grows more
informed, she may decide to change the settings, and then verify if the change had the expected result.
By exercising the right to information and control, the participant expresses Living Informed Consent as
described in [148].

Not all students are interested in privacy, in fact we experienced quite the opposite attitude. During
our current deployments the questions regarding privacy were rarely asked by the participants, as they
tended to accept any terms presented to them without thorough analysis. It is our—the researchers’—
responsibility to make the participants more aware and empowered to make the right decisions regarding
their privacy: by providing the tools, promoting their usage, and engaging in a dialog about privacy-
related issues.

In the 2012 deployment, we used a basic informed consent procedure with an online form accepted
by the participants, after they authenticated with the university account system. The accepted form was
then stored in a database, together with the username, timestamp, and the full text displayed to the
participant. The form itself was a text in Danish, describing the study purpose, parties responsible, and
participants’ rights and obligations. The full text is available at [149] with English translation available
at [150].

In the 2013 deployment, we used our backend solution (described in Section Backend System) to
address the informed consent procedure and privacy in general. The account system, realized as an
OpenID 2.0 server, allowed us to enroll participants, while also supporting research and developer accounts
(with different levels of data access). The sensitive Personally Identifiable Information attributes (PIIs)
of the participants were kept completely separate from the participant data, all the applications identified
participants based only on the pseudonym identifiers. The applications could also access a controlled set
of identity attributes for the purpose of personalization (e.g. greeting the participant by name), subject
to user OAuth2 authorization. In the enrollment into the study, after the participant had accepted the
informed consent document—essentially identical to that from 2012 deployment—a token for a scope
enroll was created and shared between the platform and service (see Figure 1). The acceptance of the
document was recorded in the database by storing the username, timestamp, hash of the text presented
to the participant, as well as the git commit identifying the version of the form.

All the communication in the system was realized over HTTPS, and endpoints were protected with
short-lived OAuth2 bearer tokens. The text of the documents, including informed consent, was stored in
a git repository, allowing us to modify everything, while still maintaining the history and being able to
reference which version each participant has seen and accepted. A single page overview of the status of the
authorizations, presented in Figure 2, is an important step in moving beyond lengthy, incomprehensible
legal documents accepted by the users blindly and giving more control over permissions to the participant.

In the 2013 deployment, the participants could access all their data using the same API as the one
provided for the researchers and application developers. To simplify the navigation, we developed a data
viewer application as depicted in Figure 3, which supports building queries with all the basic parameters
in a more user-friendly way than constructing API URLs. Simply having access to all the raw data is,
however, not sufficient, as it is really high-level inferences drawn from the data that are important to
understand, for example Is someone accessing my data to see how fast I drive or to study population
mobility? For this purpose, we promoted the development of a question & answer framework, where the
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Figure 1. Sensible Data openPDS architecture. This system is used in the 2013 deployment and
consists of three layers: platform, services, and applications. The platform contains element common for
multiple services (in this context: studies). The studies are the deployments of particular data
collection efforts. The applications are OAuth2 clients to studies and can submit and access data, based
on user authorizations.

high-level features are extracted from the data before leaving the server, promoting better participant
understanding of data flows. This is aligned with the vision of the open Personal Data Store [146].

Finally, for the purposes of engaging the participants in the discussion about privacy, we published
blogposts (e.g. https://www.sensible.dtu.dk/?p=1622), presented relevant material to students, and
answered their questions via the Facebook page(https://www.facebook.com/SensibleDtu).

7 Results

As described in the previous sections, our study has collected comprehensive data about a number of
aspects regarding human behavior. Below, we discuss primary data channels and report some early results
and findings. The results are mainly based on the 2012 deployment due to the availability of longitudinal
data.
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Figure 2. Authorizations page. Participants have an overview of the studies in which they are
enrolled and which applications are able to submit to and access their data. This is an important step
towards users’ understanding what happens with their data and to exercising control over it. This
figure shows a translated version of the original page that participants saw in Danish.

7.1 Bluetooth and Social Ties

Bluetooth is a wireless technology ubiquitous in modern-day mobile devices. It is used for short-range
communication between devices, including smartphones, hands-free headsets, tablets, and other wear-
ables. As the transmitters used in mobile devices are primarily of very short range—between 5 and 10
m (16 − 33 feet)—detection of the devices of other participants (set in ‘visible’ mode) can be used as
a proxy for face-to-face interactions [28]. We take the individual Bluetooth scans in the form (i, j, t, σ),
denoting that device i has observed device j at time t with signal strength σ. Bluetooth scans do not
constitute a perfect proxy for face-to-face interactions [151], since a) it is possible for people within 10 m
radius not to interact socially, and b) it is possible to interact socially over a distance greater than 10 m,
nevertheless, they have been successfully used for sensing social networks [30] or crowd tracking [152].

Between October 1st, 2012 and September 1st, 2013, we collected 12 623 599 Bluetooth observations in
which we observed 153 208 unique devices. The scans on the participants’ phones were triggered every five
minutes, measured from the last time the phone was powered on. Thus, the phones scanned for Bluetooth
in a desynchronized fashion, and not according to a global schedule. To account for this, when extracting
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Figure 3. Data viewer application. All the collected data can be explored and accessed via an API.
The API is the same for research, application, and end-user access, the endpoints are protected by
OAuth2 bearer token. Map image from USGS National Map Viewer, replacing original image used in
the deployed application (Google Maps).

interactions from the raw Bluetooth scans, we bin them into fixed-length time windows, aggregating the
scans within them. The resulting adjacency matrix, W∆t does not have to be strictly symmetric, meaning
that participant i can observe participant j in time-bin t, but not the other way around. Here we assume
that Bluetooth scans do not produce false positives (devices are not discovered unless they are really
there), and in the subsequent network analysis, we force the matrix to be symmetric, assuming that if
participant i observed participant j, the opposite is also true.

The interactions between the participants exhibit both daily and weekly rhythms. Figure 4 shows

120 Measuring large-scale social networks with high resolution



20

that the topology of the network of face-to-face meetings changes significantly within single day, revealing
academic and social patterns formed by the students. Similarly, the intensity of the interactions varies
during the week, see Figure 5.

Aggregating over large time-windows blurs the social interactions (network is close to fully con-
nected) while a narrow window reveals detailed temporal structures in the network. Figure 6a shows the
aggregated degree distributions for varying temporal resolutions, with P (k) being shifted towards higher
degrees for larger window sizes; this is an expected behavior pattern since each node has more time to
amass connections. Figure 6b presents the opposite effect, where the edge weight distributions P (w) shift
towards lower weights for larger windows; this is a consequence on definition of a link for longer time-
scales or, conversely, of links appearing in each window on shorter timescales. To compare the distribution
between timescales, we rescale the properties according to Krings et al. [153] as Q(x) = 〈x〉P (x/〈x〉) with
〈x〉 =

∑
xP (x) (Figure 6c and 6d). The divergence of the rescaled distributions suggest a difference in

underlying social dynamics between long and short timescales, an observation supported by recent work
on temporal networks [43,153,154].

7:00 10:00 17:00 20:00

Figure 4. Dynamics of face-to-face interactions in the 2012 deployment. The participants
meet in the morning, attend classes within four different study lines, and interact across majors in the
evening. Edges are colored according to the frequency of observation, ranging from low (blue) to high
(red). With 24 possible observations per hour, the color thresholds are respectively: blue (0 <
observations ≤ 6), purple (6 < observations ≤ 12), and red (< 12 observations). Node size is linearly
scaled according to degree.

7.2 WiFi as an Additional Channel for Social Ties

Over the last two decades, wireless technology has transformed our society to the degree where every city
in the developed world is now fully covered by mobile [155] and wireless networks [156]. The data collector
application for mobile phones was configured to scan for wireless networks in constant intervals, but also
to record the results of scans triggered by any other application running on the phone (‘opportunistic’
sensing). Out of the box, Android OS scans for WiFi every 15 seconds, and since we collected these
data, our database contains 42 692 072 WiFi observations, with 142 871 unique networks (SSIDs) between
October 1st, 2012 and September 1st, 2013 (i.e. the 2012 deployment). Below we present the preliminary
result on WiFi as an additional data-stream for social ties, to provide an example of how our multiple
layers of information can complement and enrich each other.

For computational social science, using Bluetooth-based detection of participants’ devices as a proxy
for face-to-face interactions is a well-established method [18,28,30]. The usage of WiFi as a social proxy
has been investigated [157], but, to our knowledge, has not yet been used in a large-scale longitudinal
study. For the method we describe here, the participants’ devices do not sense each other, instead they
record the visible beacons (in this instance WiFi access points) in their environment. Then, physical
proximity between two devices—or lack thereof—can be inferred by comparing results of the WiFi scans
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Figure 5. Weekly temporal dynamics of interactions. Face-to-face interaction patterns of
participants in 5-minute time-bins over two weeks. Only active participants are included, i.e. those that
have either observed another person or themselves been observed in a given time-bin. On average we
observed 29 edges and 12 nodes in 5-minute time-bins and registered 10 634 unique links between
participants.

that occurred within a sufficiently small time window. Proximity is assumed if the lists of access points
(APs) visible to both devices are similar according to a similarity measure. We establish the appropriate
definition of the similarity measure in a data-driven manner, based on best fit to Bluetooth data. The
strategy is to compare the lists of results in 10-minute-long time bins, which corresponds to the forced
sampling period of the WiFi probe as well as to our analysis of Bluetooth data. If there are multiple scans
within the 10-minute bin, the results are compared pair-wise, and proximity is assumed if at least one of
these comparisons is positive. The possibility of extracting face-to-face interactions from such signals is
interesting, due to the ubiquitous nature of WiFi and high temporal resolution of the signal.

We consider four measures and present their performance in Figure 7. Figure 7a shows the positive
predictive value and recall as a function of minimum number of overlapping access points (|X ∩ Y |)
required to assume physical proximity. In approximately 98% of all Bluetooth encounters, at least one
access point was seen by both devices. However, the recall drops quickly with the increase of their
required number. This measure favors interactions in places with a high number of access points, where
it is more likely that devices will have a large scan overlap. The result confirms that lack of a common
AP has a very high positive predictive power as a proxy for lack of physical proximity, as postulated
in [158]. Note, that for the remaining measures, we assume at last one overlapping AP in the compared
lists of scan results.

The overlap coefficient defined as overlap(X,Y ) = |X∩Y |
min(|X|,|Y |) penalizes encounters taking place in

WiFi-dense areas, due to higher probability of one device picking up a signal from a remote access point
that is not available to the other device, see Figure 7b.

Next, we compare the received signal strengths between overlapping routers using the mean `1-norm

(mean Manhattan distance,
||X∩Y ||1
|X∩Y | ). Received signal strength (RSSI) is measured in dBm and the

Manhattan distance between two routers is the difference in the RSSI between them, measured in dB.
Thus, the mean Manhattan distance is the mean difference in received signal strength of the overlapping
routers in the two compared scans.

Finally, we investigate the similarity based on the router with the highest received signal strength—
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Figure 6. Face-to-face network properties at different resolution levels. Distributions are
calculated by aggregating sub-distributions across temporal window. Differences in rescaled
distributions suggest that social dynamics unfold on multiple timescales.

the proximity is assumed whenever it is the same access point for both devices, max(X) = max(Y ). This
measure provides both high recall and positive predictive value and, after further investigation for the
causes for errors, is a candidate proxy for face-to-face interactions.

The performance of face-to-face event detection based on WiFi can be further improved by applying
machine-learning approaches [158, 159]. It is yet to be established, by using longitudinal data, whether
the errors in using single features are caused by inherent noise in measuring the environment, or if there
is a bias that could be quantified and mitigated. Most importantly, the present analysis is a proof-of-
concept and further investigation is required to verify if networks inferred from WiFi and Bluetooth
signals are satisfyingly similar, before WiFi can be used as an autonomous channel for face-to-face event
detection in the context of current and future studies. Being able to quantify the performance of multi-
channel approximation of face-to-face interaction and to apply it in the data analysis is crucial to address
the problem of missing data, as well as to estimate the feasibility and understand the limitations of
single-channel studies.
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Figure 7. WiFi similarity measures. Positive predictive value (precision, ratio of number of true
positives to number of positive calls, marked with dashed lines) and recall (sensitivity, fraction of
retrieved positives, marked with solid lines) as functions of parameters in different similarity measures.
In 98% of face-to-face meetings derived from Bluetooth, the two devices also sensed at least one
common access point (a). Identical strongest access point for two separate mobile devices is a strong
indication of a face-to-face meeting (d).

7.3 Location and Mobility

A number of applications ranging from urban planning, to traffic management, to containment of bio-
logical diseases rely on the ability to accurately predict human mobility. Mining location data allows
extraction of semantic information such as points of interest, trajectories, and modes of transporta-
tion [160]. In this section we report the preliminary results of an exploratory data analysis of location
and mobility patterns.

Location data was obtained by periodically collecting the best position estimate from the location
sensor on each phone, as well as recording location updates triggered by other applications running on
the phone (opportunistic behavior). In total we collected 7 593 134 data points in 2012 deployment in
the form (userid, timestamp, latitude, longitude, accuracy). The best-effort nature of the data presents
new challenges when compared with the majority of location mining literature, which focuses on high-
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frequency, high-precision GPS data. Location samples on the smartphones can be generated by different
providers, depending on the availability of the Android sensors, as explained in developer.android.

com/guide/topics/location/strategies.html. For this reason, accuracy of the collected position can
vary between a few meters for GPS locations, to hundreds of meters for cell tower location. Figure 8a
shows the estimated cumulative distribution function for the accuracy of samples; almost 90% of the
samples have a reported accuracy better than 40 meters.

We calculate the radius of gyration rg as defined in [37] and approximate the probability distribution
function using a gaussian kernel density estimation, see Figure 8b. We select the appropriate kernel
bandwidth through leave-one-out cross-validation scheme from Statsmodels KDEMultivariate class [161].
The kernel density peaks around 102 km and then rapidly goes down, displaying a fat-tailed distribution.
Manual inspection of the few participants with rg around 103 km revealed that travels abroad can amount
to such high mobility. Although we acknowledge that this density estimation suffers due to the low number
of samples, our measurements suggest that real participant mobility is underestimated in studies based
solely on CDRs, such as in [37], as they fail to capture travels outside of the covered area.

Figure 8c shows a two-dimensional histogram of the locations, with hexagonal binning and logarithmic
color scale (from blue to red). The red hotspots identify the most active places, such as the university
campus and dormitories. The white spots are the frequently visited areas, such as major streets and
roads, stations, train lines, and the city center.

From the raw location data we can extract stop locations as groups of locations clustered within
distance D and time T [162–165]. By drawing edges between stop locations for each participant, so that
the most frequent transitions stand out, we can reveal patterns of collective mobility (Figure 8d).

7.4 Call & Text Communication Patterns

With the advent of mobile phones in the late 20th century, the way we communicate has changed dra-
matically. We are no longer restricted to landlines and are able to move around in physical space while
communicating over long distances.

The ability to efficiently map communication networks and mobility patterns (using cell towers) for
large populations has made it possible to quantify human mobility patterns, including investigations
of social structure evolution [166], economic development [66], human mobility [36, 37], spreading pat-
terns [56], and collective behavior with respect to emergencies [59]. In this study, we have collected call
logs from each phone as (caller, callee, duration, timestamp, call type), where the call type could be
incoming, outgoing, or missed. Text logs contained (sender, recipient, timestamp, incoming/outgoing,
one-way hash of content).

In the 2012 deployment we collected 56 902 incoming and outgoing calls, of which 42 157 had a duration
longer than zero seconds. The average duration of the calls was 〈d〉 = 142.04s, with a median duration of
48.0s. The average ratio between incoming and outgoing calls for a participant was rin/out = 0.98. In the
same period, we collected 161 591 text messages with the average ratio for a participant rin/out = 1.96.

We find a Pearson correlation of 0.75 (p � 0.05) between the number of unique contacts par-
ticipants contacted via SMS and voice calls, as depicted in Figure 9. However, the similarity σ =
|Ncall∩Ntext|/|Ncall∪Ntext| between the persons a participant contacts via calls (Ncall) and SMS (Ntext)
is on average 〈σ〉 = 0.37, suggesting that even though participants utilize both forms of communication
in similar capacity, those two are, in fact, used for distinct purposes.

Figure 10 shows the communication for SMS and voice calls (both incoming and outgoing, between
participants and with the external world) as a time series, calculated through the entire year and scaled
to denote the mean count of interactions participants had in given hourly time-bins in the course of a
week. Also here, we notice differences between the two channels. While both clearly show a decrease in
activity during lunch time, call activity peaks around the end of the business day and drops until next
morning. In contrast, after a similar decrease that we can associate with commute, SMS displays another
evening peak. Also at night, SMS seems to be a more acceptable form of communication, with message
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Figure 8. Location and Mobility. We show the accuracy of the collected samples, radius of gyration
of the participants, and identify patterns of collective mobility.

exchanges continuing late and starting early, especially on Friday night, when the party never seems to
stop.

We point out that the call and SMS dynamics display patterns that are quite distinct from face-to-
face interactions between participants as seen in Figure 5. Although calls and SMS communication are
different on the weekends, the difference is not as dramatic as in the face-to-face interactions between
the participants. This indicates that the face-to-face interactions we observe during the week are driven
primarily by university-related activities, and only few of these ties manifest themselves during the
weekends, despite the fact that the participants are clearly socially active, sending and receiving calls
and messages.

In Figure 11, we focus on a single day (Friday) and show activation of links between participants
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a strong correlation in diversity (Pearson correlation of 0.75, p� 0.05), whereas the similarity of the
sets of nodes is fairly low (on average 〈σ〉 = 0.37).
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Figure 10. Weekly temporal dynamics of interactions. All calls and SMS, both incoming and
outgoing, were calculated over the entire dataset and averaged per participant and per week, showing
the mean number of interactions participants had in a given weekly bin. Light gray denotes 5pm, the
time when lectures end at the university, dark gray covers night between 12 midnight and 8am. SMS is
used more for communication outside regular business hours.

in three channels: voice calls, text messages, and face-to-face meetings. The three networks show very
different views of the participants’ social interactions.
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Figure 11. Daily activations in three networks. One day (Friday) in a network showing how
different views are produced by observing different channels.

7.5 Online friendships

The past years have witnessed a shift in our interaction patterns, as we have adapted new forms of
online communication. Facebook is to date the largest online social community with more than 1 billion
users worldwide [167]. Collecting information about friendship ties and communication flows allows us to
construct a comprehensive picture of the online persona. Combined with other recorded communication
channels we have an unparalleled opportunity to piece together an almost complete picture of all major
human communication channels. In the following section we consider Facebook data obtained from
the 2013 deployment. In contrast to the first deployment, we also collected interaction data in this
deployment. For a representative week (Oct. 14 - Oct. 21, 2013), we collected 155 interactions (edges)
between 157 nodes, yielding an average degree 〈d〉 = 1.98, average clustering 〈c〉 = 0.069, and average
shortest path in the giant component (86 nodes) 〈l〉 = 6.52. The network is shown in the left-most
panel of Figure 12. By comparing with other channels we can begin to understand how well online
social networks correspond to real life meetings. The corresponding face-to-face network (orange) is
shown in Figure 12, where weak links, i.e. edges with fewer than 147 observations (20%) are discarded.
Corresponding statistics are for the 307 nodes and 3 217 active edges: 〈d〉 = 20.96, 〈c〉 = 0.71, and 〈l〉 =
3.2. Irrespective of the large difference in edges, the online network still contains valuable information
about social interactions that the face-to-face network misses—red edges in Figure 12.

A simple method for quantifying the similarity between two networks is to consider the fraction of links
we can recover from them. Sorting face-to-face edges according to activity (highest first) we consider the
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fraction of online ties the top k Bluetooth links correspond to. Figure 13a shows that 10% of the strongest
Bluetooth ties account for more than 50% of the Facebook interactions. However, as noted before, the
Bluetooth channel does not recover all online interactions—23.58% of Facebook ties are unaccounted for.
Applying this measure between Bluetooth and voice calls (Figure 13b) shows a similar behavior, while
there is low similarity between voice calls and Facebook ties (Figure 13c).

Face-to-faceOnline Extra Info. F2FExtra Info. Online

Figure 12. Face-to-face and online activity. The figure shows data from the 2013 deployment for
one representative week. Online: Interactions (messages, wall posts, photos, etc.) between participants
on Facebook. Face-to-Face: Only the most active edges, which account for 80% of all traffic, are
shown for clarity. Extra Info. F2F: Extra information contained in the Bluetooth data shown as the
difference in the set of edges. Extra Info. Online: Additional information contained in the Facebook
data.
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(a) Face-to-face and Facebook
interactions.
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(b) Face-to-face and voice calls.
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(c) Voice calls and Facebook
interaction.

Figure 13. Network similarity. Defined as the fraction of ties from one communication channel that
can be recovered by considering the top k fraction of edges from a different channel. Orange dashed line
indicates the maximum fraction of ties the network accounts for. The strongest 10% of face-to-face
interactions account for > 50% of online ties and ∼ 90% of call ties, while 23.58% of Facebook ties and
3.85% of call ties are not contained in the Bluetooth data. Between call and Facebook, the 10%
strongest call ties account for < 3% while in total > 80% of Facebook ties are unaccounted. All values
are calculated for interactions that took place in January 2014.

129



29

7.6 Personality traits

While the data from mobile sensing and online social networks provide insights primarily into the structure
of social ties, we are also interested in the demographics, psychological and health traits, and interests
of the participants. Knowing these characteristics, we can start answering questions about the reasons
for the observed network formation; why are ties created and what drives their dynamics? For example,
homophily plays a vital role in how we establish, maintain, and destroy social ties [168].

Within the study, participants answered questions covering the aforementioned domains. These ques-
tions included the widely used Big Five Inventory [134] measuring five broad domains of human per-
sonality traits: openness, extraversion, neuroticism, agreeableness, and conscientiousness. The traits are
scored on a 5-point Likert-type scale (low to high), and the average score of questions related to each
personality domain are calculated. As Big Five has been collected for various populations, including
a representative sample from Germany [169] and a representative sample covering students mixed with
the general population from Western Europe [170], we report the results from the 2012 deployment in
Figure 14, suggesting that our population is unbiased with respect to these important traits.

Following the idea that personality is correlated with the structure of the social networks, we examine
how the Big Five Inventory traits relate to the communication ego networks of the participants: number
of Facebook friends, amount of communication with these friends, number of people ever contacted over
voice calls or SMS. We only consider communication within the study, in the 2013 deployment for N=488
participants for whom complete and longitudinal data was available. It is worth noting that participants
answered the questions very early in the semester, and that we anecdotally know that a vast majority of
the friendships observed between participants are ‘new’ in that they are between people who met when
they started studying. Thus, we mainly observe the effect of personality on the network structure, not
the other way around. The results are consistent with the literature, where Extraversion was shown to be
correlated with number of Facebook friends [171]. Extending this result, Figure 15 depicts the correlation
between Extraversion and number of Facebook friends (structural network) Nfs (Figure 15a), volume of
interactions with these friends (functional network) Nff (Figure 15b), number of friends contacted via
voice calls Nc (Figure 15c), and number of friends contacted via SMS Ns (Figure 15d). In Table 15e, we
show the (Pearson) correlation between all five traits and the aforementioned communication channels,
reporting only significant results. The values of correlation for Extroversion are consistent across the
networks, and are close to those reported in [171, 172] (∼ 0.2). Following the result from Section Call
& Text Communication Patterns, where we showed that the communication in SMS and call networks
are similar in volume, however have limited overlap in terms of who participants contact, both those
channels show similar correlation with Extraversion. Here, we only scratched the surface with regard to
the relation between personality and behavioral data. The relation between different behavioral features,
network structure, and personality has been studied in [173–176]. By showing the impact of Extraversion
on the network formed with participants inside the study is consistent with values reported for general
populations, we indicate that within the Copenhagen Networks Study, we capture a true social system,
with different personalities positioned differently in the network.

8 Perspectives

We expect that the amount of data collected about human beings will continue to increase. New and
better services will be offered to users, more effective advertising will be implemented, and researchers will
learn more about human nature. As the complexity and scale of studies on social systems studies grows,
collection of high-resolution data for studying human behavior will become increasingly challenging on
multiple levels, even when offset by the technical advancements. Technical preparations, administrative
tasks, and tracking data quality are a substantial effort for an entire team, before even considering the
scientific work of data analysis. It is thus an important challenge for the scientific community to create
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Figure 14. Personality traits. Violin plot of personality traits. Summary statistics are: openness
µO = 3.58, σO = 0.52; extraversion µE = 3.15, σE = 0.53; neuroticism µN = 2.59 σN = 0.65;
agreeablenes µA = 3.64 σA = 0.51; conscientiousness µC = 3.44 σC = 0.51. Mean values from our
deployment (red circles) compared with mean values reported for Western Europe (mixed student and
general population) [170] (orange diamonds).

and embrace re-usable solutions, including best practices in privacy policies and deployment procedures,
supporting technologies for data collection, handling, and analysis methods.

The results presented in this paper—while still preliminary considering the intended multi-year span of
the project—clearly reveal that a single stream of data rarely supplies a comprehensive picture of human
interactions, behavior, or mobility. At the same time, creating larger studies, in terms of number of
participants, duration, channels observed, or resolution, is becoming expensive using the current approach.
The interest of the participants depends on the value they get in return and the inconvenience the study
imposes on their lives. The inconvenience may be measured by decreased battery life of their phones,
annoyance of answering questionnaires, and giving up some privacy. The value, on the other hand, is
classically created by offering material incentives, such as paying participants or, as in our case, providing
smartphones and creating services for the participants. Providing material incentives for thousands or
millions of people, as well as the related administrative effort of study management, may simply not be
feasible.

In the not-so-distant future, many studies of human behavior will move towards accessing already
existing personal data. Even today we can access mobility of large populations, by mining data from
Twitter, Facebook, or Flickr. Or, with participants’ authorizations, we can track their activity levels,
using APIs of self-tracking services such as Fitbit or RunKeeper. Linking across multiple streams is
still difficult today (the problem of data silos), but as users take more control over their personal data,
scientific studies can become consumers rather than producers of the existing personal data.

This process will pose new challenges and amplify the existing ones, such as the replicability and
reproducibility of the results or selection bias in the context of full end-user data control. Still, we expect
that future studies will increasingly rely on the existing data, and it is important to understand how
the incomplete view we get from such data influences our results. For this reason, we need research
testbeds—such as the Copenhagen Networks Study—where we study ‘deep data’ in the sense of multi
layered data streams, sampled with high temporal resolution. These deep data will allow us to unlock
and understand the future streams of big data.
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Personality trait Nfs Nff Nc Ns

Openness — — — —

Conscientiousness — 0.10* — —

Extraversion 0.28*** 0.25*** 0.24*** 0.25***

Agreeableness — — 0.09* —

Neuroticism — — — —

(e) Pearson correlation between Big Five Inventory personality traits and number of Facebook friends Nfs,
volume of interactions with these friends Nff , number of friends contacted via voice calls Nc and via SMS Ns.
*: p < 0.05, **: p < 0.01, ***: p < 0.001

Figure 15. Correlation between personality traits and communication. Data from the 2013
deployment for N=488 participants, showing communication only with other study participants.
Extraversion, the only significant feature across all networks is plotted. The red line indicates mean
value within personality trait. Random spikes are due to small number of participants with extreme
values.
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Yves-Alexandre de Montjoye1∗, Arkadiusz Stopczynski1,2, Erez Shmueli1, Alex ‘Sandy’ Pentland1,

& Sune Lehmann2

1Media Lab, Massachusetts Institute of Technology
2Department of Informatics and Mathematical Modeling, Technical University of Denmark

Complex problem solving in science, engineering, and business has become a highly collab-

orative endeavor. Teams of scientists or engineers collaborate on projects using their social

networks to gather new ideas and feedback. Here we bridge the literature on team perfor-

mance and information networks by studying teams’ problem solving abilities as a function

of both their within-team networks and their members’ extended networks. We show that,

while an assigned team’s performance is strongly correlated with its networks of expressive

and instrumental ties, only the strongest ties in both networks have an effect on performance.

Both networks of strong ties explain more of the variance than other factors, such as mea-

sured or self-evaluated technical competencies, or the personalities of the team members. In

fact, the inclusion of the network of strong ties renders these factors non-significant in the

statistical analysis. Our results have consequences for the organization of teams of scientists,

engineers, and other knowledge workers tackling today’s most complex problems.

Complex problems in science, engineering, or business are being solved by teams of peo-

ple working closely with one another, each with the help of their network. In science, modern

experiments require the collaboration and specialization of many individuals 1. For example, a

modern Nature paper can have more than 100 co-authors 2 and the number of co-authors of PNAS

papers has more than doubled over the last 20 years, reaching an average of 8.4 co-authors per pa-

per 3. In businesses, teams of knowledge workers have become the basic unit carrying out work 4.

Our ability to solve complex problems increasingly depends on teams of scientists, engineers, or

∗Corresponding author: yva@mit.edu
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knowledge workers and their extended information networks 5, 6.

Qualitative and quantitative study of high-performing teams–an interdependent collection of

individuals working towards a common goal where members share individual and mutual respon-

sibility for the outcome 7–has been an ongoing effort in the social, management, and science of

science 8–13. Previous studies focused on how the personalities, technical or cognitive abilities, or

the existence of previous collaborations of team members explain team performance. Recent quan-

titative studies investigated the determinants of high-performing teams by studying their structure

or pattern of communications 14–19.

Accessing to the right piece of information is central to solving complex problems. This

information, however, often only exists in the form of advice, expertise, implicit knowledge, or

experience and flows through social ties. Consequently, the structure of social interactions has

been shown to enhance or hinder access to such resources. Building on advances in social network

analysis, empirical research showed the impact of an individual’s information or collaboration

network on her performance 20–26. Amongst others, the impact of an individual position in the

information network has been investigated through measures of node degree, centrality, structural

holes, closure, and social diversity 27–32.

Both within-team and extended information networks are useful. Within-team networks al-

low for engagement, collaboration, and the higher level of information sharing needed for teams

to perform 15. Frequent interactions between team members have been shown to help them be-

come familiar with one another and to positively impact their teamwork 33. Extended networks of

informal ties of team members have been shown to be the vector for key exchanges of informa-

tion 15. Information often flows through these ties despite the existence of formal coordination and

communication mechanisms. These informal extended ties have been shown to be particularly im-

portant in competitive environments 34. This work, at the intersection of information networks and

team performance, studies the problem solving abilities of teams as a function of the within-team

network structure and extended information network in a real working environment. We show that,
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Figure 1: A) Network of strongest expressive (E ≥ 12 - blue), instrumental (I ≥ 95 - green), and

team participants assigned to the first project. Color saturation is the performance of the teams,

where darker is higher. B) Correlation between expressive tie strength and team performance.

C) Correlation between instrumental tie strength and team performance. For both expressive and

instrumental ties, the position in the network of strong ties is more important than other a priori

characteristics of the team, such as self-evaluated and measured proficiency or personality. The

gray areas indicate values with p > 0.05.
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for both within team and extended ties networks, only the strongest ties matter.

Results

We examine the performance of 45 assigned teams of four students during one semester. Eighty

participants worked in teams on three separate projects for one course. Teams changed for every

project so that no one worked with the same person twice. Following the behavioral tradition of

organizational learning, we measure performance by focusing on predefined objective outcomes 35:

the grades given by the lecturer to the team reports. Participants specifically mark their individual

contribution, which motivates them to actively participate.

There has been considerable ambiguity about what constitutes a tie when studying social and

information networks, as well as the structure of organizations 36, 37. In his definition of Phillos

relationships, Karckhardt 23 focuses on interaction, affection, and time as the basic characteristics

of ties. This prompted Lincoln to propose to define ties as either instrumental or expressive 17, 38.

We adopt this definition here.

Expressive ties reflect friendships and include an affective factor. They have been theorized

to create incentives to treat others positively and fairly. We measured expressive ties using a ques-

tionnaire at the beginning of the experiment. Participants were asked to report their friendship

levels (E) on a 0, 2, 4, 7, 10, 12 scale, following the standard local grading system, with zero

being “I do not know this person,” four “an acquaintance,” and twelve “one of my best friends”

[see Methods]. We take friendship as a school-related measure of closeness. Fig. 2A shows the

directed network of expressive ties, as well as the teams we assigned participants to for the first

project.

Instrumental ties usually arise in professional settings, between colleagues or collaborators

interacting and spending time together. They have been shown in the performance literature to

create opportunities for the exchange of information 23, to develop an esprit de corps 15, and to
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allow for colleagues or collaborators to gain interpersonal familiarity 33. We consider time spent

in physical proximity as a proxy for instrumental ties 39, 40. The logs of the university wifi system

indicates the building in which participants’ devices were. Using this information, we construct a

weighted undirected network of time spent together over the course of the semester (I) on a 0 to

100 scale [see Methods]. Fig. 2B shows the undirected network of instrumental ties.

Finally, the impact of tie strength on information propagation and knowledge transfer has

been discussed in the social network, sociology, and science of science literature. It has however

been considered in the form of either strong or weak ties, with research showing benefits for both 21.

In his seminal article on job searches, Granovetter showed that opportunities such as information

about jobs usually flow through weak ties 22. Subsequent work showed these distant and infrequent

weak ties to be useful in the diffusion of information, advice, and ideas 41–43. However, because

they are more accessible or willing to help, strong ties have been shown to be essential to the

transfer of complex information and tacit knowledge 23–25, 31. In organizational settings, strong

ties have been shown to reduce conflicts 44 and to be crucial in dealing with stressful or unusual

situations 23. While quantifying what constitutes a strong and weak tie might be difficult, the effect

of the expected benefits as a function of tie strength can be quantified.

We show that, given a simple linear model, the impact of tie strength on performance is

highly nonlinear; only the strongest ties matter. We compute various network measures considered

in the social network, collaboration network, and team performance literature such as the mean

team degree, maximum team in-degree, etc 17. All these measures display a nonlinear performance

gain with tie strength; only the strongest expressive and instrumental ties (resp. E ≥ 12 and

I ≥ 95) explain part of the team performance variance [Fig. 1]. All the network measures for the

strongest ties are furthermore highly consistent internally (α = .940) 45. The correlation between

team performance and mean team degree is r2 = .272 (p < .05) for strongest expressive ties and

r2 = .214 (p < .05) for the strongest instrumental ties. In comparison, the correlation between

team performance with the weakest expressive and instrumental ties is respectively r2 = .010 and

r2 = .034 (both p > .05). This implies that (1) for both within-team and extended networks,

5
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only the strongest expressive and instrumental ties have an actual impact on the performance of

the teams, and (2) the more expressive ties a team has, the better it performs.

Network measures of the strongest ties explain team performance better than other a priori

measures, making them not significant most of the time. At the beginning of the experiment, par-

ticipants took a 6-questions technical competencies test on the topic at hand, filled out a personality

questionnaire, and were asked to self-evaluate how knowledgeable they were about the topic. The

six technical questions were averaged as measured technical competency. The strongest ties in

both the expressive and instrumental ties networks explain more of the variance than any of the

team competencies considered: the mean or maximum of either the self-evaluated competencies,

measured competencies, or personality [Fig. 1 and Methods]. The maximum self-evaluated and

measured technical competencies, or personality, were systematically less explanatory than their

mean values. None of the personality measures alone or combined as factors are significant. When

taken as the only independent variable in a linear model, both mean self-evaluated (p = .004) and

mean measured technical proficiency (p = .002) are significant. However, adding mean team de-

gree of the strongest ties to both linear models makes both of them not significant (p > .05). Mean

team degree for expressive ties has p-values of .009 when combined with mean self-evaluated pro-

ficiency and .014 when combined with mean measured proficiency (respectively .043 and .094 for

instrumental ties).

Network measures of both expressive and instrumental ties explain performance better than

self-evaluated and measured technical competencies, or personality. As a measure of comparison,

participants were also asked to fill out a short questionnaire when handing in their projects. In this

questionnaire, they were asked how they felt their team performed for this particular project. We

expected this a posteriori measure to be the best indicator of team performance as self-assessment

has been shown to be a reliable indicator of team performance 46. It indeed was. However, while

a posteriori self-assessed team performance explains nearly half of the variance (r2 = .462, p <

.001), it is only two times what is explained by our a priori strong ties measures.

6
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Figure 2: Networks of instrumental and expressive ties, as well as assigned teams for the first

project. Color saturation is the performance of the team, where darker is higher. A) Directed

network of expressive ties of strength four and above. B) Undirected network of the 20% strongest

instrumental ties.

Discussion

Temporal precedence has been often neglected in team performance, collaboration networks, and

social network research 19, 47. Our experimental design allows us to answer the question of temporal

precedence between expressive network structure and team performance. Does a dense network

7
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structure help a team to perform well or does a performing team create dense networks? In this

study, we measured the network of expressive ties before the experiment started. We then assigned

participants to teams, and we see a positive correlation between the strongest expressive ties and

team performance.

Our results hold in both expressive and instrumental networks. Our expressive network is

measured through traditional questionnaires, while our instrumental network is measured through

sociometric means. We do not however expect the strength of a tie in the two networks to be

independent as we are, for example, likely to spend more time with our friends. Fig. 3 shows that,

while we indeed spend more time with our strongest expressive ties, the distribution of instrumental

strength is still broad. This means that ties in both networks really help explain performance.

Tie strength, a variable often ignored, is in fact crucial for understanding teams’ problem

solving abilities. In our experiment, the project-based work completed by the participants can be

characterized as non-routine and complex. Teams were presented with complex problems which

focused on creative thinking and applying gained knowledge in a novel context.

To conclude, these results imply that weak ties between scientists, engineers, or other knowl-

edge workers are unlikely to enhance access to information or to help performance. Very strong

ties inside teams and between units or research teams are needed. The problem solving abilities of

teams of scientists or knowledge workers tackling today’s most complex problems could be greatly

improved upon by creating very strong instrumental and expressive ties.

8
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Figure 3: As expected, the strength of ties in expressive and instrumental networks is not inde-

pendent. The distribution of I for various E is however broad. Instrumental tie strength for the

strongest expressive ties (E = 12 - in grey) has a large support. This means that the strongest ties

in both networks really help explain performance.

Methods

Setup This experiment took place during a full semester course (13 weeks) at a large western uni-

versity 48. The course was an advanced course, involving work with high-level programming, data

modelling, and simple machine learning. At the beginning of the course, 80 out of the 95 students

agreed to participate in the experiment and filled in an initial questionnaire. During the semester,

participants successively worked on 3 projects in teams assigned by us. N = 45 teams contain-

9
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ing only participants are analyzed in this paper. Participants also answered right after handing-in

their project report how they felt their team performed on a 1 to 5 scale: “How do you think your

team did.” Participants were informed that this self-assessed performance would not be seen by

the lecturer, nor used in the grading process. The team projects were evaluated by the lecturer

taking the difficulty of the assignment into account. The assignments focused on handling and

visualizing social data, machine learning, and network analysis with students solving coding exer-

cises, answering theoretical questions, and analyzing their results. At the university, students are

encouraged to and commonly work and solve tasks in teams.

Initial Questionnaire At the beginning of the experiment, we asked participants about their self-

reported proficiency on a 1-5 scale (“Would you consider yourself a beginner (1) or an expert (5)

for this course?”). We also presented them with 6 technical questions assessing their skills related

to the course and their personality (BFI-10) 49.

Expressive Ties At the beginning of the experiment, we asked participants to rate how well they

knew all the other participants. We used the standard grading scale (0-12), which all participants

are familiar with: “0 - I do not know this person,” “2 - I recognize this person, but we never talked,”

“4 - Acquaintance (we talk or hang out sometimes),” “7 - Friend,” “10 - Close friend,” “12 - One

of my best friends”. The list of participants to rate was presented as a webpage that included the

participants’ full names and university profile pictures.

The graphs of expressive ties were created by removing all links weaker than a given value.

For example, E ≥ 7 would be the network with only ties of strength at least 7. We calculated the

in- and out-degrees of all nodes in the directed network, as well as their degree in the undirected

network. The undirected network was created by considering only reciprocated ties after having

removed the links weaker than a given value. Results are similar with all three measures [Fig. 1]
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Figure 4: Timeline of the study. Students agree to participate in the study and fill in the initial

questionnaire. They are then assigned to team, complete their assignment, and are asked how well

they think their team did.
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Instrumental Ties Participants have to login on their devices (smartphones, computers, etc) to

use the university wifi system. This allows us to know which building a device was connected to

with a resolution of 10 minutes. We infer instrumental ties from the observed co-occurrences using

10 minute time bins. The tie strength Si,j between participants i and j is given by 50:

Si,j =
∑

t,b

ci,j,t,b
Nt,b

(1)

where ci,j,t,b is 1 if participants were present in the same building b at the same time t and 0 if

otherwise. Nt,b is number of participants in building b at time t. We created the graphs of the

wifi-based co-occurences by percentiles. For example, E ≥ 70 would be the network with the 30%

strongest ties.

Teams We assigned the participants into teams of four, as required by the course lecturer. We

assigned students to new teams for each of the three projects so that no student was with the

same person in team more than once. To find a balance among within and between team ties, we

optimized the entropy of the motifs and the number of edges within teams while adding a penalty

for missing motifs using a greedy algorithm [see SM].

Model The effects of ties of all strength, self-evaluated, and measured technical competencies

and self-assessed team performance on the performance of teams were evaluated by computing

Pearson’s product-moment coefficient between the team grade and the mean or the maximum of

the measure of interest on a per team basis. The effect of personality was evaluated using both an

average of the five personality traits of the team members as well as jointly modeled using a linear

model with team grade as dependent variable. Finally, the effect of adding network measures to

the self-evaluated and measured technical competencies and personalities of teams members were

evaluated using a linear model.
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Mobile brain imaging solutions, such as the Smartphone Brain Scanner, which combines low cost wireless
EEG sensors with open source software for real-time neuroimaging, may transform neuroscience experimental
paradigms. Normally subject to the physical constraints in labs, neuroscience experimental paradigms can
be transformed into dynamic environments allowing for the capturing of brain signals in everyday contexts.
Using smartphones or tablets to access text or images may enable experimental design capable of tracing
emotional responses when shopping or consuming media, incorporating sensorimotor responses reflecting
our actions into brain machine interfaces, and facilitating neurofeedback training over extended periods.
Even though the quality of consumer neuroheadsets is still lower than laboratory equipment and susceptible
to environmental noise, we show that mobile neuroimaging solutions, like the Smartphone Brain Scanner,
complemented by 3D reconstruction or source separation techniques may support a range of neuroimaging
applications and thus become a valuable addition to high-end neuroimaging solutions.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Only recently have wireless neuroheadsets, capable of capturing
changing electrical potentials from brain activity through electrodes
placed on the scalp using Electroencephalography (EEG), made mobile
brain imaging a reality. The emergence of low-cost EEG sensors and
the increasing computational power of smartphones may transform
neuroimaging from constrained laboratory settings to experimental
paradigms, allowing us to model mental state in an everyday context.
This presents a paradigm shift, making it possible to design new types
of experiments that characterize brain states during natural interaction
over extendedperiods of time. Until recentlymost neuroimaging exper-
iments have been performed with subjects who are at rest, under
the assumption that the brain responses being measured will not be
influenced by subjects sitting or laying down. However, this may be
inaccurate, as animal studies using mice indicate that neurons in the
visual cortex double their visually evoked firing rates if they run on
a treadmill rather than stand still (Niel and Stryker, 2010). Since the
discovery of parietal–frontal circuits of mirror neurones, which fire
both when we grasp an object and when we observe others doing
the same (Pellegrino et al., 1992; Gallese et al., 1996), the sensorimotor
system can no longer be considered as only involved with motion.

Consequently, these mechanisms should rather be understood as
forming an integral part of cognition, allowing us to generalize the
goals of actions based on motor representations in the brain
(Rizzolati and Sinigaglia, 2010).

While there is already significant literature concernedwith dynamic
brain states during natural complex stimuli in conventional laboratory
experiments (see e.g., Hasson et al., 2004; Bartels and Zeki, 2004;
Dmochowski et al., 2012), there has been a growing call to design
studies that relax the constraints of the lab and widen the focus to
map out how we perceive our surroundings under naturalistic con-
ditions (Makeig et al., 2009). For example, natural motion has been
incorporated into laboratory experiments using tools such as the
MoBi Lab Matlab plugin (2009) in order to correlate motion capture
data of moving limbs with the brain responses being triggered
(Gramann et al., 2011). Even adding a few degrees of freedom may
provide an understanding of how cortical responses differ by simply
changing posture (Slobounov et al., 2008), either by measuring how
theta brainwave activity is attenuated in sleepy subjects once they
stand up (Caldwell et al., 2003), or by analyzing the modulation in
spectral power within alpha and beta brainwaves appearing when
one foot hits the ground and the other foot is lifted, as subjects are
no longer transfixed on a chair in front of a computer screen (Gwin
et al., 2011). This provides a foundation for extending standard
EEG paradigms, such as the P300 event-related potential, to mea-
sure how we consciously perceive visual objects when participants
are no longer required to sit motionless but are able to walk on a
belt during the experiment (Gramann et al., 2010). It also makes it
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possible to eventually move a P300 experiment outside the lab,
as has recently been demonstrated by Debener and colleagues (2012)
by combining the wireless hardware from a consumer neuroheadset1

with standard EEG cap electrodes2 and using a laptop to record the
cortical responses, thus providing a portable lab which can be stored
in a backpack and easily carried by the subjects participating in the
experiment.

Taking the idea of bringing EEG into the wild one step further, the
Smartphone Brain Scanner (SBS2) open-source software project (http://
github.com/SmartphoneBrainScanner) introduced in Stopczynski et al.
(2011, 2013), makes it possible to build brain imaging applications
for real-time 3D source reconstruction or neurofeedback training. By
combining a wireless EEG cap with an Android smartphone or tablet,
the SBS2 allows for presenting time-locked audiovisual stimuli such as
text, images, or video, and it allows for capturing elicited neuroimaging
responses on themobile device, thereby transforming low-cost consumer
hardware into a pocketable brain imaging lab. As the Smartphone Brain
Scannerproject potentially allows for designing novel types of brain imag-
ing paradigms, we have initially validated the SBS2 framework in three
experiments related to BCI motor control, embodied semantics, and
neurofeeedback interfaces in order to illustrate the feasibility of capturing
mental state in a mobile context. In the following sections we briefly
review existing mobile EEG sensors, outline the architectural design
of the Smartphone Brain Scanner system for real-time 3D reconstruction,
describe aspects of source separation and spatial filtering in relation to
mobile brain imaging, and give examples of applications built on top of
the open-source software framework for mobile Android devices related
to imagined finger tapping, emotional responses to text, and design of
neurofeedback interfaces (Fig. 1).

2. Mobile EEG acquisition

A wide range of prototype electrode designs, suitable for mobile
neuroimaging, are currently under development, based on MEMS
microelectromechanical systems utilizing spring-loaded dry contact
pins or hard carbon nanotubes that press against the scalp (Ruffini
et al., 2008). For long-term EEG measurement without gel, another
option is electrodes made from soft foam covered with conductive
fabric (Lin et al., 2011), or new types of non-contact high input
impedance sensors capable of capturing EEG signals on the basis of
capacitive coupling (Chi et al., 2012), even when resting on top of
several layers of hair. In contrast to gel-based EEG electrodes, dry
contacts need no skin preparation, and can therefore more easily
be utilized for neuroimaging as participants are able to put on a
neuroheadset without any assistance. However, even though pin
or nanotube contacts easily penetrate the hair and therefore offer
more possibilities for placement than conductive foam-based sen-
sors attached to the skin of the forehead, a spring-like setup may
still be susceptible to noise when users move. Capacitive sensors
provide an alternative for unobtrusive physiological monitoring,
but require an integrated ultra-high impedance front-end for non-
contact biopotential sensing (Chi et al., 2011). So-called Ear-EEG is
a promising technology for long-term EEG data collection, offering
improved comfort and esthetics (Looney et al., 2012). Benchmarks
of prototype capacitive non-contact and mechanical sensors in an
experiment related to decoding a steady state visual evoked poten-
tial in the 8–13 Hz frequency band showed only little signal degra-
dation when compared to standard gel-based Ag/AgCl electrodes
(Chi et al., 2012), showing that these novel sensors may, in
longer term, provide the increased usability that may assure the
transformation of neuroimaging from fixed laboratory setups to an
everyday mobile context.

Among existing commercial solutions, the ThinkGearmodulemanu-
factured byNeuroSky3 provides the foundation for several EEG consum-
er productswhich integrate a single dry electrode alongwith a reference
and a ground attached to a headband. It provides A/D conversion
and amplification of one EEG channel, is capable of capturing brain
wave patterns in the 3–100 Hz frequency range, and records at 512 Hz
sampling rate. Even a single-channel EEG setup, using a passive dry
electrode, such as the NeuroSky, positioned at the forehead and a refer-
ence (typically an earlobe), may allow for measuringmental concentra-
tion and drowsiness by assessing the relative distribution of brainwave
frequencies (Yasui, 2009). More comfortable neuroheadsets using con-
ductive Ni/Cu covered polymer foam, such as Mindo4, measure brain
activity from the forehead on three EEG electrodes plus a reference
channel attached to the earlobe. Integrating analog to digital conversion
at 256 Hz sampling rate for acquisition of bandpass filtered signals in
the 0.5–50 Hz range, the neuroheadset offers 23 h of battery life and
wireless Bluetooth communication, and has been demonstrated in
BCI brain machine interfaces used in games based on controlling the
power of alpha brainwave activity (Liao et al., 2012). Other consumer
neuroheadsets such as the Emotiv EEG, provide bothwireless communi-
cation via a USB dongle and analog to digital conversion of 16 EEG chan-
nels (including reference and ground) at 128 Hz sampling rate while
usingmoist felt-tipped sensorswhich press against the scalpwith a sim-
ple spring-like design. Originally designed as a mental game controller
capable of tracing emotional responses and facial expressions, the ma-
jority of electrodes are placed over the frontal cortex and have no mid-
line positions (AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4
with P3/P4 used as reference and ground). However, as mentioned ear-
lier, Debener and colleagues (2012) recently demonstrated that it is
possible tomerge thewireless hardware from the Emotiv neuroheadset
with high quality, conductive, gel-based electrodes in a standard EEG
cap. Repackaging the electronics and battery into a small box
(49 mm × 44 mm × 25 mm) which can be attached to the EEG
cap and rewired through a connector plug to 16 sintered Ag/AgCl
ring electrodes can occur, thus providing a fully customizable mon-
tage which allows the electrodes to be freely placed in the EEG
cap according to the 10–20 international system (in the present

1 http://www.emotiv.com.
2 http://easycap.de/easycap.

Fig. 1. SBS2 mobile EEG recording with real-time 3D source reconstruction, on an
Android smartphone connected wirelessly to an Easycap 16 electrode setup based
on Emotiv hardware.

3 http://www.neurosky.com/Products/ThinkGearAM.aspx.
4 http://www.mindo.com.tw/en/index.php.
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experiment Fpz, F3, Fz, F4, C3, Cz, C4, TP9, TP10, P3, Pz, P4, O1, O2
with AFz/FCz used as reference and ground).

We have tested both the original Emotiv neuroheadset as well as
the modified EEG cap setup in connection with the Smartphone Brain
Scanner open-source software project in the experimental designs
outlined below.

3. Software framework: Smartphone Brain Scanner

The Smartphone Brain Scanner (SBS2) is a software platform
for building research and end-user orientedmulti-platform EEG applica-
tions. The focus of the framework is on mobile devices (smartphones,
tablets) and on consumer-grade (low-density and low-cost) mobile
neurosystems. SBS2 is freely available under an MIT License at https://
github.com/SmartphoneBrainScanner. Additional technical details about
the framework can be found in Stopczynski et al. (2013).

The framework is divided into three layers: low-level data acquisi-
tion, data processing, and applications. The first two layers constitute
the core of the system and include common elements used by various
applications. The architecture is outlined in Fig. 2.

3.1. Key features

With focus on the mobile devices, SBS2 is a multi-platform
framework. The underlying technology – Qt – is an extension of
C++ programming language and is currently supported on the
main desktop operating systems (Linux, OSX, Windows) as well as
mobile devices (Android, BB10, partially iOS) (see http://qt.digia.
com/Product/Supported-Platforms/).

The additional acquisition and processingmodules can be created as
C++ classes and integrated directly with the core of the framework.
The framework supports building real-time applications; data can be
recorded for subsequent offline analysis, most of the implemented
data processing blocks aim to provide real-time functionality for work-
ingwith the EEG signal. The applications developedwith SBS2 are appli-
cations in the full sense, as they can be installed on desktop and mobile
devices, can be started by the user in the usual way, and can be distrib-
uted via regular channels, such as repositories and application stores.

The most demanding data processing block is the real-time source
reconstruction aimed at producing 3D images as demonstrated in
Fig. 4. Source reconstruction is carried out using Bayesian formulation
of either the widely used Minimum-norm method (MN) (Hämäläinen
and Ilmoniemi, 1994) or the low resolution electromagnetic tomography
(LORETA) (Pascual-Marqui et al., 1994). Further description about the

inverse methods implemented in the Smartphone Brain Scanner will be
given later.

4. Methods

4.1. Brain computer interface based on imagined finger tapping

One of the arguably most widely used paradigms of the brain com-
puter interface literature is a task in which a subject is instructed to
select between two or more different imagined movements (Müller-
Gerking et al., 1999; Babiloni et al., 2000; Dornhege et al., 2004;
Blankertz et al., 2006). Mental imagery is the basis of many BCI sys-
tems, originally conceived to assist patients with severe disabilities
to communicate by ‘thought’. The rationale is that the patient, while
having problems carrying out the actual movements, may still be able
to plan the movement and thereby produce a stable motor-related
brain activity, which can be used as an input to the computer/machine.
In this contribution we replicate a classical experiment with imagined
finger tapping (left vs. right) inspired by Blankertz et al. (2006). The
setup consisted of a set of three different images with instructions,
Relax, Left, and Right. In order to minimize the effect of eye movements,
the subject was instructed to focus on the center of the screen, where
the instructions also appeared (3.5″ display size, 800 × 480 pixel reso-
lution, at a distance of 0.5 m) (Fig. 3).

The instructions Left and Right appeared in random order with an
equal probability. A total of 200 trialswere conducted for a single subject.
We selected 3.5 s duration for the ‘active’ instruction (Left or Right) and
1.75–2.25 s randomly selected for the Relax task, similar to Blankertz
et al. (2006). The main motivation for random duration of the Relax
task was to minimize the effect of the subject anticipating and starting
the task prior to the instruction. The experiment was conducted with
an Emotiv EEG neuroheadset transmitting wirelessly to a Nokia N900
smartphone. To illustrate the potential for performing such a study in a
completely mobile context, all stimulus delivery and data recording
were carried out using the SBS2. Analysis and post-processing and
decodingwere conducted off-line using standard analysis tools. In partic-
ular, we applied a common spatial pattern (CSP) approach (Müller-
Gerking et al., 1999) to extract spatial filters which would maximize
the variance for one class, while minimizing the variance of the other
class and vice versa. A quadratic Bayesian classifier for decoding was
applied on features transformed as in Müller-Gerking et al. (1999).

Fig. 2. Layered architecture of the SBS2 framework. Data from connected EEG hardware is
extracted by specific adapters, processed, and used by the applications.

Fig. 3. SBS2 mobile neuroimaging apps for neurofeedback training, presentation of
experimental stimuli, and real-time 3D source reconstruction, running on Androidmobile
devices via a wireless connection to an Emotiv or Easycap EEG setup.
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4.2. Source reconstruction and source separation

Compared to standard EEG laboratory setups, mobile neuroimaging is
extremely susceptible to noise, as the ability to move around simulta-
neously introduces artifacts into the neuroimaging data induced by the
EEG sensors, as well as originating from motion-related muscle activity.
Likewise, mobile neuroimaging is much more exposed to environmental
noise than experiments taking place under controlled conditions in
a shielded laboratory. Combining sensor and source features, however,
has been shown to improve classification in brain-computer interfaces
(Ahn et al., 2012), even though these paradigms often involve activation
of sensorimotor circuits where the location of sources is already quite
well known. Theremight be an even larger potential by integrating source
information for decoding complex brain states involving a range of differ-
ent cognitive tasks. In particular, spectral analysis of changes in power
may offer additional information on activity within specific brain-
wave bands, which, based on the frequency, determines whether it
reflects local or more distributed cortical field potentials. We therefore
suggest that incorporating prior knowledge on what constitutes brain-
generated signals may overall enhance the feasibility of performing ex-
periments using mobile neuroimaging solutions (see also Besserve
et al., 2011).

One approach to localize the actual brain activity in EEG is to tackle
the inverse problem of retrieving the distribution of underlying sources
from a scalpmap by using a forward headmodel to estimate the projec-
tionweightswhich are captured by the electrodes. The problem is, how-
ever, severely ill-posed, as typically tens of EEG electrodes will capture
volume conducted brain activities which may have been generated by
tens of thousands of equivalent dipoles representing post-synaptic
activity within macrocolumns of the cortex (Hämäläinen and
Ilmoniemi, 1994; Pascual-Marqui et al., 1994; Baillet et al., 2001).
A regularization that reduces thenumber of solutions is therefore applied,
using methods such as low resolution electromagnetic tomography
(LORETA), which assumes both the activity of neighboring neurons is
synchronized and their orientation and strength can be modeled as
point sources in a 3Dgrid reflecting ‘blurred-localized’ images ofmaximal
activity (Pascual-Marqui et al., 1994). With F∈RNcñNv representing the
forward model relating the Nv cortical current sources, V∈RNvñNt , to the
Nc measured scalp electrodes, X∈RNcñNt , the forward problem for a
set of time points (Nt) is given by, X = FV + E, when the noise
contribution E is assumed additive. The Minimum-norm method
(MN) (Hämäläinen and Ilmoniemi, 1994) and LORETA methods can
be represented as a single method, with MN as a special case of
LORETA, namely, when no spatial coherence of neighboring sources is

assumed as prior. From a Bayesian perspective the LORETA method is
formulated as

p X Vj Þ ¼ ∏
Nt

t¼1
N xt Fvt ;β

−1INc

���
�� 

ð1Þ

p Vð Þ ¼ ∏
Nt

t¼1
N vt 0;α

−1LTL
���

��
ð2Þ

in which β denotes the precision of the noise (inverse variance), α
the precision parameter of the sources, and L the spatial coherence
between the sourcesV. As theMNmethod assumes no spatial coherence
between neighboring sources, the spatial coherence matrix becomes an
identity matrix, L = I. In contrast, for LORETA this spatial coherence
matrix typically takes the form of a graph Laplacian, implementing geo-
metrical neighborhood driven smoothness. Given the likelihood, p(X|V),
and prior distribution, p(V), of the current sources, the most likely
source distribution can be obtained by maximizing the posterior distri-
bution over the sources as

p V Xj Þ ¼ ∏
Nt

t¼1
N vt μt ;Σv

�� Þ� 

Σv ¼ α−1INv
−α−1FTΣx Fα

−1

Σ−1
x ¼ α−1FLTLFT þ β−1INc

ð3Þ

vt ¼ α−1FTΣxxt : ð4Þ

The hyper-parameters α and β are optimized on-line using a stan-
dard Expectation–Maximization (EM) approach (Bishop, 2006).

Rather than aiming to solve the inverse problem of determining the
‘what’ from ‘where’ of brain activity, an alternative approach is to apply
methods based on higher-order statistics such as independent compo-
nent analysis (ICA) (Comon, 1994). This allows to separate individual
processes (‘what’) when they stand out as temporally independent in
the native, spatially overlapping scalp representation (Makeig et al.,
1996).

The ability of ICA to identify temporally independent events also
allows for enhanced detection and automatic removal of artifacts
(Delorme et al.). Eye blinks manifest themselves as low 1–3 Hz as well
as higher frequency activity, which translates into stereotypical ICA
scalp maps consisting of a single frontal dipole (Delorme et al., 2007).
When comparing this method against a regression approach using an
electrooculogram (EOG) eye movement correction procedure (EMCP)
to remove eye blink artifacts, ICA turns out to yield almost perfect
correction (Hoffmann and Falkenstein, 2008). Also, other kinds of mus-
cle activity stand out distinctly in the corresponding scalpmaps. Overall,
applying ICA as a preprocessing step improves artifact detection com-
pared to analysis based on the raw EEG data (Delorme et al., 2007).
With particular relevance to mobile neuroimaging, it has been dem-
onstrated that independent component-based gait-artifact removal
makes it possible to capture neural correlates in standard EEG
experiments, even when walking or running (Gwin et al., 2010).

EEG experiments have traditionally focused on analysis of event-
related time-domain waveform deflections and frequency-domain
perturbations in power, but neither of these approaches fully captures
the underlying brain dynamics when averaging data over multiple
trials, or ignoring phase resetting that contributes to the ERP (Makeig
et al., 2004). When first applying ICA to the EEG data, the event-related
time serieswaveforms come to represent independent components gen-
erated by temporally independent, physiologically decoupled local field
potentials, and their corresponding scalp maps that resemble dipolar
projections of the underlying sources (Delorme et al., 2012). This
indicates that ICA may be used for more than denoising, e.g., it can

Fig. 4. SBS2 app for presentation of visual stimuli andmobile EEG recording, using anAndroid
tablet connected wirelessly to an Easycap 16 electrode setup based on Emotiv hardware.
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be used to find the modes of event-related changes in power, as the
independent components framed by the dimensions of frequency,
power, and phase consistency across trials. Even when electrodes are
accurately placed, the recorded potentialsmay still vary due to individual
differences in cortical surface and volume conduction. ICAmay also here
provide a common framework for comparison of the underlying brain
activity in EEG data, regardless of the actual electrode positions. We
thus compared ICA of the EEG data retrieved from both the Emotiv
neuroheadset containing no central electrodes and the Easycap
EEG montage including midline electrodes. In particular, we used the
retrieved scalp maps and activation time series, as well as event-
related changes in power spectra, to perform a statistical group compar-
ison across experimental conditions and trials. As a preprocessing step,
we reduced dimensionality based on principal component analysis
(PCA) and subsequently applied K-means clustering to the independent
components, in order to identify common patterns of brain activity
across the two different mobile EEG setups (Delorme et al., 2011).

4.3. Visual stimulus to investigate emotional responses

Over the past decades, neuroimaging studies have established that
language is grounded in sensorimotor areas of the brain; highly related
neuronal circuits seem involved whether we literally pick up a ball or
in a phrase refer to grasping an idea (Pulvermüller and Fadiga, 2010).
Exploringwhether such brain activation can be detected using amobile
EEG setup, the SBS2 framework was used to display the stimulus
consisting of a subset of action verbs related to emotional expressions,
face, and hand motion as used in a recent fMRI experiment (Moseley
et al., 2011). The framework was also used to record the EEG signal for
subsequent offline data analysis.

Two mobile 16 channel EEG setups were compared; the low cost
Emotiv neuroheadset using saline sensors positioned laterally at AF3,
F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8 and AF4 (P3/P4 used
as CommonMode Sense (CMS) reference/Driven Right Leg (DRL) feed-
back) — versus a standard electrolyte gel-based EEG cap (Easycap,
Germany) similar to what has previously been used for mobile P300
experiments (Debener et al., 2012) enabling an EEG setup including
central and midline Ag/AcCl ring electrodes positioned at Fpz, F3, Fz,
F4, C3, Cz, C4, TP9, TP10, P3, Pz, P4, O1 and O2 (AFz/FCz used as CMS
reference/DRL feedback) according to the international 10–20 system.

A single subject pilot studywas performed to compare the Emotiv and
Easycap EEG setups based on 2 × 10 trials, each consisting of 3 × 20
action verbs presented in a randomized sequence on the smartphone
display (Nokia N900). Each verb was exposed for 1000 ms in a large
white font on black background (3.5″ display size, 800 × 480 pixel reso-
lution) at a distance of 0.5 m, preceded by a fixation cross 500 ms pre-
stimuli, and followed by 1000 ms post-stimuli black screen. Using
the EEGLAB plug-in for MATLAB (MathWorks, USA), epoched EEG data
was extracted offline (−500 ms to 1000 ms) and baseline corrected
(−500 ms to 0 ms). As some of the recorded potentials are induced by
muscle activity, we rejected abnormal data epochs by specifying that
the spectrum should not deviate from baseline by ±50 dB at 0–2 Hz
and manually removed eye blinks (Delorme et al., 2011). To facilitate a
comparison between the different electrode placements used in the
two experiments, we applied the extended Infomax algorithm to linearly
project the EEG data recorded from individual electrodes onto a space of
basis vectors,whichwere temporally independent fromeach other, using
independent component analysis ICA to estimate the scalp maps and
time courses of individual neural sources (Delorme et al., 2007).

To assess the degree to which the Emotiv neuroheadset and the
Easycap EEG setups capture common patterns in brain activity despite
their differences in electrode montage, rather than simply measuring
event-related responses from the 14 electrodes, we applied ICA in a
single-subject study to retrieve 14 independent components from each
of the 2 × 10 trials, related to the Emotiv and Easycap experiments,
respectively: we analyzed 2 × 10 × 14 independent components

generated from the time-locked responses to reading 3 × 20 emotion,
face, and hand-related action verbs in each trial. Retrieving the ICA com-
ponents enabled us to initially compare the event related responses
across the 3 action verb conditions, which in turn enabled us to identify
similar independent sources within trials using the EEGLAB studyset
functionality. Secondly, to identify common patterns of brain activity
both within and across the Emotiv and Easycap experiments, the
EEGLAB studyset functionality and MATLAB Statistical Toolbox were
used to cluster the 2 × 10 × 14, in total 280 ICs based on scalp maps,
power spectra, and amplitude time series. After initially applying ICA
for artifact rejection in each trial, the 280 ICA weights were recomputed
as a basis for a statistical analysis using the EEGLAB studyset functionality
(Delorme et al., 2011), where the dimensionality of the feature space
was reduced to N = 10 by applying PCA principal component analysis
(Jolliffe, 2002). The pre-clustering function PCA compresses the multi-
variate EEG features into a smaller number of mutually uncorrelated
scalp projections, and computes a vector for each component to define
normalized distances in a subspace representing the largest covariances
in the ICA-weighted data. This means that the vectors contain the 10
highest PCA components for the ICA-weighted time series responses,
scalp maps, and power, related to the three conditions. Next, the K-
means algorithm (K = 10) was applied to cluster common ICA compo-
nents within the 10 trials (σ = 3), related to the Emotiv neuroheadset
(Fig. 13) and the Easycap EEG setup (Fig. 14), respectively. Comparing
functionally equivalent groups of ICsmakes it possible to assess whether
they resemble recurring neural sources retrieved frommultiple sessions,
and to determine if the clustered ICs remain shared across the twodiffer-
ent experimental EEG setups (Fig. 5).

4.4. Mobile interfaces for neurofeedback

In contrast to personal informatics apps, neurofeedback interfaces
require the user to interact in real time with audiovisual representa-
tions of EEG data in an attempt to control the ongoing brain activity.
Neurofeedback experiments aiming to increase power in the upper
alpha range have been shown to improve cognitive performance in sev-
eral studies (Hanslmayr et al., 2005; Zoefel et al., 2011). While there
is often a peak in individual alpha brainwave power around 10 Hz,
neurofeedback trainingmakes it possible to control and shift the activity
towards theupper alpha range of 12 Hz. In relation to neurofeedback, an
ability to consciously control alpha brainwave oscillations, which as a
gating mechanism appears to be involved in selective attention (Foxe
and Snyder, 2011), might thus potentially help explain the previously
reported training effects on cognitive performance. Likewise, an associ-
ation between higher alpha frequency and good memory performance
has previously been shown (Klimesch, 1999) (Fig. 6).

However, designs for neurofeedback interfaces are often conceptual-
ized with little attention to how the actual feedback of audiovisual ele-
ments might affect the user's ability to control brain activity. Normally,
User Experience (UX) design of graphical interfaces involves initial
modeling of user needs and selection of design patterns for organizing
content and navigational layout reflecting gestalt principles. This may
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Fig. 5.Electrode locations for twomobile 16 channel EEG setups; the Emotiv neuroheadset
using saline sensors positioned laterally (left), versus a standard gel-based Easycap EEG
montage including central and midline positions (right).
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subsequently be translated into frameworks for interaction ranging from
scrollable timeline lists to multilayered contextual map metaphors
(Tidwell, 2011). Neurofeedback applications on the other hand have
typically concentrated on mapping EGG amplitude values directly onto
audiovisual components. For example, sounds of ocean waves or
high- or low-pitched gongs (Egner et al., 2004; Hinterberger et al.,
2004) would map to visual designs based on vertical scales and
squares of changing colors (Zoefel et al., 2011; Neumann et al.,
2003; Vernon et al., 2003). When targeted towards children, these
elements have been incorporated into more complex scenarios built
around airplanes, a 3D car racing environment, or a pole-vaulting
cartoonmouse (Gevensleben et al., 2009; Heinrich et al., 2007). In sum-
mary, these designs may be understood as based on contrasting combi-
nations of the following audiovisual components (Jensen et al., 2013):

• pitch (low, high)
• volume (soft, loud)
• timbre (dark, light)
• duration (short, long)
• rhythm (temporal distribution)

• geometric primitives (connected segments)
• color (discrete, gradients)
• size (proximity, scalability)
• movement (horizontal, vertical)
• composition (spatial distribution).

To explore the influence that such components might have on the
efficacy of neurofeedback training, we tested two different interfaces
developed for the SBS2. We conducted an experiment with 25 subjects
aiming at increasing their upper alpha frequency band (Jensen et al.,
2012). The neurofeedback experiment consisted of two iterations, test-
ing the two different interfaces. In the first iteration, 12 healthy sub-
jects (7 males and 5 females) with an average age of 23.6 ± 1.9 did
neurofeedback training on a replication of an existing interface
(Zoefel et al., 2011). This interface indicated brain activity based
on only two components (color gradients framed by a square prim-
itive). In the second iteration another 13 healthy subjects (7 male
and 6 female) with an average age of 26.6 ± 5.5 performed
neurofeedback training using an interface developed on basis of
the common features extracted from the first group of subjects.
The second interface combined four components (scaled down

color gradients framed by square primitives spatially distributed
horizontally and vertically).

The EEG signal from all of Emotiv's 16 electrodes was recorded and
the real-time feedback was constructed from O1 and O2. Additionally,
an offline re-referencing of P3 and P4 with the frontal electrodes AF3,
AF4, F3 and F4 allowed for P3 and P4 to be included in the later data
processing, thus covering a larger area of the relevant cortical area.
The power of the brain activity was calculated using Fast Fourier
Transformation.

Both iterations consisted of five sessions during one week from
Monday to Friday. Each session started and ended with a 5-minute
baseline recordingmeasuring the average brain activity during a simple
task. In between the baseline recordings five 5-minute training sessions
were conducted. After each session, we gathered qualitative data on the
thought patterns of the subjects leading to an increase of alpha brain ac-
tivity based on informal interviews. Each subject received a total of 25
training recordings and 10 baseline recordings.

Fig. 6. SBS2 neurofeedback training app running on an Android tablet, where a blue to
orange shift in color horizontally over time represents an increase in upper alpha power.

Fig. 7. (a) In the interface from the first version of the neurofeedback application, the
current brain activity is visualized by the square changing colors; blue indicating activity
below, gray— equal to, and red — above baseline. (b) The interface of the neurofeedback
application from the second iteration is shown with additional illustrations describing
how it is constructed: The 5-minute timeline shown in the bottom illustrates how the
training session is divided into columns of 15 s. Within a column squares would appear
first (0–3 s) in a window in the lower part of the screen, then (4–7 s) in windows above
and below the first window and lastly (8–11 s and 12–15 s) in windows above the first
two windows. The windows are shown in the rightmost column which was not shown
during the experiments. The encircled column illustrates how the user can easily compare
the ability to increase brain activity in different time intervals.
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The interface used in the first iterationwas similar to the one used in
a study by Zoefel et al. (2011), where the feedback consisted of a square
of changing colors gradually from blue, gray to red. Respectively each
color represented real-time amplitudes below, equal to baseline, or
above baseline, respectively, see Fig. 7a. The subjects were instructed
to make the square turn red. For the baseline recording a similar inter-
face setup was used but with random color changes, making the visual
stimuli similar to those of the training recordings and therefore more
compatible. The subjects were asked to count the number of times the
square turned red. This would ensure a similar cognitive task across
the subjects while recording the baseline, therebymaking these record-
ings comparable.

The feedback interface used in the second iteration consisted of
small squares being generated once a second, if the alpha amplitudes
exceeded the baseline. Over a 15 second interval the squares (maxi-
mum 15 squares) were assembled into a column, after which a new
column of squares was incrementally generated along a horizontal
axis. At the end of the 5 minute training recording, the interface
would consist of 20 columns of squares, see Fig. 7b. Thus the interface
not only showed the current amplitudes, but also the previous, allowing
the user to easily compare methods for increasing the amplitudes. The
squares not only indicated when the amplitudes exceed baseline, but
also the degree of increase by a change in color, ranging from dark
blue to orange (see Fig. 8). The degree of increase was calculated
from a running mean creating a smooth color flow. The subjects were
instructed to create as many squares as possible and preferably with
yellow and orange colors. For the baseline recording a similar interface
was used, although with squares appearing randomly in the columns
and with random color. The subjects were asked to count the yellow
and orange squares.

All subjects of both iterationswere asked to keep their eyes open for
as long as possible, and avoid muscle movements, jawmovements, and
swallowing during all recordings to limit artifacts.

5. Results and discussion

In this section we present the results of the experiments, validating
the performance of the software, platforms used, and EEG hardware.

5.1. Brain computer interface based on imagined finger tapping

In order to validate the applicability of the platform in decoding
imagined left and right finger tapping, the EEG data was bandpass
filtered (8–32 Hz) and we used the data in the interval 0.75–2.00 s
after stimuli onset as input to the common spatial pattern (CSP) algo-
rithm (Müller-Gerking et al., 1999). One important parameter in the
CSP algorithm to be controlled is the number of spatial filters. To deter-
mine the number of spatial filterswe applied cross-validation and exam-
ined the performance (accuracy of classifier) as a function of the training
size (number of trials used for training), see Fig. 9. The classifier was
trained on a balanced set of trials (i.e. equal number of left and right
trials), which was carried out 200 times for each training set size.

Fig. 9 indicates thatwe needmore than a single spatialfilter (m N 1).
When m = 2, for example, two spatial filters are used to maximize
the variance for class 1 while minimizing the variance for class 2 and
an additional two spatial filters are used to minimize the variance for
class 1 while maximizing the variance for class 2. It is interesting that
only a few spatial filters are required to obtain an accuracy close
to 60%. We also note that performance is increasing as a function of
samples, hence, even better performance can be expected if more sam-
ples are collected.

5.1.1. Source reconstruction and source separation
For further validation we applied standard statistical evaluation

for significance and correction for multiple comparisons. Thus, we
performed a Monte Carlo permutation test (Maris and Oostenveld,
2007) to check for significant electrode differences between left
and right finger tapping. Fig. 10 demonstrates a scalp map of the
effect of the averaged response based on left finger tapping minus
averaged response based on right finger tapping. The significant
channels at given time intervals are highlighted in accordance
with the Monte Carlo permutation test conducted using Fieldtrip
(Oostenveld et al., 2011). Both positive and negative effects are
detected as significant with Monte Carlo p-values of 0.012 and 0.001,
respectively. A set of 1000 random permutations were performed.
Inspecting Fig. 10 reveals significant differences over the left and the
right hemisphere and more importantly the electrodes contributing to
the significant difference between left and right imagined finger tapping
are electrodes located close to the premotor area. Thus, it seems that
these electrodes are taking over the often reported electrodes C3 and
C4 as the main drivers, as C3 and C4 are not present in the Emotiv EEG
sensor configuration.

To examine the ability to perform reliable 3D EEG imaging based
on the data acquired using an Emotiv neuroheadset, source reconstruc-
tion was carried out on the bandpass-filtered imagined finger tapping
data (8–32 Hz) also used for the classification task and in the non-
parametric statistical test. Fig. 11 illustrates the mean power of the
difference between left and right imagined finger tapping in the interval
0.75–2.00 s post-stimuli. Premotor areas are typically involved in exe-
cuting the task and in differentiating a left from right imagined
movement. This is also the case here to some extent with minor

Fig. 8. The colors of the squares indicate the intensity of the brain activity.

Fig. 9. Mean accuracy of left and right imagined finger tapping classification for a single
subject. Mean accuracy is based on 200 splits in training and test data. Classification is
based on CSP and a quadratic Bayes classifier focusing on bandpass filtered data
8–32 Hz in interval 0.75–2.00 s after onset.
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discrimination in the premotor areas and more pronounced dis-
crimination in the more frontally located areas. Note the polarity
of the power difference map, with the left hemisphere indicating
a positive difference and the right hemisphere indicating a negative
contribution. During the imagined finger tapping part, the contralateral
premotor/motor regions desynchronize (resulting in a decrease in
power within the specific frequency range) while the ipsilateral
premotor/motor regions first desynchronize shortly and right after syn-
chronize (meaning increased power within the frequency range). The
main explanation for the displacement more frontally found in Fig. 11,

is the uneven distribution of sensors for the Emotiv EPOC system, with
most of the sensors positioned frontally.

However, large proportions of the occipital and temporal areas are
also found to be active by the reconstruction. These apparent visual
and temporal source activation differences may, however, be explained
by the fact that re-referencing to an average channel is performed prior
to source estimation. Since the distribution of the sensor locations
is highly unevenly distributed, with the majority placed frontally,
re-referencing data with a strong frontal activation (e.g. eye blink/
movement) to an average reference channel will map part of the

Fig. 10.Monte Carlo permutation test for significant difference between averaged left imagined finger tapping response and averaged right imagined tapping. Electrodes located close to
the premotor region are detected as significant in the time interval 0.9–2.1 s after stimuli.

Fig. 11. Source reconstruction of mean difference power map between left and right imagined finger tapping.
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frontal activity to the temporal and occipital electrodes. To further
test this hypothesis, we investigated the influence of artifacts caused
by eye motion on the source reconstruction estimates by removing
an eye-related ICA component. Indeed, the removal of the eye move-
ment component seems to improve the source estimates significantly,
as demonstrated in Fig. 13. The operating regions (frontal areas and
slightly pre-motor regions) are more highly visible in this power differ-
ence map between the averaged left minus right imagined finger tap-
ping conditions. Similarly, as in Fig. 11, the sources are displaced more
frontally than typically, and this can be explained by the sensor posi-
tioning offered by the Emotiv EPOC system. The source reconstruction
was performed offline to ensure a fair comparison with and without
removal of the ICA component related to eye movement. The ICA
decomposition was performed using the extended Infomax algorithm
supported by EEGLAB (Fig. 12).

5.2. Visual stimulus to investigate emotional responses

Within the Emotiv data, 2 × 18 ICs have been clustered in 10 out
of 10 trials, indicating that these independent components are consis-
tently activated across all trials (Fig. 13). Similarly, in the Easycap
data, 23 ICs have been clustered within 3 standard deviations of the
K-means centroids in 10 out of 10 trials, while 9 ICs have been grouped
in 7 out of 10 trials, confirming that temporally independent activations
are also grouped across trials in this study (Fig. 14). Taking the relative

polarity of ICs into account when comparing the two studies, the clus-
tered scalp maps in both experiments suggest left lateralized prefrontal
as well as parietal activations in language areas, which integrate motor
and semantic aspects connected through the dorsal and ventral streams
in the brain (Rolheiser et al., 2011; Axer et al., 2012).

This is in line with results obtained in a recent MRI experiment
(Moseley et al., 2011) using the same verbs as in the present EEG
study, indicating that premotor neural circuits are activated when pas-
sively reading verbs related to face and hand motion and when seeing
emotional expressions. Mobile neuroimaging could potentially extend
our ability to explore such action-based links between actual motion
and emotion in an everyday context, which might in turn reflect imita-
tion of gestures or facial expressions involvingmirror neuron circuits in
the brain, possibly providing a foundation for higher level feelings of
empathy and theory of mind.

5.3. Mobile interfaces for neurofeedback

All signal processing of the data for the Neurofeedback experiment
was done off-line using the EEGLAB (Delorme and Makeig, 2004)
plug-in for MATLAB.

Since the alpha frequency band has shown to vary depending on age,
possible neurological diseases, and memory performance (Klimesch,
1999), the upper alpha frequency band had to be determined for
each individual. By identifying the peak in the power spectrum, the

Fig. 12. Source reconstruction ofmean difference powermap between left and right imagined finger tapping. Emotiv EEG data corrected by removal of ICA component associatedwith eye
movement.

Fig. 13. Single-subject EEG neuroimaging study with Emotiv 16 channel neuroheadset: PCA dimensionality reduction and K-means clustering (K = 10, σ = 3) of 140 IC scalp maps,
activation time series and event-related changes in power spectra based on 10 trials, each consisting of reading 3 × 20 emotion (blue), face (green) and hand (pink) related action verbs.

62 A. Stopczynski et al. / International Journal of Psychophysiology 91 (2014) 54–66

176
Smartphones as pocketable labs: Visions for mobile brain imaging and

neurofeedback



individual alpha peak (IAF), the upper alpha frequency band was set as
a band of 2 Hz above IAF (from IAF to IAF + 2Hz). Thus the individuals'
upper alpha frequency band were determined from the first baseline
recording of every session, and the mean amplitude was calculated for
all baseline and training recordings. Two subjects (1male and 1 female)
from the first iteration of the experiment did not complete all training
sessions, and were therefore excluded from further analysis.

In addition, it has repeatedly been reported that some subjects,
usually called non-responders, are unable to change amplitudes of the
brain frequencies significantly (Zoefel et al., 2011; Gevensleben et al.,
2009; Fuchs et al., 2003; Lubar et al., 1995). Subjects who did not
show a significant increase in the upper alpha frequencies when com-
paring the very first baseline (baseline 1 in session 1) with the training
recordings from Friday (session 5)were considered non-responders. As
a result, 3 subjects (2 female, 1 male) from the first iteration and anoth-
er 3 subjects (2 male, 1 female) from the second iteration were consid-
ered non-responders. These left 7 subjects in the first iteration (5 male,
2 female) and 10 subjects in the second iteration (5 male, 5 female)
remain for statistical analysis.

The individuals' EEG results from the baseline- and training record-
ings were normalized in respect to the first baseline Monday (session
1), thereby showing the ability to increase upper alpha (UA) amplitudes
in relation to the first baseline in percentage. The results obtained
over the week (Monday to Friday) have been plotted in Fig. 15. Each

line represents a subject's ability to increase UA amplitudes: The red
lines represent subjects from the first iteration, the black lines represent
subjects from the second iteration and the bold lines represent the non-
responders. From the graph it is clear that some subjects aremore capa-
ble of increasing their UA amplitudes and increase above 400%, whereas
others experience a decrease (usually the non-responders). In addition,
the subjects who get the highest increase are mainly those who use the
second iteration interface. However, the variance in the subject ability
to increase their UA is also greater.

These results suggest that the ability to control neural activity is very
individual and that the interface should be supportive of the individual's
strategies.

Following the approach of Zoefel et al. (2011), we fitted regression
lines to the individual UA amplitudes as a function of session number
(1–35) and used a one-sample, one-sided t-test to test whether they
were significantly greater than zero, which they were in both iterations
(p b 0.05 and p b 0.03 for the first and second iterations respectively).
We also compared the regression lines between the iterations using
a two-sample, two-sided t-test and found no significant difference
(p N 0.70). This result, in itself, could indicate that the two types of feed-
back are equally effective.

This approach does not, however, separate the effect of training (a
lasting increase in UA amplitude) from the feedback effect (an immedi-
ate increase in UA amplitude during feedback). To isolate the training

Fig. 14. Single-subject EEG neuroimaging study with Easycap 16 channel EEG setup: PCA dimensionality reduction and K-means clustering (K = 10, σ = 3) of 140 IC scalpmaps, activa-
tion time series and event-related changes in power spectra based on 10 trials, each consisting of reading 3 × 20 emotion (blue), face (green) and hand (pink) related action verbs.

Fig. 15. The individuals' upper alpha (UA) amplitude in percentage of theUA amplitude from the fist baseline recording on thefirst day (Monday). Subjects from first and second iterations
aswell as the non-responders fromboth iterations are plotted in red, black and gray, respectively. The average of these groups ismarked by bold lines in corresponding colors. All baseline-
and training recordingshave been plotted in sequence across theweek, e.g.Mondaywill showresults from thefirst baseline, then the5 training recording, endingwith the secondbaseline,
giving a total of 7 points of each day. The results illustrate a large variance in the individual subjects ability to increase UA amplitudes, where subjects from the second iteration were
capable of reaching a greater increase, although some subjects were unable to achieve any increase at all (referred to as non-responders).
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effect, we again follow the approach of Zoefel et al. who quantified the
training effect as the difference between UA amplitude during the first
baseline recording in the first session and the first baseline recording
in the last session and tested for an increase with a one-sample one-
sided t-test. Using this approach we found a significant effect in the
first iteration (p b 0.002) but not in the second iteration (p N 0.14).
This result indicates that the interface used in the first iteration was
more effective for neurofeedback training.

In addition to this, we are also interested in isolating the feedback
effect,whichwe quantify as the difference between themeanUA ampli-
tude across feedback recordings and the mean UA amplitude across
the first and last baseline recording for each session. We compare the
feedback effect from the two iterations using a repeated-measures
ANOVA with session number as within subject factor and iteration
as between groups factor. We found a significant effect of iteration
(F(1,15) = 11.85, p b 0.005) but no significant effect of session number
or the interaction between session and iteration. Based on the lack of
effect of the session number, we averaged the feedback effect across
session number and subjects within an iteration and found that
the mean feedback effect was 0.17 for the first iteration and 0.67 for
the second iteration. This result indicates that the interface used in the
second iteration wasmore effective for inducing an immediate increase
in UA amplitude.

That the feedback effect was higher in the second group without
a corresponding increase in the training effect suggests that the magni-
tude of UA amplitude during feedback does not completely determine
the training effect. This could be due to a ceiling effect, so that UA ampli-
tude during training has no effect above a certain level. Alternatively,
it could also mean that the two groups used different strategies for
increasing UA amplitude during training and that although the second
group's strategy was more efficient for increasing UA amplitude during
feedback, it did not increase the training effect. Such strategic differ-
ences could be facilitated by the difference in the visual feedback stim-
ulus. In the first group participants needed to constantly look at the
feedback stimulus to get feedback, whereas the second group could
look elsewhere intermittently and return their gaze to the feedback
stimulus only when they wished to learn about their performance.
This could change theUA amplitude during feedbackwithout increasing
the training effect as could themere physical differences in the feedback
signals.

In summary, our neurofeedback study confirms thefindings of Zoefel
et al. (2011), provides new insights into the effects of the type of feed-
back provided, and confirms that neurofeedback training is possible
with a mobile setup based on the Smartphone Brain Scanner.

6. Further perspectives

6.1. Hardware

Current consumer-grade and research-orientedmobile EEG systems
are only the first iteration of the hardware. We predict twomajor direc-
tions of the development.

On one hand, the high-density systems will become mobile,
pushing for the best possible quality of the acquired signal in natu-
ralistic conditions. The development of these systems will not be
primarily focused on making them unobtrusive, fashionable, or con-
sumer-operated. From the spectrum of the features offered by the
new EEG hardware, these systems will focus on mobility, portability,
and low-cost. They will be used in the more or less classical experi-
ments, controlled and initiated by the researchers.

On the other hand, more consumer-oriented devices will emerge.
They will be fitted for particular use-cases, which will allow to make
them smaller, concealed, and user-friendly. Such sensorswill not neces-
sarily be seen as EEG devices, but rather as cognitive state monitoring
devices, and in addition to the EEG signal, they may include other
electro-physiological signals, such as EMG, ECG, and skin conductance.

Still, the data available from a large number of such systems bought
and worn by the consumers for their particular function, may offer
an unparalleled opportunity for understanding human brain and cogni-
tive states. Gaining privacy-preserving access to, and analyzing noisy,
not-at-all or poorly annotated data originating from brain state, from
hundreds or thousands of subjects and collected over days, weeks,
or months can become one of the grand challenges for cognitive neuro-
science in the next few years.

The development of neuroheadsets and sensors accompanies
the development of mobile devices, smartphones and tablets, allowing
for personal hubs for interconnected, wearable devices. The increasing
processing power and low-energy protocols (e.g., Bluetooth 4.0, NFC)
turn our personal space into a busy network of devices (phones,
Bluetooth headsets, smart watches, glasses, hearing aids etc.). EEG
sensors, even if equipped with a single electrode, can fit naturally in
such systems, as long as they can provide certain well-defined value
for the user.

6.2. Software

The evolution of the software will be closely coupled with the use-
cases of the hardware solutions. For the research-focused high-density
mobile hardware, the minimal requirement of data collection and
possibly transmission on mobile devices can be easily satisfied with
simple software. In such cases, the already existing frameworks, such
as EEGLAB, can utilize significant processing power of desktop or even
server systems, and can even be used for data processing and transmit-
ting the extracted features back to the user.

For more consumer-oriented sensors, real-time applications, possi-
bly operating directly on mobile devices without server connection,
need to be developed. The Smartphone Brain Scanner is the first frame-
work that enables such development; pushing the limits of what can
be done in terms of creating user value by enabling novel EEG applica-
tions. As themobile devices performing the processing growmore pow-
erful, more complex algorithms can be enabled to compensate for noise
and low density of the systems.

6.3. Experiments

The vast majority of studies of neural and cognitive functions have
so far been set in the laboratory,where the subject is severely restrained
in movement, isolated from the surrounding world, and is required
to carry out the same limited task repeatedly. This is an impoverished
environment that we normally live in and are optimized to function
in; it totally ignores human agency.

Taking EEG out of the laboratory and into the natural world will
allow us tomove beyond these constraints.Measuring the EEG of a free-
ly moving subject will allow us to characterize the neural activity of
many important functions. With wearable EEG we can study natural
motion such as walking and complex composite motion. We can also
study the many cognitive tasks that we constantly perform in their
full complexity. Examples include preference-based choice as we select
given consumer goods over others, the constant updating of working
memory throughout our daily work, and the use of speech in natural
social interactions. Measuring the EEG of subjects in rich natural envi-
ronments will allow us to characterize the neural function of the per-
ceptual systems when they are met with rich multimodal stimuli in
which attention is constantly needed to select the relevant stimuli and
filter out irrelevant stimuli.

The complexity and variability of data collected in the natural envi-
ronment will be tremendous compared to the data collected in the lab-
oratory. In order to derive anything meaningful from it, the amount
of necessary data will be equally tremendous. Wearable EEG offers an
immediate solution as hours, days, even weeks of data can be collected
outside of the laboratory; something which is completely unrealistic in
lab-based experimentation.
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7. Conclusions

Mobile brain imaging, here realized as an EEG system, offers huge
promise for many research areas. Here we show our initial work with
the Smartphone Brain Scanner framework, which can record, analyze,
and 3D real-time visualize EEG signals directly on a mobile device,
using low-cost, consumer-grade neuroheadsets. The signal obtained
in the studies, although of low dimensionality (14 channels) and noisy,
can still be successfully used for multiple classical neuroscience applica-
tions, including brain-computer interfaces (BCIs), analysis of high-level
brain activity, and neurofeedback. The features of the presented system
make it possible to use in domains such as cognitive psychology,medical
applications, social science research, as well as for “self monitoring” as
promoted by the Quantified Self community5.

As the presented framework runs on mobile devices, including
tablets and smartphones, it can be coupled with other embedded sen-
sors in a natural way. In this sense, EEG serves as an extension of the
sensing capabilities of the already existing devices, and can be used
in an integrated way with the other collected data (e.g. location, social
interactions, activity level).

We argue that the presented framework enables a wide variety of
experiments, and the initial set of these presented in this paper serves
as a validation and showcase of the versatility of the framework and
general approach. It is now clear that we are at the stage where hard-
ware is powerful and inexpensive enough to be used for mobile brain
imaging, while at the same time available algorithms can handle noisy
data, allowing us to recover significant information.

The approach to user-oriented and mobile EEG does not end with
the notion of researchers using the mobile devices and consumer-
grade neuroheadsets to collect the data from the subjects.We can easily
imagine that the systems will eventually be able to deliver interesting
data to the public, giving them incentive to invest in their own hard-
ware. In this shift, the data would be collected and uploaded by the par-
ticipants themselves, distributing the cost and difficulty of running
experiments. This presents yet more challenges, such as data quality
control and privacy. On the other hand, it does give a promise of
extremely large datasets created for large populations and over long
periods of time, for only little costs.
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Abstract. Combining a 14 channel neuroheadset with a smartphone to
capture and process brain imaging data, we demonstrate the ability to
distinguish among emotional responses reflected in different scalp poten-
tials when viewing pleasant and unpleasant pictures compared to neutral
content. Clustering independent components across subjects we are able
to remove artifacts and identify common sources of synchronous brain ac-
tivity, consistent with earlier findings based on conventional EEG equip-
ment. Applying a Bayesian approach to reconstruct the neural sources
not only facilitates differentiation of emotional responses but may also
provide an intuitive interface for interacting with a 3D rendered model of
brain activity. Integrating a wireless EEG set with a smartphone thus of-
fers completely new opportunities for modeling the mental state of users
as well as providing a basis for novel bio-feedback applications.

Keywords: affective computing, mobile EEG, ICA clustering, source
reconstruction

1 Motivation

Consciousness and emotion are not separable. Cognitively speaking our feelings
can be thought of as labels that we consciously assign to the emotional responses
triggered by what we perceive [1]. While we often think of affective terms as de-
scribing widely different states, these can be represented as related components
in a circumplex model framed by the two psychological primitives: valence and
arousal [2]. Related to viewing affective pictures, earlier neuroimaging studies
have established that emotional content trigger not only autonomic responses of
increased heart rate and electrodermal skin conductance, but also distinct brain
potentials characterizing pleasant or unpleasant feelings compared to neutral
imagery [3]. These ERP responses covary with both autonomic arousal and self
report [4], and have been validated by affective user ratings in the IAPS set of
affective pictures, using the psychological dimensions of valence and arousal to
define how pleasant or intense the emotional content is perceived as being [5].
Previous brain imaging studies of emotional responses when viewing affective
pictures [4] have identified distinct differences in the ERP amplitudes elicited
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by pleasant and unpleasant compared to neutral images. An early component
emerge most pronounced for pleasant content at 150-200ms termed early poste-
rior negativity EPN, triggering a relative negative shift over temporal occipital
areas and a positive potential over central sites [6]. Followed by yet another
ERP component; a late positive potential LPP at 300-500ms, characterized by
an enhanced posterior positivity over central parietal sites for affective com-
pared to neutral content, with left hemisphere enhanced for pleasant pictures
while activation appeared right lateralized for unpleasant images [3].

Only recently affordable wireless EEG headsets, initially designed as cogni-
tive game interfaces have become available, and subsequently been applied as
brain machine interfaces to directly manipulate robotic arms [7], drive a car
[8] or mentally select images using the P300 oddball paradigm to call contacts
by mentally selecting their image from the phonebook of an iPhone [9]. Scott
Makeig et al. [10] have summarized the many benefits of brain monitoring under
naturalistic conditions, emphasizing the need for going beyond brain imaging
paradigms gauging how a few bits of information move through the brain when
tapping a finger, and widen the focus to map out how we actively perceive our
surroundings in a mobile context reflected in embodied cognition and real life
emotional responses. However the obvious question remains whether the limited
number of electrodes and the quality of consumer priced EEG sets make it fea-
sible to capture brain imaging data in noisy environments. We therefore decided
to combine a wireless neuroheadset with a smartphone for presenting media,
gauge the emotional responses by capturing the EEG data and subsequently
process and visualize the reconstructed patterns of brain activity on the device.
And in the following sections outline the mobile EEG system design, experi-
mental setup, results based on ICA analysis and source reconstruction, which
are discussed in relation to earlier neuroimaging findings obtained in laboratory
settings using conventional EEG equipment.

2 Methods

2.1 Mobile EEG system

The Neuroheadset transmits the EEG and control data to a receiver module
with a standard USB connector, originally intended for a Windows PC running
the Emotiv research edition SDK. We instead connect the receiver module di-
rectly to the USB port on a Nokia N900 smartphone, running Maemo 5. The
current version is designed as a client-server architecture so that computation-
ally expensive data analysis can be performed on a remote server and results
are transmitted back to the phone for presentation. For synchronizing the stim-
uli with the captured EEG data, we timestamp the beginning and end of the
recording when the first and last packets arrive. Meaning, the theoretical 128
Hz sample rate turns out to be 126-127 Hz when averaged over several min-
utes of recording. The timestamps saved during the experiments indicate that a
resolution of 10 msec is achieved with the current Python implementation.
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Fig. 1. The wireless 14 channel neuroheadset transmits the brain imaging data via
a receiver connected directly to the USB port on a Nokia N900 smartphone, using
components and custom-made software in order to transfer the received EEG data to
a server for further processing. The present implementation allows interaction with
a reconstructed 3D model of brain activity by mapping touch display movements to
rotation in one dimension.

2.2 Experimental setup

Eight male volunteers from the Technical University of Denmark, between the
ages of 26 and 53 (mean age 32,75 years) participated in the experiment. Repli-
cating the setup for identifying neural correlates of emotional responses triggered
by affective pictures, originally performed using a high density 129 electrode ar-
ray [3], we in the present study applied a simplified approach based on a portable
wireless Emotiv Research Edition 14 channel neuroheadset (http://emotiv.com)
to capture the signal from Ag/AgCl electrodes positioned at AF3, F7, F3, FC5,
T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4 according to the international 10-20
system. Channels were recorded at a sampling rate of 128Hz. using the electrodes
P3/P4 as CMS reference and DRL feedback respectively. Based on earlier stud-
ies showing that late emotional responses to affective pictures remain unaffected
when varying the size of images [11], the participants viewed a randomized se-
quence of 60 IAPS images presented on the 3.5” display (800 x 480 screen resolu-
tion) of N900 Nokia smartphones rather than on a standard monitor. Combining
earlier experimental designs for eliciting emotional responses when viewing af-
fective pictures, we selected 3 x 20 images from the user rated international
affective picture system IAPS [5] identical to the subset used in [3] representing
categories of pleasant (erotic and family photos) unpleasant (mutilated bodies,
snakes and spiders) and neutral images (simple objects as well non-expressive
portraits of people). Taking into consideration findings establishing that the ERP
neural correlates of affective content in images can be distinguished even when
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the exposure of target pictures are limited to 120ms [6], we opted for adopting
the experimental picture viewing paradigm outlined in [12], where a random-
ized sequence of images from the 3 x 20 IAPS picture categories are presented
with 0.5 second prestimulus consisting of a white fixation cross on black back-
ground, before a 1 second visual stimulus presentation of a picture followed by
a subsequent 1 second poststimulus black screen.

2.3 ICA data analysis

While the rows of the matrix of EEG data initially consist of voltage differ-
ences measured over time between each electrode and the reference channel,
they come to represent temporally independent events that are spatially filtered
from the channel data by applying ICA independent component analysis [13].
Even though neither the location of electrodes or aspects of volume conductance
in the brain are part of the equation, the ICA decomposition of the original data
matrix often results in independent components resembling scalp projections of
brain dipoles, as they reflect synchronous brain activity of local field potentials
projected through volume conduction throughout the scalp [14]. However part
of the recorded potentials are induced by eye movement, muscle activity and
noise and we followed the approach in [15] to cluser ICA components retrieved
from each subject to remove the artifacts and isolate the components represent-
ing information sources based on the EEGLAB plug-in (v9.0.4.4) for Matlab
(R2010b). Initially by reducing the dimensionality of the feature space to N=10
by applying PCA principal component analysis [16], which as a pre-clustering
function computes a vector for each component to define normalized distances
in a subspace representing the largest covariances within scalp maps and power
spectra. Subsequently, we applied a Kmeans algorithm choosing K=10 to clus-
ter similar ICA components and separate outliers that remain more than three
standard deviations removed from any cluster centroids. After clustering the 8 x
14 ICA components generated from the continuous EEG trial data of each sub-
ject, we after visual inspection of averaged scalp topographies and power spectra
manually removed 5 of the 10 clusters, containing spatially localized components
like eye artifacts or independent components resembling muscle activity charac-
terized by high power spectra at high frequencies.

2.4 Source reconstruction

The inverse problem of estimating the distribution of underlying sources from
a scalp map is severely ill-posed with multiple solutions, as the electrodes are
placed at a distance and therefore sum the volume conducted brain activities
from cortical areas throughout the scalp [15].We note that apart from provid-
ing a relevant neurofeedback signal it has been argued that a sparse 3D rep-
resentation may in fact also improve decoding [17]. The forward propagation
is linear and written in terms of a matrix A, relating the measured electrode
signals Y = AX + E to the sought source signals X where E is a noise term
[18]. The forward model depends on sensor positions based on a head model of
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the spatial distribution of tissue and conductivity values. Assuming the noise
to be time independent Gaussian distributed, the observation model becomes
p(yt|xt, ΣE) = N(yt|Axt, ΣE) where ΣE is the noise spatial covariance matrix.
We here apply a Bayesian formulation of the widely used minimum norm (MN)
method for solving the inverse problem [19]. The MN method allows for fast
computation of the inverse solution. In a MN setting a multivariate Gaussian
prior for the sources with zero mean and covariance α−1INd

is assumed. More-
over, it is assumed that the forward propagation model is fixed and known. With
Bayes rule the posterior distribution is maximized by

Σy = (α−1AAT + β−1INc)−1 (1)

X̂ = α−1ATΣyY (2)

where the hyper parameters, α and β are estimated online using a Bayesian EM
approach.

3 Results

a b

d c

Fig. 2. Mobile EEG event related potentials ERP averaged across eight subjects at
300-500ms after stimuli in the 8-12 Hz frequency band, captured by a 14 channel wire-
less neuroheadset when viewing affective images on the 3.5” display of a smartphone
depicting: a) pleasant - erotic couples b) unpleasant - mutilated bodies c) neutral peo-
ple and d) household objects. Compared to earlier neuroimaging findings based on the
same paradigm but using high density 129 electrode EEG equipment in a laboratory
setting [3] [6] we obtain similar results indicating: overall increased posterior activation
for a) pleasant and b) unpleasant compared to c) neutral people and d) objects, as well
as increased activation in parietal cortex for a) pleasant versus b) unpleasant content.
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a b

d c

Fig. 3. Activation at 172ms after picture onset in the 8-12Hz frequency band may rep-
resent the 150-200ms early posterior negativity EPN previously observed [3] [6] based
on reconstruction of sources generated from scalp maps averaged across eight subjects
viewing: a) pleasant b) unpleasant c) neutral people and d) objects. Consistent with
earlier neuroimaging findings, the reconstructed sources reflect increased activity in the
150-200ms time window for a) pleasant versus b) unpleasant, whereas the differences
between pleasant a) versus c) and d) neutral content appear less significant.

a b

d c

Fig. 4. Activation at 422ms after picture onset in the 8-12Hz frequency band may
represent the 300-500ms late posterior positivity LPP previously observed [3] [6] based
on reconstruction of sources generated from scalp maps averaged across eight subjects
viewing: a) pleasant b) unpleasant c) neutral people and d) objects. Consistent with
earlier neuroimaging findings, the reconstructed sources reflect increased activity and
polarity reversals in the 300-500ms time window for a) pleasant versus b) unpleasant,
and increased activity for affective versus c) and d) neutral content.
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a b c d e

Fig. 5. Clusters of scalp maps and associated power spectra generated from continuous
mobile EEG trial data from eight subjects, by applying a kmeans algorithm to 8 x 14
temporally independent ICA independent components represented in a 10 dimensional
subspace reduced by PCA principal component analysis. While the clustered ICA com-
ponents do not represent absolute scalp map polarities as such, they indicate common
sources of synchronous brain activity in the 8-12 Hz frequency band, consistent with
activities in central, temporal and parietal cortex previously observed to differentiate
responses when viewing affective pictures compared to neutral content [3] [6].

4 Discussion

Combining a 14 channel neuroheadset with a smartphone for capture and pro-
cessing of brain imaging data, our findings indicate we can distinguish among
emotional responses reflected in different scalp potentials when viewing pleasant
and unpleasant pictures and thereby replicate results previously obtained using
conventional high density 129 electrode EEG equipment [3] [6]. Analyzing the
event related potentials ERP averaged across eight subjects at 300-500ms after
stimuli in the 8-12 Hz frequency band when viewing affective images (Fig.2), we
find overall increased posterior activation for pleasant and unpleasant pictures
compared to neutral people and objects, as well as increased activation in pari-
etal cortex for pleasant versus unpleasant content. Illustrating how varying emo-
tional intensity in the 300-500ms time window after presentation of emotional
content draws attention and defines a selective processing making it possible to
distinguish among the feelings triggered when consuming media in a real life
setting.

Even though the neuroheadset has only a limited number of channels and no
central electrodes, its inclusion of positions F7/F8, P7/P8 and O1/O2 are likely
essential for the obtained results, as these electrodes have erlier been shown to
contribute significantly to the differentiation between affective and neutral pic-
tures using conventional EEG equipment [3]. Raising the question as to whether
the electrode positions can be considered similar, as the form factor of the neu-
roheadset will provide a slightly different fit for each subject depending on the
shape of the head in contrast to traditional EEG caps. However, even when
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electrodes are accurately placed the recorded potentials may still vary due to
individual differences in cortical surface and volume conduction. We therefore
clustered the 8 x 14 ICA components generated from continuous EEG trial data
in order to identify common patterns of brain activity across the eight subjects.
Among the clusters retained after artifact removal (Fig.5), 39 ICA components
clustered in b) and d) were shared by all eight subjects, the 18 ICA compo-
nents within clusters a) and e) by five subjects, while c) was related to 7 ICA
components found in three subjects. Indicating an ability to consistently cap-
ture common patterns of brain activity across subjects even when taking into
account the less accurate positioning and limited number of electrodes. While
the clustered ICA components do not represent absolute scalp map polarities as
such, they indicate common sources of synchronous brain activity in the 8-12 Hz
frequency band, consistent with activities in central, temporal and parietal cor-
tex previously observed to differentiate responses when viewing affective pictures
compared to neutral content [3] [6].

Going beyond analysis of averaged ERPs and clustering of ICA components,
we took a Bayesian approach to learn the parameters for applying the mini-
mum norm (MN) method and thus reconstruct the underlying sources from the
recorded scalp potentials. Initially exploring the 150-200ms time window an acti-
vation at 172ms after picture onset in the 8-12Hz frequency band may represent
the early posterior negativity EPN previously observed [3] [6] here based on re-
construction of sources generated from scalp maps averaged across eight subjects
viewing: a) pleasant b) unpleasant c) neutral people and d) objects. Consistent
with earlier neuroimaging findings, the reconstructed sources reflect increased
activity in the 150-200ms time window for pleasant versus unpleasant, whereas
the differences between pleasant versus neutral content appear less significant.
This early component thought to reflect direction of attentional resources has
earlier been found to be more significant for pleasant relative to neutral con-
tent, and source reconstruction may thus potentially provide additional features
for differentiating among positive and negative content. Within the 300-500ms
time window we found a maximal activation at 422ms after picture onset which
based on the reconstructed sources may represent the late posterior positivity
LPP previously observed using a conventional EEG setup [3] [6]. It has been sug-
gested that the LPP component reflects increased allocation of neural resources
for processing emotionally salient relative to neutral content, which here appear
activated in the left parietal cortex for pleasant versus unpleasant, and increased
activity for affective versus neutral content. Applying a Bayesian formulation to
reconstruct the underlying neural sources may thus provide additional informa-
tion that not only adds to the differentiation of emotional responses captured in
a mobile EEG setting, but may also provide an intuitive interface for interact-
ing with a 3D rendered model of brain activity as a basis for developing novel
bio-feedback applications. (Fig.1).

The early and late components are not limited to differentiating among the
stark emotional contrasts characterizing images selected from the IAPS collec-
tion [5]. Whether we read a word with affective connotations, come across some-
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thing similar in an image or recognize from the facial expression that somebody
looks sad, the electrophysical patterns reflecting the connections among neural
populations in the brain seem to suggest that the underlying emotional pro-
cesses might be the same [20]. Reflecting that we are constantly attracted to or
avoiding sensations related to traces in memories capturing pleasure and pain of
past experiences, that as feelings are conceptualized as bodily states integral to
establishing our sense of self [21]. Using fMRI imaging in experiments to trace
which parts of the brain are involved when people read emotional words, the
results indicate that activation in two distinct neural networks are linearly cor-
related with the values of valence or arousal [22]. Overall the valence network
linking prefrontal areas and the amygdala are activated in a reciprocal manner
whenever the emotional balance shifts from positive to negative, suggesting a
feedback loop that moderate our feelings in order for them not to grow out of
bounds. Whereas the amount of arousal in words are positively correlated with
increased neural activity in a circuit involving the cingulate cortices and the
hippocampus linked to prefrontal areas that might again provide an inhibiting
effect on arousal. Meaning that the our responses to the emotional content we
come across in images or words as measured in the IAPS [5] and ANEW [23]
user rated values framed by the dimensions of valence and arousal, might liter-
ally correspond to actual neural processes in the brain pertaining to two distinct
networks. The ability to continuously capture these patterns by integrating wire-
less EEG sets with smartphones for runtime processing of brain imaging data
may offer completely new opportunities for modeling the mental state of users in
real life scenarios as well as providing a basis for novel bio-feedback applications.

Acknowledgments. This work is supported in part by the Danish Lundbeck
Foundation through CIMBI Center for Integrated Molecular Brain Imaging.
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6. Harld T. Schupp, Markus Junghöfer, Almut I. Weike, and Alfons O. Hamm, “The
selective processing of briefly presented affective pictures: An erp analysis,” Psy-
chophysiology, vol. 41, pp. 441–449, 2004.

192
Smartphones get emotional: mind reading images and reconstructing the

neural sources



10 M.K. Petersen, C. Stahlhut, A. Stopczynski, J.E. Larsen and L.K. Hansen

7. G.N. Ranky and S. Adamovich, “Analysis of a commercial eeg device for the control
of a robot arm,” in IEEE 36th Annual Northeast Bioengineering Conference, 2010,
vol. IEEE Explore DOI: 10.1109/NEBC.2010.5458188.

8. Chuck Squatriglia, “Thinking your way through traffic in a brain-controlled car,”
Wired, vol. http://www.wired.com/autopia/2011/03/braindriver-thought-control-
car/, 2011.

9. Andrew T. Campbell, Tanzeem Choudhury, Shaohan Hu, Hong Lu, Matthew K.
Mukerjee, Mashfiqui Rabbi, and Rajeev D.S. Raizada, “Neurophone: brain-mobile
phone interface using a wireless eeg headset,” in ACM MobiHeld, 2010, pp. 1–6.

10. Scott Makeig, Klaus Gramann, Tzyy-Ping Jung, Terrence J Sejnowski, and Howard
Poizner, “Linking brain, mind and behavior,” Int J Psychophysiol, vol. 73, no. 2,
pp. 95–100, 2009.

11. Andrea de Cesarei and Maurizio Codispoti, “When does size not matter? effects
of stimulus size on affective modulation,” Psychophysiology, vol. 43, pp. 207–215,
2006.

12. Christos A. Frantzidis, Charalampos Bratsas, Christos L. Papadelis, Evdokimos
Konstantinidis, Costas Pappas, and Panagiotis D. Bamidis, “Toward emotion
aware computing: an integrated approach using multichannel neurophysiological
recordings and affective visual stimuli,” IEEE Transactions on Information Tech-
nology in Biomedicine, vol. 14, no. 3, pp. 589–597, 2010.

13. Pierre Comon, “Independent component analysis, a new concept?,” Signal pro-
cessing, vol. 36, pp. 287–314, 1994.

14. Arnaud Delorme and Scott Makeig, “Eeglab: an open source toolbox for analysis
of single-trial eeg dynamics including independent component analysis,” Journal
of Neuroscience Methods, vol. 134, no. 1, pp. 9–21, 2004.

15. Arnaud Delorme, Tim Mullen, Christian Kothe, Zeynep Akalin Acar, Nima
Bigdely-Shamlo, Andrey Vankov, and Scott Makeig, “Eeglab, sift, nft, bcilab and
erica: new tools for advanced eeg processing,” Computational Intelligence and
Neuroscience, vol. doi:10.1155/2011/130714, pp. 1–12, 2011.

16. Ian T. Jolliffe, Principal Component Analysis, Springer Series in Statistics.
Springer, 1986 (2002).

17. Michel Besserve, Jacques Martinerie, and Line Garnero, “Improving quantification
of functional networks with eeg inverse problem: Evidence from a decoding point
of view,” NeuroImage, vol. 55, no. 4, pp. 1536–1547, 2011.

18. S. Baillet, J.C. Mosher, and R.M. Leahy, “Electromagnetic brain mapping,” IEEE
Signal Processing Magazine, vol. 18, pp. 14–30, 2001.
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Abstract

Combining low-cost wireless EEG sensors with smartphones offers novel opportunities for mobile brain imaging in an
everyday context. Here we present the technical details and validation of a framework for building multi-platform, portable
EEG applications with real-time 3D source reconstruction. The system – Smartphone Brain Scanner – combines an off-the-
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reconstruction of 3D images of brain activity. We present examples of brain activity captured in a simple experiment
involving imagined finger tapping, which shows that the acquired signal in a relevant brain region is similar to that obtained
with standard EEG lab equipment. Although the quality of the signal in a mobile solution using an off-the-shelf consumer
neuroheadset is lower than the signal obtained using high-density standard EEG equipment, we propose mobile application
development may offset the disadvantages and provide completely new opportunities for neuroimaging in natural settings.
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Introduction

In the last few years, the research communities studying human

behavior have gained access to unprecedented computational and

sensing power that basically ‘‘fits into a pocket’’. This has

happened for both specialized equipment used for building

research tools, such as Reality Mining Badges [1] or accelerometer

sensors [2], and for consumer-grade, off-the-shelf devices.

Smartphones and tablets are capable of sensing, processing,

transmitting, and presenting information. This has already had a

significant impact on many research domains, such as social

science [3], computer-human interaction [4], and mobile sensing

[5,6]. In neuroscience there is a widely recognized need for

mobility, i.e., for devices that support quantitative measurements

in natural settings [7–9]. Here we present our work on the

Smartphone Brain Scanner, investigate the feasibility of off-the-shelf,

consumer-grade equipment in a neuroscience context, and build a

mobile real-time platform for stimulus delivery, data acquisition,

and processing with a focus on real-time imaging of brain activity.

Consumer-grade neuroheadsets, capable of recording brain

activity generated by post-synaptic potentials of firing neurons,

captured through electrodes placed on the scalp using Electro-

encepahlography (EEG), have only recently made mobile brain

monitoring feasible. Seen from a mental state decoding perspec-

tive, even a single channel EEG recording measuring the changes

in electrical potentials (based on a passive dry electrode positioned

at the forehead and a reference typically placed on the earlobe),

allows for measuring mental concentration and drowsiness by

assessing the relative distribution of frequencies in brain-wave

patterns throughout the day. Simply measuring the dynamic

variability of brain-wave frequency components in a mobile

scenario may be translated into neural signatures, e.g., reflecting

whether a user is on the phone while driving a car [10]. Similarly,

positioning the single EEG electrode headband over the temple

may provide the foundation for building a Brain-Computer

Interface (BCI) utilizing the ability to capture steady-state visual-

evoked potentials (SSVEP) from the visual cortex when looking at

flashing lights patterns, and thereby design a BCI interface for

prediction with high accuracy and no previous training when a

disabled user is focusing on a specific area of a screen, based on the

time-locked EEG traces automatically generated as multiples of

the particular flashing light frequencies [11].

As an example of the underlying technology used in several

consumer products, the ThinkGear module manufactured by

NeuroSky (http://www.neurosky.com/Products/ThinkGearAM.

aspx) integrates a single dry electrode (reference and ground)

attached to a headband. Essentially a system on a chip, it provides

A/D conversion and amplification of one EEG channel, capable

of capturing brain-wave patterns in the 3–100 Hz frequency

range, recorded at 512 Hz sampling rate. Consumer neurohead-

sets, such as those manufactured by Emotiv (http://www.emotiv.

com) provide low-density neuroimaging based on 16 electrodes

and typically support real-time signal processing in order to

complement standard EEG measures with aggregate signals,

which provide additional information on changes in mental state,

or facilitate control of peripheral devices related to games. Their

portability and built-in wireless transmission makes them suitable

for the development of fully mobile systems, allowing for running

EEG experiments in natural settings. The improved comfort of
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these mobile solutions also allows for extending neuroimaging

experiments over several hours. Furthermore, the relatively low

cost of the neuroheadsets and mobile devices potentially opens

new opportunities for conducting novel types of social neurosci-

ence experiments, where multiple subjects are monitored while

they interact [12,13].

However, such ‘low-fi’ mobile systems present a number of

challenges. In real-time applications requiring signal processing to

be performed with the lowest possible delay in order to present

feedback to the user, the limited computational power of mobile

devices may be a constraint. A solution might be to offload parts of

the processing to an external server and retrieve the processed

results over the network. This approach, however, requires

network connection, possibly with low and constant delays, as

well as more complicated client-server architecture. Also in terms

of battery life, the local computation is more power-efficient than

continuous transmission to the server and back. Consumer-grade

mobile devices also present technical challenges for writing high-

quality software; the devices operate on systems that are not real-

time (RTOS), as they do not guarantee certain delays in data

processing, and as such are ill-suited for time-sensitive tasks. These

limitations might also affect timing of visual or auditory stimuli

presentation, as well as synchronization with other sensors. From a

neuroscience perspective, low-resolution recordings and artifacts

induced in a mobile setup both present significant challenges.

Noise and confounds are introduced by movement of the subject

and electrical discharges, while the positioning of the electrodes

might be less than ideal when compared to a standard laboratory

EEG setup [14–17]. Nevertheless, we hold that these drawbacks

are clearly offset by the advantages of being able to conduct studies

incorporating larger groups of subjects over extended periods of

time in more natural settings. We suggest that mobile EEG systems

can be considered from two viewpoints: as stand-alone portable

low-fi neuroimaging solutions, or as an add-on for retrieving

neuroimaging data under natural conditions complementary to

standard neuroimaging lab environments.

In terms of software programming, creating a framework for

applications in C++ rather than in prevalent environments such as

MATLAB, while approaching the problem as a smartphone

sensing challenge, might enable new types of contributions to

neuroscience. The Human-Computer Interaction (HCI) commu-

nity is already starting to apply consumer-grade headsets to extend

existing paradigms [18], thus incorporating neuroscience as a

means to enhance data processing. Similarly, the availability of

low-cost equipment means even general ‘hacker-and-tinkerers’

audiences will almost certainly gain interest in using neuroscience

tools (http://neurogadget.com). We see a great value in the

emerging potential of entirely new groups of researchers and

developers becoming interested in neuroscience and obtaining

tools allowing them to develop new kinds of applications.

In a previous communication [19], we discussed opportunities

and challenges in mobile and portable EEG. Here we address the

foundations of the Smartphone Brain Scanner system, focusing on

engineering and technical aspects of both software and hardware

components. We describe the computational architecture of the

framework, and discuss timing, reliability, and quality of the

obtained signal. In particular we report on the results of a

validation experiment comparing the system with a conventional

EEG acquisition system in a prototypical application.

Related Work
Our real-time imaging EEG setup mediates between two

hitherto disparate fields in sensorics, being on the one hand a

down-sized neuroimaging device and on the other hand a

sophisticated smartphone sensor system for cognitive monitoring

in natural conditions. We therefore briefly review the state of the

art in both domains.

Neuroimaging. Several software packages for offline and

online analysis of biomedical and EEG signals are available. The

most popular packages for off-line analysis are EEGLAB and

FieldTrip; for building real-time BCI-oriented applications,

notable frameworks are BCILAB, OpenViBE, and BCI2000.

EEGLAB is a toolbox for the MATLAB environment and is

useful for processing collections of single-trial or averaged EEG

data [20]. Functions available in this framework include data

importing, preprocessing (artifact rejection, filtering), independent

component analysis (ICA), and others. The framework can be used

via a graphical interface or by directly manipulating MATLAB

functions. The toolbox is available as an open source (GNU

license) and can be extended to incorporate various EEG data

formats coming from different hardware. Similarly, FieldTrip is an

open source (GNU License) MATLAB toolbox for the analysis of

MEG, EEG, and other electrophysiological data [21]. Among

others, FieldTrip has pioneered high-quality source reconstruction

methods for EEG imaging. FieldTrip has support for real-time

processing of data based on a buffer construction that allows

chunking of data for further processing in the MATLAB

environment.

BCILAB is a toolbox for building online Brain-Computer

Interface (BCI) models from available data [22]. It is a plugin for

EEGLAB running in MATLAB, providing functionalities for

designing, learning, use, and evaluation of real-time predictive

models. BCILAB is focused on operating in real-time for detecting

and classifying cognitive states. The classifier output from BCILAB

can be streamed to a real-time application to effect stimulus or

prosthetic control, or may be derived post-hoc from recorded data.

The framework is extensible in various layers; additional EEG

hardware as well as data processing steps (e.g., filters and

classifiers) can be added. But as these toolboxes are developed

within the MATLAB environment, neither FieldTrip’s real-time

buffer nor BCILAB are suitable for mobile application develop-

ment.

OpenViBE is a software framework for designing, testing, and

using Brain-Computer Interfaces [23]. The main application fields

of OpenViBE are medical i.e., assistive technologies, bio- and

neurofeedback as well as virtual reality multimedia applications.

OpenViBE is an open source (LGPL 2.1) and targets an audience

focused on building real-time applications for Windows and Linux

Operating Systems, and does not specifically support light-weight

mobile platforms. A similar C++ based framework for building

real-time BCI applications is BCI2000 [24]. A comprehensive

review of the BCI frameworks can be found in [25]. Some of the

consumer EEG systems also include Software Development Kits

(SDKs), allowing for data acquisition, processing, and building

applications. Emotiv SDK, available with the Research Edition of

the Emotiv system is multi-platform, currently running on Linux,

OSX, and Windows. The SDK allows for building applications,

either using raw EEG data or extracted features, including

affective state and recognition of facial expressions based on eye

movements. The extracted features can be integrated into a C++
or C# application through a set of dynamically linked libraries.

Although such SDK frameworks can greatly speed up the process

of building BCI applications, they are mostly targeted towards

scenarios where immediate feedback is available, such as gaming,

and it remains a challenge to validate or tweak code for custom

needs. To sum up, none of the aforementioned software platforms

can easily be adapted to support mobile and embedded devices.

The Smartphone Brain Scanner
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There exist various repositories of openly available human EEG

data [26,27]. Such datasets contain both recordings from high-

density and low-density systems and are an important tool for

advancing the field. We feel that the increased availability of EEG

systems will result in even more publicly available data. Although

very beneficial for the field, this will undoubtedly raise concerns

about the privacy of the subjects, whose very sensitive data in the

form of EEG recordings, will possibly exist indefinitely.

Cognitive monitoring systems. Mobile brain imaging

might also be viewed as yet another sensor extension to self-

tracking applications, which have become prevalent with smart-

phones and the emergence of low-cost wearable devices - lowering

the barriers for people to engage in life logging activities [28]. With

the availability of multiple embedded sensors, modern smartphones

have become a platform for out-of-the-box data acquisition of

mobility (GPS, cellular network, WiFI), activity level (accelerome-

ter), social interaction (Bluetooth, call, and text logs), and

environmental context (microphone, camera, light sensor) [3].

Recently, non-invasive recording of brain activity has become

common as several low-cost commercial EEG neuro-headset and

headband systems have been made available, including the

previously mentioned Emotiv EPOC and NeuroSky, the InteraXon

Muse (http://www.interaxon.ca/), Axio (http://www.axioinc.com/),

and Zeo (http://myzeo.com/). These sensors support applications

ranging from BCI, game control, stress reduction, and cognitive

training, to sleep monitoring. These neuroheadsets feature up to 16

electrodes, but ongoing developments promise next-generation low-

cost EEG devices with a significantly higher number of electrodes,

better quality signals, and improved comfort. The Smartphone Brain

Scanner framework described in this paper can be used with mobile

EEG devices with various numbers of electrodes to allow for capture

of neuroimaging data over several hours. Battery tests on Samsung

Galaxy Note with all wireless radios and screen turned off resulted in

11 hours of uninterrupted recording and storage of data from an

Emotiv EPOC headset. However, current generation neuroheadsets

are limited by their solution-based electrodes, which dry out. More

comfortable designs [29,30] may be required for continuous mobile

neuroimaging throughout the day.

Beyond EEG, multiple bio signals and physiological parameters

can contribute to cognitive state monitoring, such as respiratory

rate [31], heart rate variability, galvanic skin response [32], blood

pressure, oxygen saturation, body/skin temperature, ECG, EMG,

and body movements [33]. A webcam or a camera embedded in a

smartphone can allow measurements of heart rate, variability, and

respiratory rate by analyzing the color channels in the video signal

[34]. Continuous monitoring of heart rate is enabled by pulse

watches (http://www.polar.com/) and recently by the Basis Band

wrist-worn sensor (http://www.mybasis.com), which allows 24/7

recording under a subset of conditions (non-workout situations).

Both continuous heart rate monitoring solutions allow user

mobility and measurements in natural conditions. The Q Sensor

from Affectiva (http://www.affectiva.com/) is an example of a

system for monitoring galvanic skin response (GSR) and

accelerometer and temperature data from a wrist-worn device.

FitBit (http://www.fitbit.com/) is an example of a wearable

pedometer, monitoring number of steps taken, distance traveled,

calories burned, and floors climbed.

Methods: Smartphone Brain Scanner

The Smartphone Brain Scanner (SBS2) is a software platform for

building research-oriented and end-user-oriented multi-platform

EEG applications. The focus of the framework is on mobile

devices (smartphones, tablets) and on consumer-grade (low-density

and low-cost) mobile neurosystems (see Figure 1). The SBS2 is

freely available under the MIT License on GitHub at

https://github.com/SmartphoneBrainScanner. The repositories

contain the core of the framework, as well as example applications.

The documentation hosted on GitHub wiki pages (https://github.

com/SmartphoneBrainScanner/smartphonebrainscanner2-core/

wiki) includes instructions for compiling the software, building the

hardware components, preparing the devices, and writing custom

applications. An active mailing list for developers also exists at https://

groups.google.com/forum/#forum/smartphonebrainscanner2-dev

The SBS2 framework is divided into three layers: low-level data

acquisition, data processing, and applications. The first two layers

constitute the core of the system and include common elements

used by various applications. An overview of the architecture is

shown in Figure 2.

Smartphone Brain Scanner
Key features. With a focus on the mobile devices, SBS2 is a

multi-platform framework. The underlying technology – Qt – is an

extension of C++ and is currently supported on the main desktop

operating systems (Linux, OSX, Windows) as well as on mobile

devices (Android, BB10, and partially iOS, see http://qt.digia.

com/Product/Supported-Platforms/).

We have aimed for a modular framework, allowing for adding

and modifying data acquisition and processing blocks. The

modules are created as C++ classes and integrate directly with

the core of the framework. The framework supports building real-

time applications; data can be recorded for subsequent off-line

analysis. However, most of the implemented data-processing

blocks aim to provide real-time functionality for working with the

EEG signal. The applications developed with SBS2 can be

installed on both desktop and mobile devices; installation can be

started by the user and distributed via regular channels, such as

repositories and application stores.

Data acquisition. The Data Acquisition layer is responsible

for setting up communication with an EEG device, acquiring the

raw data, and forming packets. Three primary objects are used:

Sbs2Mounter, Sbs2DataReader, and Sbs2Packet, thereby ab-

stracting all the specificities of the EEG systems (hardware) and of

the OS+ device running the software (platform). Different

embedded devices, even with the same OS, may require a specific

code for certain low-level functionalities, for example to access the

USB port. A higher-fidelity architecture is shown in Figure 3. The

EEG hardware is set up by a specialized Sbs2Mounter object. The

information about the hardware (e.g. mounting point, serial

number) is passed to a Sbs2DataReader object. This object

subsequently begins reading the raw data from the hardware. The

raw data are passed to a Sbs2Packet object to create a proper

encapsulation, setting the values for all the EEG channels and

metadata. Once formed, the packet is pushed to the Data

Processing layer via a Sbs2Callback object.

The Data Acquisition layer of the SBS2 was originally designed

to support the Emotiv EEG headset. It has been extended to

support additional hardware, such as custom made EasyCap

hardware, by implementing additional classes of the hardware

mounter, data reader, and packet creator. For Emotiv headset, this

layer also contains the data decryption module, as the stream

coming from the device is encrypted.

Mounting the EEG hardware on a desktop and embedded

devices requires drivers, either standard kernel modules or

proprietary drivers created by the vendor. The Emotiv EPOC

USB receiver is mounted as/dev/hidraw in Linux (desktop and

Android), provided the device and the kernel support the USB

host mode and have the HIDRAW module enabled. Most desktop
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Linux flavors have both by default, but currently most Android

mobile devices only support the USB host mode out-of-the-box. In

the current implementation, a custom kernel needs to be compiled

with the HIDRAW module enabled. Reading the data directly

from the /dev/hidraw device requires ‘root’ privileges, which must

be enabled on Android devices to acquire data from the Emotiv

EPOC receiver. This is possible for most recent Android devices,

e.g. for the Nexus (developer) line of devices. We can expect that

the next generation of mobile neuroheadsets will use standardized

Bluetooth low-energy protocols and Android devices will be able

to support them by default. This will likely have a significant

impact on the adoption of neuroimaging outside lab environments.

Data processing. Well-formed EEG packet objects are used

for data processing. The functionality of this layer is hardware-

agnostic and depends only on packet content, i.e. data for the EEG

channels, reflecting a particular sensor configuration, and sam-

pling frequency. Single packets are dispatched to different

processing objects and methods, including recording, filtering,

3D reconstruction, etc. Some operations need to collect data into

frames and run asynchronously (in separate thread), pushing the

results back to the callback object once the results are ready.

Sbs2Callback is an object implementing the getData(Sb-

s2Packet*) method, to which single packets are always passed

and can then be dispatched to the Sbs2DataHandler or pushed to

the Application layer. Sbs2DataHandler is an object providing

methods for data processing, by delegating them to specialized

objects, including Sbs2FileHandler and Sbs2Filter.

The framework for data processing is extensible and new

modules can be added to the core; the data handler prepares the

data in a format expected by the processing block (e.g. collecting

packets into larger frames) and runs the processing method. The

currently implemented blocks allow for a variety of processing

operations. The raw EEG data can be recorded, including time-

stamped events (stimuli onsets, user responses, etc.). Raw packets,

as well as extracted features and arbitrary values, can be streamed

over the network for either data processing or interconnection

between devices (multiplayer gaming is one example). Other

methods for data processing, including filter, FFT, spatial filter

(CSP), and classifier (LDA), are also implemented and can be used

for building the pipelines.

3D Imaging
The most advanced data-processing block of the Smartphone

Brain Scanner is the source reconstruction aimed at real-time 3D

imaging as demonstrated in Figure 4. Videos demonstrating the

Smartphone Brain Scanner are available at http://milab.imm.dtu.

dk/eeg. Source reconstruction estimates the current sources within

the brain most likely to have generated the observed EEG signal at

Figure 1. Smartphone Brain Scanner applications running on Android devices. Neurofeedback training and real-time 3D source
reconstruction running on Android mobile devices via a wireless connection to an Emotiv or Easycap EEG systems.
doi:10.1371/journal.pone.0086733.g001

Figure 2. Overview of the layered architecture of the SBS2
framework. Data from the connected EEG hardware are acquired and
extracted by specific adapters and all subsequent processing is
hardware agnostic. The empty boxes indicate the extendability of the
architecture allowing additional hardware devices for data acquisition
and additional processing methods.
doi:10.1371/journal.pone.0086733.g002

The Smartphone Brain Scanner

PLOS ONE | www.plosone.org 4 February 2014 | Volume 9 | Issue 2 | e86733

201



scalp level. As the number of possible source locations far exceeds

the number of channels, this is known to be an extremely ill-posed

inverse problem. A unique solution is obtained by imposing prior

information in correspondence with anatomical, physiological, or

mathematical properties [35–37]. Implemented inverse methods

in the SBS2 cover Bayesian formulations of the widely used

Minimum-norm method (MN) [37] and low-resolution electro-

magnetic tomography (LORETA) [38]. The Bayesian formulation

used in the SBS2 framework allows adaptation of hyper-

parameters to different noise environments in real-time. This is

an improvement over previous real-time source reconstruction

approaches [39–41] that applied heuristics to estimate the

parameters involved in the inverse method. The current source

reconstruction is based on an assumed forward model matrix, A,

connecting scalp sensor signals Y (channel by time) and current

sources S (cortical locations by time) [42]

Y~ASzE: ð1Þ

The term E accounts for noise not modeled by the linear

generative model. When estimating the forward model a number

of issues are taken into consideration, such as sensor positions, the

geometry of the head model (spherical or ‘realistic’ geometry), and

tissue conductivity values [43–45]. With the forward model A
given and the linear relation in Eq. (1), the source generators can

be estimated. We assume the noise term to be normally

distributed, uncorrelated, and time-independent, which leads to

the probabilistic formulation:

p Y Sjð Þ~ P
Nt

t~1
N yt Ast,b

{1INc

��� �
ð2Þ

p Sð Þ~ P
Nt

t~1
N st 0,a{1LT L

��� �
: ð3Þ

Where p Sð Þ is the prior distribution over S with L given as a graph

Laplacian ensuring spatial coherence between sources and b{1 as

the noise variance. Using Bayes’ rule, the posterior distribution

over the sources is maximized by

p S Yjð Þ~ P
Nt

t~1
N st mt,Ssjð Þ

Ss~a{1INd
{a{1AT SyAa{1

S{1
y ~a{1ALT LATzb{1INc ð4Þ

�sst~a{1AT Syyt: ð5Þ

Here, L denotes a spatial coherence matrix, which in the current

form takes advantage of the graph Laplacian using a fixed

smoothness parameter (0:2).

Handling noise estimation is a crucial part for acquiring reliable

source estimates. We have previously examined how eye-related

artifacts can corrupt the source estimates for low density EEG caps

with unevenly distributed sensors such as the Emotiv EPOC [19].

While we here have adopted the assumption of the noise to be

uncorrelated, correlated noise can easily be included in the model

above, either directly in the model or indirectly through pre-

processing the data prior to the source modeling. Direct modeling

of the correlated noise can be achieved by replacing the identity

matrix INc
with a full noise covariance matrix SE . Estimation of

the noise covariance matrix could e.g. be carried out through

calibration sessions. By online estimating the hyperparameter b
the inverse solver continuously can model the amount of noise

present in the data.

The present data analytic pipeline does not include real-time

artifact reduction steps, hence cleaning of data for eye, muscle, or

motion induced artifacts must be carried out post hoc in the

Figure 3. The Smartphone Brain Scanner architecture. Data are acquired in the first layer from the EEG hardware, passed to the Data
Processing Layer, and extracted. Features, as well as raw values, are then available for applications.
doi:10.1371/journal.pone.0086733.g003
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present system. Thus real-time imaging experiments, bio-feedback

etc. should be done under circumstances that reduce artifacts.

Methods: Experimental Designs

In this section we briefly describe the design of the experiments

demonstrating and validating the potential of the SBS2 frame-

work, the specific hardware, and the mobile approach in general.

Timing and Data Quality
First, we analyzed the data and timing quality. Many

neuroscience paradigms rely heavily on accurate synchronization

between EEG signal and stimuli, user response, or data from other

sensors (e.g., P300, steady state visual evoked potentials). However,

we can also envision applications in which the present ‘low-cost’

mobile setup will be used to collect data from many subjects over

extended periods, where precise synchronization is less important.

Emotiv EEG sampling. The measurements are all based on

the Emotiv EEG neuroheadset. The nominal sampling frequency

of this neuroheadset is 128 Hz (down-sampled from internal

2048 Hz). For validation purposes we tested the actual sampling

rate obtained from three randomly picked Emotiv devices

(10610 min measurements for each).

Data quality. The Emotiv hardware adds a modulo 129
counter (0{128) to every packet transmitted from the device. This

allows for data quality control (dropped packets) with the accuracy

of a modulo 129. It is possible to obtain long recordings (over one

hour) using this neuroheadset and SBS2. The battery in the

Emotiv hardware is rated at 12h of continuous operation; in

recording-only setup, a mobile device such as Galaxy Note (offline

mode, screen off, only decrypting and recording) lasts for around

10h. Provided good visibility between the Emotiv EEG neuro-

headset transmitter (located in the back part of the headset) and

the USB receiver was maintained, we were able to achieve zero

packet loss in the full rundown recording. In order to acquire an

EEG signal of good quality, the impedance between the electrodes

and the scalp should be kept under 5kV. The Emotiv headset

embeds the channel-quality information in the signal directly

(2 Hz per channel, multiplexed into the signal). The values are

unscaled, and come from applying a square wave of 128Hz to the

DRL feedback circuit and extracting the amplitude of the inherent

square wave using phase-locked detection on each channel. In

principle, the obtained values can be calibrated using a known

impedance. For regular usage, however, the hardware manufac-

turer assures the green color of the indicator (channel quality value

greater than 407) corresponds to sufficiently low impedance of the

electrode. From our experience with the system this appears

correct.

Timing. In order to measure the total delay in the system, we

used the setup as depicted in Figure 5. A sinusoidal audio tone of

10Hz, with its trailing and following periods of silence, was

generated and amplified so it could be detected by the EEG

hardware and also so it could be split into oscilloscope and EEG

hardware. The software on the device performed peak detection

on the signal and visualized the peaks by changing the screen color

from black to white. This change was detected by a photocell,

connected to the second channel of the oscilloscope. We can then

calculate dt1~t2{t1, indicating the total delay of the system from

the physical signal reaching the EEG hardware to being visualized

on the screen (without any additional processing), see Figure 6. We

also look at the jitter dt2 as the difference between min and max
values of dt1. The observed delta depends on the EEG sampling

rate (here 128Hz), the processing power of the device, and the

screen refresh rate (60Hz for all tested devices).

Imagined Finger Tapping
One of the most widely investigated paradigms in the BCI

literature is a task in which a subject is instructed to select between

two or more different imagined movements [19,46–49]. Such

experiments are rooted in a central aim of many BCI systems,

Figure 4. Snapshot of the SBS2 real time brain imaging system
running on a Samsung Galaxy Note 2. EEG recorded using the
Emocap [29], based on the Emotiv EEG wireless transmission setup.
Visible in the picture is the entire setup required for data acquisition,
processing, and visualization. The subject of the photograph has given
written informed consent, as outlined in the PLOS consent form, to
publish this photograph.
doi:10.1371/journal.pone.0086733.g004

Figure 5. The timing measurement setup. 10 Hz sinusoid is generated with a computer sound card, amplified, and fed into an oscilloscope and
the EEG hardware. The device acquiring the EEG data responds to the sinusoid signal with changes of screen brightness, which is detected by a
photocell connected to the oscilloscope. The time difference between the two signals is used to calculate the system delay.
doi:10.1371/journal.pone.0086733.g005
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namely of being able to assist patients with severe motor disabilities

to communicate by ‘thought’. In this contribution we replicated a

classical experiment with imagined finger tapping (left vs. right)

inspired by [49]. The setup consisted of a set of three different

images with instructions: Relax, Left, Right. In order to minimize the

effect of eye movements, the subject was instructed to focus on the

center of the screen, where the instructions also appeared (3.5 inch

display size, 8006480 pixels resolution, at a distance of 0.5 m).

The instructions Left and Right appeared in random order. A total

of 200 trials were conducted for a single subject.

Results and Discussion

In this section we present and discuss the results of the

experiments, validating the performance of the software, the

platforms used, and the EEG hardware. These results aim to

validate the underlying framework with respect to key engineering

aspects and to outline the potential and limitations of the system,

especially from the user and developer perspective. More complex

experiments conducted using the system are described in [19].

Timing and Data Quality
Emotiv EEG sampling. From Figure 7 we can see that the

Emotiv EPOC hardware a) has an actual sampling rate close to

127:88Hz and b) keeps this sampling rate in a fairly consistent

manner. Depending on the analysis performed on the data, one

can assume 128Hz, 127:88Hz, or measure the actual sampling

rate for every Emotiv EPOC hardware device individually.

Timing. The results of the timing measurements (20 per

device) are depicted in Figure 6.

We can see in the results for all devices that there is a significant

delay between the signal reaching the EEG hardware and being

fully processed in the software (80{125ms). This delay, although

significant, is fairly stable (16{26ms jitter) and thus can be

corrected for.

In the second set of measurements, we test the stability of the

timing of the packets as they appear in the system. To measure

this, we collect the packets from the Emotiv EPOC device and

change the screen color every 4 packets (limited by screen refresh

rate, 60Hz). This change is then measured by a photocell, fed into

the oscilloscope and the distance between the 4-packet packages is

calculated. Figure 8 shows these measurements.

In summary, the stability and quality of the acquired signal is

excellent. Most of the variations, including imperfect sampling rate

or timing jitters, are constant and can largely be accounted for in

the data analysis, if necessary.

3D source reconstruction on-device

performance. Source imaging was obtained using the Bayesian

inverse solver for the linear model in Eq. (1). The forward matrix

A and cortical source mesh grid was based on a coarse resolution

(5124 vertices) of the SPM8 template brain [50], further reduced

to 1028 using Matlab’s function reducepatch. We tested the

performance of 3D reconstruction and hyper-parameters calcula-

tion on 1s of raw EEG signal. The results on different platforms

show the time needed for the actual reconstruction (fast) and

update of hyper-parameters (slower): MacBookPro8,2 (Intel Core

i7 Sandy Bridge 2.2 GHz): 2ms=2s, Nexus 7: 8ms=1s, Galaxy

Note: 8ms=11s, Acer Iconia: 14ms=13s. These results show that it

is in fact possible to run 3D reconstruction of an EEG signal on

Figure 6. System response timings. The system responds to the sinusoid signal peak (time 0). The red color (dt1) indicates minimal observed
delay; the blue color (dt2) indicates jitter. Galaxy Note running Android 4.0.1, 60 Hz AMOLED screen, dt1~125ms, dt2~16ms; Nexus 7 running
Android 4.1.1, 60 Hz IPS LCD screen, dt1~85ms, dt2~26ms; MacbookPro, LCD screen (60 Hz), dt1~80ms, dt2~26ms.
doi:10.1371/journal.pone.0086733.g006

Figure 7. Measured sampling frequency, including measure-
ment resolution for three random Emotiv EEG devices,
10|10min recordings for each. All measured rates, including
uncertainty, are between 127:8828Hz and 127:8841Hz, which corre-
sponds to :99908 and :99909 of nominal 128Hz. The measurements
were performed with 1ms resolution (2ms accuracy) on 76800 EEG
packets. All tests were performed at normal temperature on a single
day. We can note consistent results within and across devices.
doi:10.1371/journal.pone.0086733.g007

Figure 8. Distances between 4-sample frames. Red line indicates
expected distance of 4=127:88~0:03106ms between the groups of four
127:88 packets. The bars indicate the observed distance. We can see
that the Emotiv system compensates every 8|4~32 samples to keep
the average (black line) at the correct level.
doi:10.1371/journal.pone.0086733.g008
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mobile devices several times a second, and to update the hyper-

parameters several times a minute.

Imagined Finger Tapping – Online Source Reconstruction
In order to demonstrate the applicability of discriminating a

simple task such as the left and right imagined finger tapping on

the cortical source level in an online framework, the EEG data

were acquired with the Emotiv EPOC neuroheadset and

compared with EEG recordings acquired with a standard

laboratory setting, viz. using 64 channels on a Biosemi Active-II

device. The 64-channels were sub-sampled to represent the same

channel locations as the Emotiv device.

Imagined finger tapping is known to lead to a suppression of

alpha (8–13 Hz) activity over the premotor/motor regions, with

the contralateral areas normally being more desynchronized [51].

Thus, imagined right-finger tapping should lead to alpha activity

being suppressed in the left pre-motor region. In Figure 9, we show

the responses obtained with SBS2 and the standard equipment,

demonstrating the framework’s ability to reconstruct online

meaningful current sources within the given region. In particular,

Figure 9 shows how alpha power (8–13 Hz) is suppressed over

time in the region of interest - Precentral Left AAL (Automated

Anatomical Labeling). Both responses are calculated as the

averaged response over 87 and 79 responses to ‘right imaging’

cued trials that remained after rejecting trials with artifacts. Note

that, while the result is presented as an average over runs, the

source localization was carried out in online mode with model

parameters (a and b) and current sources (S) estimated online. We

note the similarity of the suppression of the alpha power in the Left

Precentral AAL region to imagined right-finger tapping trials as

obtained by the Emotiv EPOC and the Biosemi system. The

possible implications of using portable and low-cost systems such

as Smartphone Brain Scanner in BCI context, together with more in-

depth analysis of the finger tapping data are described in [19].

Conclusions

We have presented the design, implementation, and evaluation

of the first fully portable 3D EEG imaging system: The Smartphone

Brain Scanner. The open source software allows real-time EEG data

acquisition and source imaging on standard off-the-shelf Android

mobile smartphones and tablets with a good spatial resolution and

frame rates in excess of 40 fps. In particular, we have implemented

a real-time solver for the ill-posed inverse problem with online

Bayesian optimization of hyper-parameters (noise level and

regularization).

The evaluation showed that the combined system provides for a

stable imaging pipeline with a delay of 80–120 ms. We showed

results of a cued, imagined finger-tapping experiment and

compared the smartphone brain scanner’s average power in the

alpha band in a relevant motor area with that of conventional

state-of-the-art laboratory equipment and found that these

aggregate signals compare favorably with those obtained with

standard equipment. Both show the expected de-synchronization

on initiation of imagined motor actions.

The work presented here is extended in [19], where we discuss

the perspectives and challenges of mobile and portable EEG

systems. That work also includes results from more complex

experiments, including neurofeedback applications and measuring

emotional responses.

Future developments in hardware and software will allow for

even better signal acquisition and analysis from low-density and

mobile setups. This includes electrodes of different type and form

(e.g. dry) and positioned in a non-standard way (e.g. inside ear

Figure 9. Finger-tapping results for Emotiv EEG and Biosemi standard equiment resampled to 14 channels. Mean (solid lines) and
standard deviation (dashed lines) of reconstructed current source power in the left (L) Precentral AAL regions calculated across right-cued, imagined
finger-tapping conditions. Mean activity was normalized to unit at t~0. Both activities are based on 3D reconstruction with online estimation of the a
and b parameters using the Minimum Norm approch.
doi:10.1371/journal.pone.0086733.g009
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canal). From the software perspective, more computation power

available in the devices will allow for more powerful data

processing and de-noising algorithms to be run (e.g. PCA-based

or ICA-based artifacts rejection, more advanced 3D reconstruc-

tion), possibly using other available data sources (e.g. head

movements obtained from gyroscopes). The present data analytic

pipeline does not include real-time artifact reduction steps, hence

cleaning of data for eye-, muscle-, or motion-induced artifacts

must be carried out post hoc in the present system. Thus real-time

imaging experiments, bio-feedback etc. should be done under

circumstances that reduce artifacts.

We suggest the mobility and simplified application development

may enable completely new research directions for imaging

neuroscience and thus offset the expected reduced signal quality of

a mobile off-the-shelf, low-density neuroheadset relative to more

conventional and controlled, high-density laboratory equipment.
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An Evaluation of EEG Scanner’s Dependence on the Imaging

Technique, Forward Model Computation Method,

and Array Dimensionality

Carsten Stahlhut1, Hagai Thomas Attias2, Arkadiusz Stopczynski1,

Michael Kai Petersen1 Jakob Eg Larsen1, Lars Kai Hansen1.

Abstract— EEG source reconstruction involves solving an
inverse problem that is highly ill-posed and dependent on a
generally fixed forward propagation model. In this contribution
we compare a low and high density EEG setup’s dependence on
correct forward modeling. Specifically, we examine how differ-
ent forward models affect the source estimates obtained using
four inverse solvers Minimum-Norm, LORETA, Minimum-
Variance Adaptive Beamformer, and Sparse Bayesian Learning.

I. INTRODUCTION

Electro-encephalography (EEG) holds great promise for

functional brain imaging due to its high temporal resolution.

In comparison with functional magnetic resonance imaging

(fMRI) and positron emission tomography (PET), the slow

hemodynamic response does not affect EEG. In addition

fMRI and PET involve heavy scanner equipment and im-

mobilization constraints that compromise the experimental

situation, while EEG can be performed under much more

natural conditions.

Today EEG based brain imaging suffers from a lack of

spatial specificity due to the complex propagation of neural

quasi-static electric fields to the array of sensors placed at

the scalp surface. Motivated by the desire to perform reliable

and precise reconstruction of the neural current density,

much effort has been devoted to development of improved

inversion methods. The current literature can be divided in

two major approaches: Equivalent current dipole (ECD) and

distributed models. In ECD methods [1] it is assumed that

the brain activity is generated by a small number of focal

sources, which restricts the source localization problem to

a challenge of determining the positions and orientations of

the ECDs. In distributed models several prior assumptions

are made in order to solve the ill-posed inverse problem.

For example l2-norm approaches, like the weighted mini-

mum norm method [2] and low resolution electromagnetic

tomography (LORETA) [3], assume sources to be diffuse and

highly distributed. On the other hand models based on the

l1-norm [4], lp-norms [5], minimum variance beamformer

[6], Bayesian model averaging [7], multiple priors models

[8], and automatic relevance determination methods [9],

[10], implement more focal sources. Most of these source

*This work is supported in part by the Danish Lundbeck Foundation
through CIMBI Center for Integrated Molecular Brain Imaging.

1DTU Informatics, Technical University of Denmark, DK-2800 Kgs.
Lyngby. C. Stahlhut : cs at imm.dtu.dk

2Convex Imaging, San Francisco, CA 94108, USA

localization methods employ spatial-temporal priors in order

to accommodate for the focal source distribution.

While the recent EEG imaging literature mainly have

focused on the source reconstruction performance using

high density EEG equipment we here draw the attention to

quantify the performance of EEG brain imaging using few

electrodes as we are interested in mobile EEG equipment. We

have previously, demonstrated the feasibility of performing

online brain imaging on a smartphone device [11] allowing

for experiments in more naturalistic settings. We here seek

a quantification of how well the current sources can be

reconstructed when evaluating different forward models and

source reconstruction methods.

Analyzing the importance of precise forward models and

their influence on either the forward problem or the in-

verse problem is far from new to the EEG community. A

number of contributions have already been published e.g.

[12], [13]. A majority of the forward model investigations

performed evaluates the forward models at sensor level or

only examine a few dipoles located in different brain regions.

These contributions have been of crucial importance to the

EEG community as they have shed light on serious issues

that we need to be aware of when the source solutions

are used as the basis of conclusions in a given setup. In

[12] an examination of the influence of geometric errors

on the source estimates is performed using BEM models

constructed from MR or CT images. A quite similar approach

as the analysis above have been presented in [14]. The

study in [14] deals with geometric errors introduced by

using too simple head models (spheres) compared to more

realistic BEM models. To evaluate the effect, angles between

forward fields were examined when assuming no noise at the

sensor level. In contrast to [14] we explored forward model

uncertainties in face of noise present at the sensor level [15]

and demonstrated that indeed source confusion is dependent

on the interplay of forward field errors and the amount of

noise present in the recordings.

Other types of uncertainities affecting the forward models

are the specific tissue conductivity values and the impor-

tance of modeling specific tissues as anisotropic rather than

isotropic have been discussed in [13], with the overall

consensus that inaccurate modeling of the skull leads to

significant error contributions on the sources. In fact [13],

[16] states that a smearing effect on the forward potential

computation is introduced by the skull anisotropy. The deeper
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a source is located the more it is surrounded by anisotopic

tissues. Thus, electric fields generated by deeper sources are

more affected by the anisotropy than superficial sources.

Of more recent studies [17] should be mentioned in which

a careful analysis of how the number of electrodes, geometric

errors (spheres versus FEM head models), and anisotropy

versus isotropy affect the source estimates obtained by

beamformers. To the authors knowledge this is the first

study comparing how different inverse methods solutions are

affected by different choices of forward models as well as

the resolution with respect to the number sensors.

II. METHODS

The relation between the measured EEG signal and the

brain’s current sources can be expressed as a linear instan-

taneous form in the sources. The forward relation can be

written as [18]

Y = AX+ E , (1)

where the measured EEG signal is denoted Y ∈ ℜNc×Nt ,

the current sources X ∈ ℜNd×Nt , and the noise E is assumed

additive. Number of channels, dipoles (or sources), and time

samples are denoted Nc, Nd, and Nt, respectively. The

coupling of sensors and the current sources is expressed

through the lead field matrix/forward model A ∈ ℜNc×Nd

with the rows referred to as the lead fields for the sensors

and the columns as the forward fields for the sources. The

forward model depends on sensor positions, a so-called

’head model’ of the spatial distribution of tissue, and tissue

conductivity values. Multiple methods based on the physical

properties of the brain and Maxwell’s equations are available

for computing A.

A. Minimum Norm and LORETA

Given the linear relation in Eq. (1) and if we as-

sume the noise to be time independent Gaussian dis-

tributed, the observation model becomes p (Y |X ) =
∏Nt

t=1
N

(

yt

∣

∣Axt, β
−1ΣE

)

where ΣE is the noise spatial

covariance matrix. We here realize the source localization

by a Bayesian formulation of the widely used minimum

norm (MN) [2] and LORETA [3] methods as they allow

fast computation of the inverse solution. With MN regarded

as a special case of the LORETA we use as prior distri-

bution for the sources a multivariate Gaussian p (X |α ) =
∏Nt

t=1
N

(

xt

∣

∣0, α−1LTL
)

with L being the Laplacian op-

erator incorporating spatial smoothness on the source level.

MN is obtained in the limit of no spatial smoothness, i.e.

replacing L = I. Source estimates are now obtained from

Bayes’ rule by computing the posterior distribution over the

sources, which leads to p (X |Y ) =
Nt
∏

t=1

N (xt|µt,Σx) with

Σx = α−1K− α−1KATΣyAKα−1 (2)

µt = α−1KATΣyyt. (3)

Here we have defined K ≡ LTL and Σ−1

y ≡

α−1AKAT + β−1Σε. Estimation of sources and the pre-

cision parameters α and β are carried out using a standard

expectation-maximization (EM) scheme [19].

B. Beamforming

Here we use minimum-variance adaptive beamforming,

which reconstructs the signal si of each dipole i by a spatial

filter, si =
∑

j Wijyj . It chooses the filter that minimizes the

noise variance in the reconstructed signal under a unit-gain

constraint. Thus, for each i, we seek

Ŵij = argminW

(

WΣEW
T
)

ii
, (ŴA)ii = 1. (4)

The resulting reconstruction is given by

xi =

(

ATC−1

y y
)

i

(ATC−1
y A)ii

(5)

where Cy is the empirical data covariance. In dense EEG

systems, where the number of sensors exceeds 100, this

covariance is low-rank and must be suitably regularized.

However, in systems with a small number of sensors, such as

the one described here, regularization is usually not required.

C. Sparse Bayesian Learning (SBL)

SBL is a promising recent addition to the source analysis

toolkit. In constrast to the previous methods which result

in brain images with a rather low spatial resolution, SBL’s

images are very sparse. This sparseness is achieved by

modeling each dipole distribution by a Gaussian with its own

separate precision parameter αi, p (X) =
Nt
∏

t=1

N
(

xt|0,D−1
)

,

where D = diag (α) leading to a posterior distribution

p (X |Y ) =
Nt
∏

t=1

N (xt|µt,Σx) with

Σ−1

x = ATβΣ−1

E
A+D (6)

µt = ΣxA
TβΣ−1

E
yt. (7)

The precision parameters are estimated from data by a EM-

like algorithm, made efficient using a convex optimization

technique. The update rule for α is given in [9].

III. EMPIRICAL EVALUATION

We demonstrate the influence of the choices of forward

models on the source estimates depending on which inverse

method that is used. In order to validate how the inverse

methods are affected by these choices we focus on two

different EEG setups, Emotiv EPOC (16 channels) and

Biosemi Active-II system (64 channels). For each of the EEG

setups we examine three types of head models; 3-spheres

(SPM8 toolbox), BEM-CP (SPM8 toolbox) [20], BEM-OP

(OpenMEEG toolbox) [21] all using the same cortical surface

with a resolution of 5,124 vertices. In contrast to spheres

models BEM models face high numerical challenges in order

to extract the forward fields at the cortical level. A limitation

with the BEM-CP implementation is a risk of improper

handling of forward fields for vertices very close to the

inner skull. This issue is illustrated in Fig. 1 in which we

demonstrate the 2-norm of each of the 5,124 vertices forward

fields. We note that the BEM-CP has a number of vertices

having forward fields much larger than the average. In this

section we inspect how such discontinuties in the electric

field may affect the source solutions.
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Fig. 1. The distribution of the squared 2-norm of the forward fields for
three different forward models 3-spheres, BEM-CP, and BEM-OP when
using 64-channel Biosemi layout.

Evaluation is carried out on synthetic data. We select a

small cortical area in the right temporal lope as being active

and with a half sine as temporal signature. Fig.2.a shows the

spatial distribution. As true forward propagation model we

apply the OpenMEEG BEM model with tissue conductivities

brain:skull:scalp = 0.33:0.0041:0.33S/m. Gaussian noise is

added to the clean EEG signal in the order of SNR = 10,

see Fig.2.b. We define SNR as the ratio between the power

of the clean EEG and the noise. Fig.2.c shows the source

solutions of MN, LORETA, MVAB, and SBL methods when

applied to a low resolution setup of 16 channels (Emotiv) and

high density 64-channels (Biosemi). Overall MN, LORETA,

and MVAB all leads to widespread activity with MVAB

having difficulties to capture the simulated source in the

temporal lope. MN seems to be more affected by the BEM-

CP’s discontinuties in the electric field for the Emotiv setup

compared to Biosemi. However, LORETA minimizes the

influence of these discontinuties by its spatial smoothness.

The source estimates of the SBL algorithm on the other hand

leads to highly sparse solutions with a few strong sources

located close to the true source region.

IV. CONCLUSIONS

We examined inaccurate forward models influence on the

source reconstruction in a low and high density EEG setup.

Source solutions obtained using MN, LORETA, and SBL

demonstrated possibility of recovering sources located in the

temporal lope at a SNR=10 reliable for most of the forward

models and with SBL being the method resulting in the

most consisting source estimates for the the different forward

models. Further studies should evaluate the performance

under lower SNRs and with multiple source regions being

active simultaneously. Moreover, forward models considering

anisotropy such as Finite Volume Model and Finite Element

Model would be interested to include in the comparison.
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[17] O. Steinsträter, S. Sillekens, M. Junghoefer, M. Burger, and C.H.

Wolters, “Sensitivity of beamformer source analysis to deficiencies
in forward modeling,” Human brain mapping, vol. 31, no. 12, pp.
1907–1927, 2010.

[18] S. Baillet and L. Garnero, “A bayesian approach to introducing
anatomo-functional priors in the EEG/MEG inverse problem,” IEEE

Trans. on Biomedical Engineering, vol. 44, no. 5, pp. 374–385, 1997.
[19] C. M. Bishop, Pattern Recognition and Machine Learning, Springer,

NY 10013 (USA), 2006.
[20] C.L.M. Phillips, “Source estimation in EEG: Combining anatomical

and functional constraints,” PhD Thesis, 2000.
[21] A. Gramfort, T. Papadopoulo, E. Olivi, M. Clerc, et al., “Openmeeg:

opensource software for quasistatic bioelectromagnetics,” Biomedical

engineering online, vol. 9, no. 1, pp. 45, 2010.

1540

214
An Evaluation of EEG Scanner’s Dependence on the Imaging Technique,

Forward Model Computation Method, and Array Dimensionality



�� ������ �	�
 �
�

�
�

��
�



�
�
�
�
�

�
��
�
�
��



�
�

�
�



�
�

�
�

�
��
�
�
��



�
�

�
�



�
�

�
�

��

��
�
�
��

�
��
�
�

�� ��

� � � � � �� �� �� �� �� ��
���

���

���

��

��

��

��

�

�

�

Fig. 2. a) Simulated spatial source distribution. b) Simulated sensor signal including noise. c) Reconstructed source estimates using MN, LORETA,
MVAB, and SBL on two different EEG setups, Emotiv (Nc = 16) and Biosemi (Nc = 64) and three head models: 3-shell, BEM-CP, and BEM-OP.
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Abstract

In recent years, the amount of information collected about human beings has increased dramatically.
This development has been partially driven by individuals posting and storing data about themselves
and friends using online social networks (such as Facebook or Twitter) or collecting their data for self-
tracking purposes (quantified-self movement). Data regarding human behavior is also collected through
the environment, embedded RFIDs, cameras, traffic monitoring, business transactions, etc.. Across the
sciences, researchers conduct studies collecting data with an unprecedented resolution and scale. Using
computational power combined with mathematical models, such rich datasets can be mined to infer
underlying patterns, thereby providing insights into human nature.

Much of the data collected is sensitive. It is private in the sense that most individuals would feel
uncomfortable sharing their collected personal data publicly. For this reason, the need for solutions to
ensure the privacy of the individuals generating data has grown alongside the data collection efforts.
Out of all the massive data collection efforts, this paper focuses on efforts directly instrumenting human
behavior, and notes that—in many cases—the privacy of participants is not sufficiently addressed. For
example, study purposes are often not explicit, informed consent is ill-defined, and security and sharing
protocols are only partially disclosed.

This paper provides a survey of the work related to addressing privacy issues in research studies that
collect detailed sensor data on human behavior. Reflections on the key problems and recommendations
for future work are included. We hope the overview of the privacy-related practices in massive data
collection studies can be used as a frame of reference for practitioners in the field. Although focused on
data collection in an academic context, we believe that many of the challenges and solutions we identify are
also relevant and useful for other domains where massive data collection takes place, including businesses
and governments.

1 Introduction

Humanity is recording the minute-to-minute details of human behavior and interaction at an unprece-
dented rate. The datasets come from diverse sources such as user-generated content in online social
networks (e.g. Twitter, Facebook) and on other online services (e.g. Flickr, Blogger); human communi-
cation patterns recorded by telecom operators and email providers; customer information collected by
traditional companies and online wholesalers (e.g. Amazon, Target); data from pervasive environments
such as sensor-embedded infrastructures (e.g. smart houses); social science experiments; the list continues.

As technology advances, the technical limitations related to storing and sharing these collections of
information are gradually overcome, providing the opportunity to collect and analyze these digital traces.
This ever-increasing volume of user-generated content carries significant economic and social value and,
as such, is of interest for business organizations, governmental institutions, and social science researchers.

Massive data collection efforts happen in virtually every aspect of the modern world; businesses,
governments, and research institutions collect and mine data. In many cases, this may not raise directly
actionable privacy concerns. Data may be publicly available, for example in the form of Twitter posts.
Or it may be owned and tightly controlled by a company, such as Call Detail Records (CDRs) collected by
telecom operators. Often, however, when data are collected by directly instrumenting human behavior,
there is a need to ensure the privacy of the participants.

For the research community, the data revolution has had an impact that can hardly be underesti-
mated. Data persistence and searchability combined with enhanced computational power has given rise
to Computational Social Science (CSS), a domain of interdisciplinary research that gathers and mines
large-scale behavioral datasets to study human behavior and social interactions [1–3]. In this paper we
focus on the sensor-driven massive data collection efforts with human subjects for research purposes, as
practiced in computational social science. Many of the challenges and solutions stated here translate,
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however, to other domains, such as classical social science or data collection in a business or governmental
context.

Protecting the wellbeing of the participants of the studies in any domain is of utmost importance.
The trust that exists between the participants and the researchers is even more difficult to establish and
maintain when the amount and resolution of the collected data increases. The more sensitive the data
is, the more disastrous the consequences of misuse can be. Protecting the privacy of the participants is
driven by the ethics and responsibility of individual researchers; the risks are to the collective scientific
endeavor, there is an issue of public confidence in the conducted research. As we rapidly collect more
and more data, even a single case of data abuse could lead to a loss of public confidence and — as a
consequence — a decreased ability to carry out studies. This is why we recommend a set of standards
and tools for responsible management of privacy that can be easily deployed and used as more researchers
join the big data movement.

Protecting human subjects is not a new idea. Different research domains, countries, and institutions
have their own means of ensuring proper treatment of human subjects. In the United States, studies
involving human subjects are regulated by the Institutional Review Boards (IRBs). These academic
committees are designated to approve, monitor, and review any medical and non-medical research in-
volving humans. Part of the review process is an assessment of the informed consent procedure, ensuring
that the participants are properly informed about the study. The IRBs also provide guidelines for data
confidentiality, such as removing identifying information, ensuring data deletion, or secure storage of the
data.

However, as the collected data sets grow larger, more complex, and of higher resolution, the typical
approach to treatment of human subjects may be insufficient. Proper handling of massive data, informing
and obtaining users’ authorizations, ensuring privacy when performing data analyses; all these problems,
although not new, become qualitatively more difficult to handle when the data become big. We are
seeing the dawn of studies that are regulated by the IRBs and corresponding bodies in other countries,
but use methods which the IRBs are not proficient in assessing. For example, in many of the research
studies collecting massive amounts of data from human subjects, the data are accessed and analyzed
in almost-real time, making it difficult to apply de-identification techniques that operate on the static
datasets. Similarly, simply conveying the message to the participants about the study goals and scope
can become a challenge, as the contact between the researchers and users decreases due to the scale of
studies or the enrollment procedure, while the complexity of the data and subsequent analysis increases.
This poses a potential problem for the research community wanting to do massive data collection on
human subjects—studies that require IRB approval—when the IRB guidelines may not necessarily be
suitable for such studies.

While classical social science studies primarily use questionnaires and interviews for data collection,
many CSS studies use sociometetric badges [4] or smartphones [5–7] to sense, collect, and transmit large
quantities of multi-purpose data. Data collected from sensors include WiFi and Bluetooth IDs of the sur-
rounding devices, GPS traces, SMS and call logs. Data are also collected from online services (Facebook,
Twitter), both from public streams and from users’ accounts, based on their authorizations. While such a
longitudinal approach allows scientists to maintain a broad scope, the scale and accuracy of the collected
data often results in large amounts of sensitive information about the users, which may lead to privacy
concerns. Additionally, the sensitivity of the sensor data may be latent; it is not clear to the users why
their location or social data need to be protected. We note that data of similar sensitivity has been histori-
cally collected in the health and biomedical fields, with collection of blood samples, brain scans, or genetic
material. With the development of online services such as 23andMe (https://www.23andme.com/) or
patientslikeme (http://www.patientslikeme.com/) and large available databases of medical data [8],
the medical data privacy concerns are very similar to the sensor-driven human data on which we are
focusing this article.

To a large degree, the public is unaware of the potential problems associated with sharing sensitive
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data. This lack of awareness is revealed in a number of contexts, for example via a documented tendency
to ‘trade privacy for services’ [9], or displaying carelessness regarding possible risks [10, 11]. It has been
shown that while many users are comfortable with sharing daily habits and movements through multiple
applications, only a minority of them are aware of which parties are the recipients of this information.
Concurrently, pinpointing sensitive information about others is becoming easier using powerful search
engines such as Google, Facebook Graph Search, or smartphone mashup apps (e.g. Girls Around Me,
http://girlsaround.me/).

To further aggravate this scenario, it has been shown that many of the techniques employed so far to
protect users’ anonymity are flawed. Scandals such as re-identification of users in the Netflix Prize data
set [12] and similar breaches [13,14] show that simple de-identification methods can be reversed to reveal
the identity of individuals in those data sets [15]. Attackers can also use these re-identification techniques
to perpetrate so-called ‘reality theft’ attacks [16].

In order to avoid such a negative scenario and to maintain and increase the trust relation between
research community and participants, the scientific community must reconcile the benefits of their research
with respect for users’ privacy and rights. The current situation in the field is a heterogeneous set of
approaches that raise significant concerns: study purposes are often not made explicit, the implementation
of informed consent is often problematic, and in many cases, security and sharing protocols are only
partially disclosed.

As the number of participants and the duration of the studies increase, the pre-existing relation
between researchers and participants grows weaker. Today, the participants in the largest deployments of
the studies with human subjects are still students from a particular university, members of a community,
or friends and family of the researchers. Studies that are open to the public allow for participants with
no prior relation to the researchers. While this change certainly ameliorates some privacy concerns, it
also lessens the personal investment in the wellbeing of study participants. As a consequence, ensuring
good practices in informing those participants about their rights, the consent they express, the incentives
etc. becomes even more important.

In a modern context, privacy implies that individuals should be able to determine how much personal
information can be disclosed, to whom, and how it should be maintained and disseminated [17, 18].
Concurrently, we acknowledge that what is considered to be personal information – and what is not
– changes among cultures, individuals, time, place, audience, and circumstances. Thus, the notion of
privacy is dynamic, depends on context, and may change, for example as people discover that disclosing
their private information may lead to value in return [19].

Providing adequate privacy for the participants in massive data collections studies, especially in a
research context, is important. We recognize that there are additional factors to consider in the design
of studies, such as reproducibility, cost, reliability, and impact on the third parties. It is important to
find the right balance between all these aspects, which may not always be easy. Although it may seem
paradoxical, we see better privacy measures as a means for allowing more data to be collected, analyzed,
and shared. Users who feel confident about providing access to their data and see more value in doing
so, will result in availability of even larger and more comprehensive datasets.

Our contributions in this paper are two-fold. First, we provide an overview of the privacy-related
practices in existing sensor-driven human data collection studies. We have selected representative works
in the field and analyzed the fundamental privacy features of each one. We focus on studies involving
instrumentation of humans, where the data collection is sensor-driven and performed on a massive scale.
We include the consent-based collection of data from online social networks (OSNs), and additional
sources, such as questionnaires, where such data augment the data collected from sensors. Such collection
efforts raise distinct issues around security, consent, and sharing. The result is a longitudinal survey that
we intend as a frame of reference for current and future practitioners in the field. Second, we lay the
groundwork for a privacy management change process. Using the review as a starting point, we have
constructed a list of the most important challenges to overcome for the studies: we call these privacy
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actionable items. For each item, we delineate realistic implementations and reasonable life-spans. Our
goal is to inspire introspection and discussion, as well as to provide a list of concrete items that can be
implemented today and that overcome some of the problems related to the current privacy situation.
The intended audience are researchers and scholars engaging in sensor-driven human data collection. We
intend many of the reviewed practices and suggestions provided to generalize to other domains, such as
data collection in companies or other types of data.

2 Sensor-Driven Human Data Collection in Academia

We broadly categorize the projects selected for our privacy survey into two families: generic frameworks
and specialized applications. The former category contains systems that collect a variety of different
data streams deployed for the purposes of studying human behavior in longitudinal studies. The second
category consists of applications that collect sensor data for a specific, well-defined purpose.

Human Dynamics Group Friends and Family is a data collection study deployed by the Mas-
sachusetts Institute of Technology (MIT) in 2011 to perform controlled social experiments in a graduate
family community [20]. For the purpose of this study, researchers collected 25 types of signals (e.g. wire-
less network names, proximity to Bluetooth devices, statistics on applications, call and SMS logs) using
Android smartphones as sensors. Funf – the mobile sensing framework developed for this study – is
the result of almost a decade of studies in Media Lab Human Dynamics Group on data-collection using
mobile devices. In 2008 a Windows Mobile OS [21] app was used to collect data from students and study
connections between behavior and health conditions (e.g. obesity), and to measure the spread of opin-
ions. Four years before that, a team from Media Lab studied social patterns and relationships in users’
daily activities, using Nokia phones [22]. In 2003 a Media Lab team pioneered the field by developing
the first sensing platform [23] in order to establish how face-to-face interactions in working environments
influence the efficiency of organizations. While purposes of the studies and mobile sensing technologies
have evolved, the general setup with a single server to collect and store the data coming from the devices,
has generally remained unchanged.

OtaSizzle Another large-scale data-collection effort was conducted by Aalto University researchers in
2011 [24]. Here, the focus was on understanding social relations by combining multiple data sources. The
results showed that in order to better describe social structure, different communication channels should
be considered. Twenty students at the university were recruited by email invitation and participated in
the experiment for at least three months. The research platform involved three different data sources:
text messages, phone calls (both gathered with Nokia N97 smartphones), and data from an experimental
OSN called OtaSizzle, hosting several social media applications for Aalto University. All the gathered
information was temporarily stored on the smartphones, before uploading to a central server.

Lausanne The last framework that we include here is the Lausanne Data Collection Campaign (LDCC ) [25–
27], conducted by the Nokia Research Center in collaboration with the EPFL institute of technology be-
tween 2009 and 2011. The purpose was to study users’ socio-geographical behavior in a region close to
Lake Geneva. The LDCC platform involved a proxy server used to collect raw information from phones,
anonymizing the data before transferring them to a second server for research purposes.

2.1 Smaller frameworks

Below we present an overview of three groups of specialized platforms and smartphone applications
developed by research groups for different purposes. In Table 1 we present distributed architecture
frameworks. Table 2 shows projects related to the creation of privacy policies and management. In Table 3
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we present applications that generate, collect, and share information about users, using smartphones as
sensing devices. Other frameworks are also cited to provide useful examples. We remark that it is not
our interest to discuss the primary goals of the mentioned studies (incentives, data mining algorithms,
or results), but to present an overview of architectures, procedures and techniques employed for data
collection and treatment—with specific focus on privacy.

Name Purpose Privacy measures

Vis-a’-Vis [28] 2011
- Duke University,
AT&T Labs

A personal virtual host running in a cloud
computing infrastructure and containing
users’ (location) information.

Allows users to manage their information di-
rectly from their virtual host with full con-
trol; exposes unencrypted data to the storage
providers.

Confab [29] 2004 -
University of California
at Berkeley, University
of Washington

A distributed framework facilitating develop-
ment of other privacy-aware applications for
ubiquitous computing.

Personal data is stored in computers owned
by the users, providing greater control of in-
formation disclosure.

MyLifeBits [30, 31]
2001 - Microsoft Re-
search

Early example of digital database for individ-
uals’ everyday life, recording and managing a
massive amount of information such as dig-
ital media, phone calls, meetings, contacts,
health data etc.

Information kept in SQL databases. Privacy
concerns mentioned but not addressed in the
project.

VPriv [32] 2009 -
MIT, Stanford Univer-
sity

Privacy-aware location framework for car
drivers, producing an anonymized location
database. Can be used to create applications
such as usage-based tolls, automated speed-
ing tickets, and pay-as-you-go insurance poli-
cies.

Homomorphic encryption [33], ensures that
drivers’ identities are never disclosed in the
application.

HICCUPS [34] 2009
- University of Mas-
sachusetts Amherst

A distributed medical system where a) physi-
cians and caregivers access patients’ medical
data; b) researchers can access medical ag-
gregate statistics

Implements homomorphic encryption tech-
niques to safeguard patients’ privacy.

Darwin [35] 2010 -
Dartmouth College,
Nokia

A collaborative framework for developing a
variety of sensing applications, such as place
discovery or tagging applications.

Provides distributed machine learning al-
gorithms running directly on smartphones.
Raw data are not stored on and do not leave
the smartphone.

AnonySense [36, 37]
2008 - Dartmouth Col-
lege

An opportunistic framework for applications
using multiple smartphones to accomplish a
single sensing task.

Provides anonymity to the users deploying k-
anonymity [38].

Table 1. Distributed frameworks. The Vis-a-Vis, Confab, and MyLifeBits frameworks are personal
information collectors that play the roles of users’ virtual aliases. Two implementations of
homomorphic encryption for drivers and healthcare follow. Finally, Darwin and AnonySense are
collaborative frameworks.

3 Informed Consent

Here we examine how the state-of-the-art massive data collection studies involving human subjects ap-
proach the participants’ understanding of the consequences of data collection, as well as their ability to
control and access personal data during and after such studies.
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Name Purpose Privacy measures

PViz [39] 2012 - Uni-
versity of Michigan

A graphical interface that helps users of so-
cial networks with policy comprehension and
privacy settings.

Nodes represent individuals and groups, dif-
ferent colors indicate the respective visibility.

Virtual Walls [40]
2007 - Dartmouth Col-
lege, University of St
Andrews

A policy language that leverages the abstrac-
tion of physical walls for building privacy set-
tings.

Three levels of granularity (”wall transparen-
cies”) allow users to control quality and quan-
tity of information disclosure towards other
digital entities (users, software, services).

A policy-based ap-
proach to security
for the semantic
web [41] 2003 - Uni-
versity of Maryland
Baltimore Country

A distributed alternative to traditional au-
thentication and access control schemes.

Entities (users or web services) can specify
their own privacy policies with rules associ-
ating credentials with granted rights (access,
read, write, etc.).

Table 2. Policy frameworks. An overview of tools that help users to understand and control their
policy settings.

Name Purpose Privacy measures

CenceMe [42] 2008 -
Dartmouth College

Uses smartphones to sense peoples’ activities
(such as dancing, running, ...) and results are
automatically shared on Facebook.

As soon the classification is performed on the
devices the data is erased.

GreenGPS [43] 2010 -
University of Illinois

A GPS navigation service which discovers
greener (fuel-efficient) paths through drivers
participatory collaboration (based on the pre-
vious framework Poolview [44]).

No fine-grained data control: if users feel the
need for privacy, they need to switch off the
GPS device to stop data collection.

Speechome
Recorder [45, 46]
2012 - MIT, North-
eastern University

An audio/video recording device for study-
ing children’s daily behavior in their family
house.

Ultra-dense recordings temporarily kept lo-
cally and uploaded to central server. Scarce
information about data encryption and trans-
port security protocols are provided.

Cityware [47] 2008 -
University of Bath

Application for comparing Facebook social
graph against real-world mobility traces de-
tected using Bluetooth technology.

Switching Bluetooth to invisible as a way to
protect users’ privacy.

FriendSensing [48]
2009 - MIT, University
College London

Bluetooth used to suggest new friendships
evaluating device proximities.

Same as Cityware.

FollowMe [49] 2010
- Massachusetts Insti-
tute of Technology

Service that uses HTTP and Bluetooth to au-
tomatically share indoor position (malls, hos-
pitals, airports, campuses).

Implements a decentralized architecture to
improve users’ location privacy.

Locaccino [50] 2010 -
Carnegie Mellon Uni-
versity

A mobile sharing system created to study
peoples’ location privacy preferences.

Relevant privacy considerations will be re-
ported later in the article.

Bluemusic [51] 2008
- RWTH Aachen, Uni-
versity of Duisburg-
Essen

Application developed for studying personal-
ization of public environments. It uses Blue-
tooth public usernames as pointers to web re-
sources that store users preferences.

Same as Locaccino.

Table 3. Applications. Although providing great functionality for the users, the privacy-oriented
settings for the user are often not sufficiently implemented.

In academic studies, informed consent consists of an agreement between researchers and the data
producer (user, participant) by which the latter confirms she understands and agrees to the procedures
applied to her data, including collection, transmission, storing, sharing, and analysis. The intention of
the informed consent is to protect individual autonomy, ensure voluntary participation, and for the users
to comprehend which information will be collected, who will have access to that information, what the
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incentive is, and for what purposes the data will be used [52, 53]. In all studies the research ethic has a
central role in relation to protecting the privacy of participants. For this reason, to be able to perform
analyses on the collected data, scientists typically work under agreements defining allowed uses [24, 27].

The informed consent procedure was introduced in the Nuremberg Code following the revelations of
torture by Nazi doctors during World War II [54]. Originally conceived for medical studies, informed
consent has since been studied from the moral, ethical, philosophical, psychological, or practical point of
view [55,56], understood as a cornerstone of the rights of patients and subjects. Informed consent imposes
legal obligations on the researchers, covering researcher-participant or doctor-patient relationship, use of
consent forms, refusal of treatment, or participation in the research [57]. Protecting personal privacy is
meant to protect individuals against stigmatization and discrimination, as well as various forms of social
control which may undermine personal autonomy and democracy itself [53, 55]. To be specific, there are
many ways in which abuses might be directly targeted—from imposing higher insurance rates based on
individual shopping history [?] or creating problems for society as a whole, by limiting users’ choices and
enclosing them in information bubbles [?].

In the sensor-driven human data collection studies, we note the scarcity of published informed consent
procedures; the majority of the studies we reviewed have not published their consent procedures [2,3,20,21,
42,49,58–60]. Due to this, it is difficult to produce comparisons and to create templates applicable for fu-
ture studies. Where the procedures for achieving informed consent are reported, the agreement was carried
out using forms containing users’ rights (similar to http://green-way.cs.illinois.edu/GreenGPS_files/ConsentForm.pd
e.g [21, 22, 24, 26, 43, 61]) or by accepting the terms of use during the installation of an application.

3.1 Understanding

Presenting extensive information about a study does not guarantee that informed consent has been imple-
mented successfully: years of End-User License Agreements (EULAs) and other lengthy legal agreements
show that most individuals tend to blindly accept forms that appear before them and to unconditionally
trust the validity of the default settings which are perceived as authoritative [?,?, 62]. The problem of
understanding the consent procedure has been extensively studied in the medical context. Cassileth et
al. in 1980 explored how much patients understand and are able to recall the information presented on
the consent forms and in oral explanation, finding that only 60 percent of the participants understood
the purpose and nature of the procedure [63]. The patients in the study believed that the consent forms
were meant to “protect the physician’s rights” and authors concluded that, even with comprehensible
forms, the legal connotations led to cursory reading and inadequate recall. A study of readability of the
informed consent forms in 2003 found that on the FleschKincaid scale (0 - 12 US grade level) the average
readability score for text provided by the IRBs was 10.6, with 95% falling into the 10.3 - 10.8 interval [64].
At the same time, among the 61 schools that specified explicitly grade-level standard for their forms, only
8 percent met this standard; the average readability score exceeded the stated standard by 2.8 grade lev-
els. This indicates potential issues in how well the participants can comprehend the text they are signing,
based on language comprehension alone, without even considering required domain-specific knowledge.
Sugerman et al. reviewed in [65] the informed consent procedures for older adults, concluding that older
age and fewer years of education contributed to decreased understanding of the consent form.

Various means of improving the understanding of the consent and making it truly informed have
been researched, primarily in the clinical context. Lavori et al. explored in [66] the possibility and
challenges of improving informed consent based on experimentation in ongoing clinical trials with respect
to ethical, organizational, conceptual, and technical aspects. Evaluating how people understand their
privacy conditions can be done, for example, by conducting feedback sessions throughout the duration
of the experiment [26, 51]. One improvement could be to allow users to gradually grant permission over
time, but the efficacy of this approach is not clear: some studies have shown that users understand the
issues about security and privacy more clearly when the requests are presented gradually [67], while others
argue that too many warnings distract users [40, 68, 69]. Flory and Emanuel presented a comprehensive
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review of the methods that can be used to improve the understanding of the consent in [70]. They found
that in the clinical context, participants may frequently not understand the disclosed information; one
of the requirements of a well-implemented informed consent procedure [71, 72]. To improve the consent
procedure, they point out that the multimedia augmentation or replacement of the consent form can
significantly improve participants’ understanding; the effect is most pronounced in the group of mentally
ill patients [73, 74], although not always manifesting in the general population [75, 76]. These results
suggest that in the examined (clinical) context, basic comprehension of the form was not the problem,
but rather higher-level reasoning about the information presented. Similarly, the effect of simplification
of the consent forms is not clear, and depends to a large extent on whether the form is the only source
of information for the participant. The most effective measure to improve understanding seems to be
person-to-person contact and discussion about the research scope, purpose, procedures etc. Although this
result is not surprising, in the context of this article the usefulness of such person-to-person interventions
is limited; with hundreds and thousands of participants in the massive sensor-driven data collection,
explaining the study to each one of them may simply not be feasible.

3.2 Control

In most cases, the current informed consent techniques represent an all-or-nothing approach that does
not allow the user to select subsets of the permissions, making it only possible to either participate in the
study fully or not at all [68]. Accounting for cases where the user are only to contribute subsets of the data
is usually done by allowing to skip questions in the questionnaires or decline to participate in the optional
elements of the study [20]. Generally, once the consent is granted by the user, her data contribution to
the dataset becomes the property of the researchers, in that they can analyze, modify, or redistribute the
data as they see fit, depending on the terms of the consent, but typically simply provided that basic de-
identification is performed. As we suggest in the section called Information Ownership and Disclosure,
it is a good practice for the researchers to clarify the sharing schemes and expiration of the collected
information to the participants: if users cannot follow the flow of their data, it is difficult to claim that
truly informed consent has been expressed. Since so little is understood about the precise nature of con-
clusions that may be drawn from high-resolution data, it is important to continuously work to improve
and manage the informed consent as new conclusions from the data can be drawn. One option is that the
paradigm should evolve from a one-time static agreement to dynamic consent management [77]. Further-
more, the concerns related to privacy are context-specific [50,78] and vary across different cultures [51,79].
In the literature, the need for a way to let the users easily understand and specify which kinds of data
they would like to share and under what conditions was foreseen in 2002 by the W3C group, with the aim
to define a Platform for Privacy Preferences (P3P) (suspended in 2006), in 2003 by Kagal et al. [41], and
also in 2005 by Friedman et al. [52], all shaping dynamic models for informed consent. Recent studies
such as [80] have worked to design machine learning algorithms that automatically infer policies based on
user similarities. Such frameworks can be seen as a mixture of recommendation systems and collaborative
policy tools in which default privacy settings are suggested to the user and then modified over time.

3.3 Living Informed Consent

We propose the term Living Informed Consent for the aligned business, legal, and technical solutions
whereby the participant in the study is empowered to understand the type and quality of the data that is
being collected about her, not only during the enrollment, but also as the data is being collected, analyzed,
and shared with third parties. Rather than a pen and clipboard approach for the user enrollment,
participants should expect to have a virtual space (a website or application) where they can change
their authorizations, drop-out from the study, request data deletion, as well the ability to audit who is
analyzing their data and how frequently their data are accessed.
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As the quantity and quality of the data collected increase, it becomes difficult to claim that single-
sentence description of we will collect your location truly allows the participant to realize the complexity
of the signal collected and possible knowledge that can be extracted from it. For example, even a very
small number of data points, such as location updates, can uniquely identify a participant, as has been
shown in [15]. For this reason, access to the extracted high-level features of the data should be favored,
as outlined in the openPDS approach [81]. High-level features are not only inherently better for privacy,
as they limit the possible non-authorized uses of the data, they also make the authorization process easier
for the user to comprehend (e.g. rather than agreeing to share location data, the user can agree to share
the cities she visits, or average distance traveled per hour). Such an engaging approach to the users’
consent will also be beneficial for the research community because as the relation with the user in terms
of their consent expression extends beyond initial enrollment, the system proposed here makes it possible
for the user to sign up for the new studies and donate their data from the previous studies.

The concept of Living Informed Consent is compatible with the discussion that has recently started
around the need for improvements in the consent procedures; primarily in the biomedical research. Laura
Siminoff pointed out in [82] a troubling lack of research and dialog around informed consent. A growing
number of practitioners adopt the belief that current procedures are but an illusion of giving control to
the users. In similar spirit, Erika Check Hayden discussed in [83] how the informed consent procedures
are today broken: not giving participants sufficient control over their data and participation and not
including the future developments allowing us to extract more from the data. At the same time the
bureaucracy around obtaining the consent is growing to be an obstacle for high-quality research. Even
the issue of sharing the results back to the participants is not straightforward; patients should have the
option not to learn the results of research that was done on their data, such as genome. The reuse of the
data for different research is challenging; data from the participants either become part of large datasets
maintained by researchers, where users effectively lose control over them, or data can only be used for
particular analysis, specified in the consent. Erika Hayden concludes that we can expect approaches
allowing participants to control and track how researchers use their data. The same topic has been the
focus of the Editorial in Nature vol. 486 entitled Time to open up [84]. Addressing the problem of broken
consent procedure in biomedical studies, the article calls:

Technology and some creative thinking should be able to provide a solution to this problem. In
an era when people can control who sees what types of personal information on their Facebook
page, programmers should be able to design similar tools to give research volunteers a degree
of influence over who uses their data and for which types of research.

Lunshof et al. propose in [85] an opposite approach to solve the same problem in the field of genomics.
Rather than pushing for more end-user control, their thesis is that true confidentiality is impossible, due
to the inherent uniqueness of the data. In their Open Consent the authors propose that volunteers will
consent to unrestricted re-disclosure of data and disclosure of the gained knowledge, even if it cannot
be predicted what can be learned from the data at the time of consent. The consent does not invoke
promises of anonymity, privacy, or confidentiality, as those properties are impossible to truly guarantee
for the dataset. Instead, the use of the data and disclosure practices should be based on ethics and
the principle of veracity, backed by the reputation of researchers and their institutions. While the
volunteers can request the deletion of their data, no guarantees are given about full removal, as the
data might have contributed to published work, that cannot easily be reversed (see our discussion inthe
Living Informed Consent and Reproducibility section). Open Consent is used in the Personal Genome
Project, in which the participants are considered informed volunteers, willing to give up their privacy for
the public good, a practice causing some controversy [86].

The Living Informed Consent approach we propose, is aimed for the data that is most valuable
when accessed in real-time and continuously: mobility patterns, health state, social activity. For such
data we may not want to operate on frozen, aging datasets; instead we access fresh data, both for
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research purposes and to build applications feeding information back to the participants, either as a
behavior-change mechanism or to provide value for participation. Rather than clinical practice, where
it is feasible and clearly beneficial to engage in person-to-person explanation of the research process,
in sensor-driven massive data collection the participants may be too separated from the researchers to
make such procedures feasible. At the same time, the expectations of the participants on sensor-driven
studies are generally lower when compared to clinical research; the problem of participants’ vulnerability
and pressure to join the research is significantly smaller. For these reasons, we see Living Informed
Consent, backed up by technical solutions such as openPDS as a viable framework for addressing the
rising problems of consent procedure.

3.4 Living Informed Consent and Reproducibility

Giving the participants full control over their data can cause concerns about research replicability and
reproducibility. If the data can change at any time, either because users modify or delete them, the
results published on the basis of the data become impossible to replicate. One possible solution is to
‘freeze’ the data used for each publication, freezing precisely the data needed to replicate the published
results. The issue of replicability must be addressed by the Living Informed Consent procedure. As
with all the other data access, the freezes of the data—or preferably the relevant features needed to
replicate the results—should be done subject to user authorizations, but once a freeze is done, the data
must remain unchanged. Thus, for example, users may still request the deletion of their newer data, but
cannot request modifications or deletions from the frozen copy of the dataset. Freezes should not be part
of the main database and should not be used for active research, but archived to enable existing results
to be revisited.

There is an ongoing discussion about the nature of desired replicability and reproducibility in various
domains. Chris Drummond suggested in [87] a distinction between these two terms, based on whether
the focus is on repeating the experimental setup and subsequent findings (replicability) or the results
themselves (reproducibility). Cases of dishonesty, incompetence, or error do happen. The prominent
examples in recent years include a programming error in the calculation of the impact of debt on economic
growth [88] or insufficiently controlled statistics in a study examining the impact of abortion on crime
rates [89]. Similarly, the interpretation of the collected massive data may be problematic. Bertrand et
al. in [90] examined the sentiment of New York City on the basis of collected Twitter messages. In the
following articles in the popular press [91], the authors identified the saddest spot of the city as Hunter
College High School. This has proven to be a mistake in the data interpretation, where tweets from a
single account in close proximity to the school greatly biased the results. Being able to check and identify
such errors is only possible if the underlying data is available. Although it is important to have access to
the exact description of the experiment or a study, as well as the collected data or extracted features on
which the algorithms can be applied to produce the same results (replicability), it may be argued that,
beyond cases of scientific fraud or incompetence, such replication does little to strengthen the results.
The value of reproducibility typically arises from deriving the same results from different experimental
setups different from each other. Mina Bissell points in [92] to the challenges of replication in a biomedical
context, due to the required cost, expertise, sensitivity to conditions etc. We can see how the concern is
valid in various domains, including massive data collection efforts, where the cost and time required to
collect datasets, although diminishing, may prohibit the exact replication efforts.

We believe that frozen datasets from massive collection studies, allowing for replication to the last
decimal place by using the same algorithms, can be a solution for the important issue of transparency
of science and ensuring that re-visiting the findings is possible. It is, however, even more significant to
be able to reproduce the results in different settings, which by definition will vary, at least slightly, in
population, setup, duration etc. In this context, a small fraction of users dropping out of the study and
deleting their information from the published dataset should not harm the replicability, as the results
should be robust to such small perturbations. There is currently no good answer to the problem of
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balancing the privacy of the users — inherent right to decide about data access authorizations — and
the availability of the data for the purpose of reproduction of the results and general transparency. The
solution will likely require both legal and technical frameworks for making the data available for the
purpose of reproduction, but it will require new authorizations for other purposes.

We recommend:
A simple yes/no informed consent option does not live up to the complex privacy implications related
to studies of human behavior. For that reason, we believe that users should play a more active role
in shaping their involvement in such studies. This view gains support from studies showing that
people do not, in general, realize smartphone sensing capabilities nor the consequences of privacy
decisions [10, 93, 94].
Additionally, we suggest to carefully consider special cases where the participants may not have the
competence or the authority to fully understand the privacy aspects [45, 95–97]. For these reasons
we urge special caution in cases where data collection is performed for unspecified later use without
clearly stated study purposes, as well as when information about what long-term plans for the data
collection is not clearly laid out (e.g. what happens to the data once the study is concluded) [52].
In short, we propose a move towards adapting the principles of Living Informed Consent in studies
involving human subjects.

4 Data Security

The security of the collected data, although necessary for ensuring privacy goals, is not often discussed
when reporting on collection of large-scale sensor-driven human data [24, 28, 35, 42, 43, 45, 61]. In the
next sections we illustrate how security has been addressed in the current, centralized frameworks and
how it can be integrated in (future) distributed solutions; what follows is not an exhaustive list, but
a compendium of important techniques that can be applied for frameworks for data collection human
subjects, as well as potential attacks to consider.

4.1 Common Solutions

The centralized architecture, where the data is collected in the form of a single dataset (typically stored
in a single database), has been the preferred solution in the majority of the surveyed projects [20–22,24,
26,32,40,42,43,45,45–48,50,51,58–60,96]. When a data package reaches the central server, information
is usually stored in SQL databases (e.g. [20, 30, 31, 58, 59]) and aggregated for later analysis.

Centralized architectures suffer from several security problems. Availability is difficult to guarantee
when the server becomes overloaded with heavy traffic or subject to a Denial-of-Service attack and, if
compromised, a single server can reveal all user data at once.

Malware and viruses for mobile phones are on the rise; given the amount of sensitive information
present on the devices, there is a need for mobile applications that take this reality into consideration in
order to avoid loss of personal data [16]. To address this problem, some of the frameworks reduce the
time the raw sensor information is stored on the device, for example, the Darwin platform discards data
records once a classification task has been performed. Such approaches, however, are not the norm, most
of the sensing applications we surveyed use an opportunistic approach to data uploading, pushing data
only when the user is connected to WiFi. As a consequence, devices may end up with large amounts
of data stored on the device memory [59], which may introduce a security threat if the devices do not
use encrypted file-systems by default. A possible way to tackle this problem is by employing frameworks
(such as FunF [20]) that provide reliable data storage systems by encrypting files before moving them

231



13

to phone memory by minimizing the amount of data transmitted [42].
Data transmission should be realized over HTTPS (HTTP Secure) to provide protection in the trans-

port layer, such as for example in [28,36,37,61]. We note that some of the surveyed frameworks transmit
data over plain HTTP [29,42,43,49,51]. Although this does not automatically indicate security problems,
it is a good practice to use transport layer encryption and the protection it offers.

Even encrypted content can disclose information to malicious users, for example when the traffic
flow is observed. The opportunistic architecture of transmission and battery constraints does not allow
smartphones to mask communication channels with dummy traffic to avoid analysis of the communication
patterns (traffic analysis) [29, 36].

We recommend:
We note that in all of the surveyed frameworks [28–31, 34–37, 47, 49, 61], the mechanisms for access
control, user authentication, and data integrity checks (when present), were implemented specifically
for the purpose of a given study. While ‘closed’ custom solutions are the norm, they pose an intrinsic
problem for privacy due to the complexity of the issue. No single group can be expected to solve every
aspect of data security, hence both openness and collaboration are necessary, so that researchers do
not have to create new security platforms for every new study.
Finally, we recommend that the security of the entire platform (network and server) is enhanced
by adhering to standard checklists, as illustrated in the guidelines on firewalls [98] and intrusion
detection systems [99] by the National Institute of Standards and Technology (NIST).

4.2 Distributed Architecture

In recent years, it has been a trend for businesses to store data in highly distributed architectures, or
even off-site, in the ‘cloud’. We understand cloud as any remote system which provides a service relying
on the use of shared resources [100, 101]. An example can be a storage system which allows the users to
backup their files and ubiquitously access them via the Internet (e.g. Dropbox) or a service for renting
servers and related resources (e.g. Amazon Web Services).

Apart from facilitating the processes of data storage and manipulation, employing cloud solutions
could improve the overall security of the collection efforts. As noted above, it is currently typical for
platforms to be designed and implemented from scratch, in an environment where thorough testing with
respect to security may not be a priority. If server platforms such as Amazon EC2 are used in the data
collection frameworks, security mechanisms such as access control, encryption schemes, and authorization
can be enforced in standard and well-tested ways. This primarily applies to moderately sensitive data
that needs to be accessed in real-time, when keeping it on an offline tightly controlled machine is not
feasible.

Using cloud solutions can make it easier to create data collection frameworks that allow users to own
their personal information. This allows for continuous monitoring of the personal data, controlling the
access, and verifying deletion, which in turn may make users more willing to participate in the studies.
One possible way to achieve such personal data stores is to upload the data from the mobile devices
to personal datasets (e.g. personal home computers, cloud-based virtual machines) as shown in Vis-a’-
Vis, Confab, MyLifeBits platforms, rather than to a centralized system. On the one hand, with these
electronic aliases, users will feel more in control of their personal data, diminishing their concerns about
systems that centralize data. On the other hand, part of the security of users’ own data will inevitably
rely on the users themselves – and on the service providers who manage the data.

Given the sensitive nature of the data, vulnerabilities in the cloud architectures can pose serious risks
for the studies and, while cloud solutions might provide an increased level of security, they are definitely
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not immune to attacks (see [102] for attacks taxonomy and [103] for a general analysis on the cloud
security issues).

Sharing resources is a blessing and a curse of cloud computing; it helps to maximize the utility/profit
of resources (CPU, memory, bandwidth, physical hardware, etc.), but at the same time it makes it more
difficult to assure security, as both physical and virtual boundaries have to be reinforced. The security of
the Virtual Machines (VMs) becomes as important as the physical security because “any flaw in either
one may affect the other” [103]. Since multiple virtual machines are hosted on the same physical server,
attackers might try to steal information from one VM to another using cross-VM attacks [104]. One
way to violate the data confidentiality is to compromise the software responsible for coordinating and
monitoring different virtual machines (hypervisor) by replacing its functionalities with others aimed at
breaching the isolation of any given pair of VMs, a so-called Virtual Machine Based Rootkit [105].

Another subtle method to violate security is via side-channels attacks [106]. These exploit unintended
information leakage due to the sharing of physical resources (such as CPU duty cycles, power consumption,
memory allocation). For example, a malicious software in one VM can try to understand patterns in
memory allocation of another co-hosted VM without the need of compromising the hypervisor. One of
the first real examples of such attacks has been shown in [107], where the researchers demonstrated how
to extract private keys from an adjacent VM.

Finally, deleted data in one VM can be resurrected from another VM sharing the same storage device
in a Data Scavenging attack [103]) or the whole cloud infrastructure can be mapped to locate a particular
target VM to be attacked later [104]. In addition, the volatile nature of the cloud resources makes it
difficult to detect and investigate attacks. When VMs are turned off, their resources (CPU, RAM, storage,
etc.) become available to other VMs in the cloud [100], making it difficult to track processes and gather
forensic evidence.

We recommend:
While we believe that the cloud is the future of massive data collection studies, the current situation
still presents some technical difficulties that need to be addressed. For this reason, in section 6.2 we
recommend focus on methods to control data treatment (information flow and data expiration) for
remote storage systems in order to ensure user compliance with privacy agreements. For the time
being, data security can be improved by combining some of the solutions previously outlined. For
example, information should be stored encrypted when still on the smartphones and then transported
to the servers via secure channels (HTTPS). After processing on researcher machines, they can be
re-encrypted prior to cloud storage.

5 Privacy and Datasets

The datasets created in massive data collection studies often contain very sensitive information about the
participants. A common definition of Personally Identifiable Information (PII) is ‘any information about
an individual maintained by an agency, including any information that can be used to distinguish or trace
an individual’s identity, such as name, social security number, date and place of birth, mother’s maiden
name, or biometric records; and any other information that is linked or linkable to an individual, such as
medical, educational, financial, and employment information1. It is researchers’ responsibility to protect
users’ PIIs, and consequently their privacy when disclosing the data to public scrutiny [12–14] and to
guarantee that the services provided will not be malicious [32, 49, 108]. PIIs can be removed, hidden in
group statistics, or modified to become less obvious and recognizable to others, but the definition of PII is
context-dependent, sometimes making it very difficult to select which information needs to be purged. In

1NIST Special Publication 800-122 http://csrc.nist.gov/publications/nistpubs/800-122/sp800-122.pdf
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addition, modern algorithms can re-identify individuals, even if no apparent PII is published [15,16,109–
111]. Attempts to provide anonymity often decrease the data utility by reducing resolution or introducing
noise, resulting in privacy-utility trade-off [112].

5.1 Privacy Implementations

When sensitive information is shared with untrusted parties, technical mechanisms can be employed to
enhance the privacy of participants by transforming the original data. We present two common ways to
augment users’ privacy: noise and anonymization, and discuss developments in applied homomorphic en-
cryption. For a classification of different privacy implementation scenarios—such as multiple, sequential,
continuous, or collaborative data publishing—see [113].

5.1.1 Noise

A difficult trade-off for researchers is how to provide third parties with accurate statistics on the collected
data while protecting the privacy of the individuals in the records: how to address the problem of
statistical disclosure control. Although there is a large literature on the topic, the variety of techniques
can be coarsely divided into two families: approaches that introduce noise directly in the database (data
perturbation models or offline methods) and a second group, that interactively modifies the database
queries (online methods).

Early examples of the privacy-aware data-mining aggregations can be found in [114], where the authors
considered building a decision-tree classifier from training data with perturbed values of the individual
records, and showed that it is possible to estimate the distribution of the original data values. This
implies that it is possible to build classifiers whose accuracy is comparable to the accuracy of classifiers
trained on the original data. In [115] the authors showed an Expectation Maximization (EM) algorithm
for distribution reconstruction, providing robust estimates of the original distribution given that a large
amount of data is available. A different approach was taken in [116], where the authors presented a new
formulation of privacy breaches and proposed a methodology for limiting them. The method, dubbed
amplification, makes it possible to guarantee limits on privacy breaches without any knowledge of the
distribution of the original data. An interesting work on the trade-off between privacy and usability
of the perturbed (noisy) statistical databases has been included in [117]. These results were extended
in [118], where the authors investigated the possibility of a sublinear number of queries on the database
which would guarantee privacy, and thuse extend the framework. A second work consolidated discoveries
from [117], demonstrating the possibility to create a statistical database in which a trusted administrator
introduces noise to the query responses with the goal of maintaining privacy of individual database
entries. In [119] the authors showed that this can be achieved using a surprisingly small amount of noise
— much less than the sampling error — as long as the total number of queries is sublinear in the number
of database rows.

A different approach was evaluated by Dwork et al. in [120], where an efficient distributed proto-
col for generating shares of random noise and securing against malicious participants was described.
The innovation of this method was the distributed implementation of the privacy-preserving statistical
database with noise generation. In these databases, privacy is obtained by perturbing the true answer
to a database query by the addition of a small amount of Gaussian or exponentially distributed random
noise, effectively eliminating the need for a trusted database administrator. Finally, in [121] Chawla and
Dwork proposed a definition of privacy (and privacy compromise) for statistical databases, together with
a method for describing and comparing the privacy offered by specific sanitization techniques. They ob-
tained several privacy results using two different sanitization techniques, and then showed how to combine
them via cross training. This work was advanced in a more recent study [122], where the scope of the
techniques was extended to a broad class of distributions and randomization by a histogram construction
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to preserve spatial characteristics of the data, allowing approximation of various quantities of interest in
a privacy-preserving fashion, e.g. cost of the minimum spanning tree on the data.

5.1.2 Anonymization

The most common practice in the data anonymization field is to one-way hash all the PIIs such as names,
MAC addresses, phone numbers, etc. This breaks the direct link between the user in the given dataset
and other, possibly public datasets (e.g. Facebook profile). The raw data can be uploaded from the
smartphone to an intermediate proxy server, where the hashing is performed. This technique is used in
the LDCC study. Once anonymized, the data can be transferred to a second server to which researchers
have access. A more privacy-preserving option is to hash the data directly on the smartphones and then
upload the results onto the server for analysis; a solution used in many of the MIT studies [20,21,58,59]
and in the Copenhagen Networks Study [123]. In principle, hashing does not reduce the quality of the data
(provided that it is consistent within the dataset), but it makes it easier to control which data are collected
about the user and where they come from. It may, however, reduce the utility if the labels themselves
are to be analyzed (e.g. mining the area codes of phone numbers). In this case the mining should happen
before hashing, and hashes should be stored together with low-dimensional results computed from the raw
data. Some types of raw data – such as audio samples – can be obfuscated directly on the phone without
losing the usability before being uploaded [26, 60]. Hashing PIIs does not guarantee that users cannot
be identified in the dataset [12–14]. Section 5.2 contains examples of methods that revert and break
such ‘anonymity’ through the use of auxiliary (non-hashed) information, de facto revealing individuals’
identities.

A frequent method employed for anonymization is ensuring k-anonymity [38] for a published database.
This technique ensures it is not possible to distinguish a particular user from at least k − 1 people in
the same dataset. AnonySense and the platform developed for the LDCC both create k-anonymous
different-sized tiles to preserve users’ location privacy, outputting a geographic region containing at least
k− 1 people instead of a single user’s location. Nevertheless, later studies have shown how this property
is not well suited for a privacy metric [124]. Machanavajjhala et al. tried to solve the k-anonymity
weaknesses with a different privacy notion called l-diversity [125]. This was extended by Li et al. by
proposing a third metric, t-closeness [126].

While today’s anonymization techniques might be considered robust enough in providing privacy
to the users [127], our survey contains methods that manage to re-identify participants in anonymized
datasets (see section 5.2).

5.1.3 Homomorphic Encryption

Homomorphic encryption is a cryptographic technique enabling computation with encrypted data: op-
erations in the encrypted domain correspond to meaningful operations in the plaintext domain [33,128].
This means users can allow other parties to perform operations on their encrypted data without exposing
the original plaintext, thereby limiting the sensitive data leakage.

This technique can find application in health-related studies, where patients’ data should remain
anonymous before, during, and after the studies, with only authorized personnel having access to the clin-
ical data. Data holders (hospitals) can send encrypted information on behalf of data producers (patient)
to untrusted entities (e.g. researchers and insurance companies), who process them without revealing the
data content, as formalized by mHealth, an early conceptual framework. HICCUPS is a concrete proto-
type that allows researchers to submit medical requests to a query aggregator that routes them to the
respective caregivers. The caregivers compute the requested operations using sensitive patients’ data and
send the reply to the aggregator in encrypted form. The aggregator then combines all the answers and
delivers the aggregate statistics to the researchers. A different use of homomorphic encryption to preserve
users’ privacy is demonstrated by VPriv. In this framework the central server first collects anonymous
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tickets produced when cars exit the highways, then, by homomorphic transformations, it computes the
total amount that each driver has to pay at the end of the month.

Secure two-party computation can be achieved with homomorphic encryption when both parties want
to protect their secrets during the computations: none of the involved entities needs to disclose its own
data to the other, at the same time they achieve the desired result. In [129] the researchers applied
this technique to private genome analysis. A health care provider holds a patient’s secret genomic data,
while a bioengineering company has a secret software that can identify possible mutations. Both want
to achieve a common goal (analyze the genes and identify the correct treatment) without revealing their
respective secrets: the health care provider is not allowed to disclose patient’s genomic data; the company
wants to keep formulas secret for business reasons.

Recently, much effort has been made in building more efficient homomorphic cryptosystems (e.g. [130,
131]). It is still hard to foresee whether or when the results will be practical for massive data collection
frameworks.

5.2 Attacks against Privacy

While researchers mine the data for scientific reasons, malicious users can misuse it in order to perpetrate
‘illegitimate acquisition and analysis of people’s information’ [16].

Like scientists, reality thieves aim to decode human behavior such as everyday life patterns [124], friend-
ship relations [2, 48], political opinions [59], or purchasing profiles2. Businesses invest in data mining
algorithms in order to make high-quality predictions of customer purchases, while others are interested
in analyzing competitors’ customer profiles [9].

Privacy scandals such as Netflix Prize, AOL searcher [14], and the Governors of Massachusetts health
records [13] show that the de-identification of data elements is often insufficient, as it may be reversed,
revealing the original individuals’ identities.

A common approach to data re-identification is to compare ‘anonymized’ datasets against the publicly
available ones; such schemes are called side-channel information or auxiliary data attacks. For such
attacks, online social networks are excellent sources of auxiliary data [110]. In recent studies [132, 133],
researchers have shown that users in anonymized datasets may be re-identified studying their interpersonal
connections on public websites such as Facebook, LinkedIn, Twitter, Foursquare, and others. Researchers
identified similar patterns connecting a pseudonym in the anonymized dataset to the user’s real identity
in a public dataset. It is difficult to thwart such side-channel attacks, as even a small number of low-
resolution datapoints from the dataset can be used to uniquely fingerprint a user as shown in [15], and
obtaining a similar small number of datapoints about an individual from public sources may be equally
easy. Using examples from the studies we have surveyed, users’ anonymity might be compromised in VPriv
and CarTel every time only a single car is on a highway, because it is possible to link the anonymous
packets reaching the server to that (unique) car. The same type of consideration is valid for AnonySense
and VirtualWalls ; if only one user is performing the sensing task (first platform) or if only one user is
located inside a room at a certain time (second platform). CenceMe, FollowMe, and Locaccino allow
the users to update their daily habits. Studying symmetries (e.g. in commuting) and frequencies (e.g.
meals or weekly workouts) of these behaviors, it is possible to discover underlying patterns and perpetrate
attacks against users’ privacy [110]. More generally, it is often the case the data released by researches is
not the source of privacy issues, but the unexpected inferences that can be drawn from it [134].

Internal linking [110] is another approach that aims to connect different interactions of one user within
the same system. For example, in [37] two reports uploaded by a single user might be linked on the basis
of their timing.

Data collected by seemingly innocuous sensors can be exploited to infer physiological and psychological
states, addictions (illicit drugs, smoking, drinking), and other private behaviors. Time and temperature

2http://adage.com/article/digital/facebook-partner-acxiom-epsilon-match-store-purchases-user-profiles/239967/
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can be correlated to decrease location privacy [135], while accelerometers and gyroscopes can be used to
track geographic position [109] or even to infer peoples’ mood [110]. A recent study showed that accurate
estimates of personal attributes (such as IQ levels, political views, substance use, etc.) can be inferred
from the Facebook Likes, which are publicly available by default [136].

These threats are exacerbated because the general public is often unaware of what can be inferred from
seemingly harmless data [51] and of smartphone sensing capabilities [93]. For example, participants of the
Bluemusic experiment did not show any concerns related to options such as ‘recording all day, everyday’
and ‘store indefinitely on their mobile phone’ related to data collected by accelerometers because this
sensor is perceived as ‘not particularly sensitive’ [51].

While protecting the privacy of an individual user is difficult, data with a network structure make it
even more challenging. The nodes can be identified on the basis of the network structure and knowledge
of some attributes of the neighbors of the node [137]. Even when using conventional de-identification
techniques, the information embedded in the network structure can be sufficient to find the identity of the
user. Anonymization of network data to prevent these attacks is difficult, and requires careful changes in
the disclosed network structure to reduce the possibility of re-identification while keeping the utility of
the network data. Cheng et al. showed in [138] that k-isomorphism, anonymization based on formation
of k pairwise isomorphic subgraphs is both sufficient and necessary to protect against re-identification.
The problem of constructing the subgraphs is, however, NP-hard and such operation can significantly
reduce the utility of the network data.

Protecting against re-identification in the network is only part of the solution; perhaps even more
important is protection against attribute disclosure. The latter happens when certain attributes the
user would like to keep private are disclosed due to the user’s position in the network. Davis et al.
in [139] recovered the location of untagged tweets using the network structure of the followers and their
geo-tagged tweets. In a dataset related to a particular topic on Twitter, they showed an increase of
45% in the number of messages that could be located. Sensitive attribute inference was also showed
in [140], where the authors mixed private and public profiles in social networks, using publicly available
friendship structure and group memberships to recover hidden values of the user, such as gender, religion,
and origin. Using models of variable complexity and network properties such as autocorrelation, caused
by homophily or influence, they were able to successfully show significant leakage of information from
friendships and groups users join. Chester and Srivastava introduced in [141] an approach to anonymize
labeled social networks. Called α-nearness, it produces label distribution in every neighborhood of the
graph close (within α) to that of the entire network by producing a graph with an augmented set of
edges.

Privacy in network data is arguably the hardest challenge of the entire domain. It touches the legal and
ethical dimensions (who owns the story about me), informed consent (how my assent influences others),
and data control (even if my data is deleted, it may still be recovered from other users). Addressing the
issue in full is beyond the scope of this article. We recommend that these problems need to be considered
in addition to the privacy of a single user, which is a necessary first step.

The consequences of loss of sensitive information can be long lasting; it is almost impossible to change
personal relationships or life patterns3 after an identity theft attack or to avoid other types of criminal
activity (stalking) that might occur because of misuses of behavioral datasets [16].

3Although for slightly different reasons, in 2010 Google’s Executive Chairman Eric Schmidt sug-
gested automatic changes of virtual identities to reduce the limitless power of the ‘database of ruin’
http://online.wsj.com/article/SB10001424052748704901104575423294099527212.html .
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We recommend:
We suggest that the potential for misuse and attacks should be mentioned in the informed con-
sent processes. Finally, many existing platforms build privacy for the users on the hypothesis that
techniques like k-anonymity and protections against traffic analysis or side channels will possibly be
added in future, but at the time of writing, such techniques have not yet been integrated in any study.
As practitioners of massive data collection, we feel that one of the most important challenges of fu-
ture studies will be to build common frameworks that provide holistic, reusable solutions addressing
privacy concerns.

6 Information Ownership and Disclosure

An attractive solution to some of the issues listed previously would be frameworks that can guarantee
the users ways to control at any time who is in possession of their data and for what reason, but past
attempts at creating such digital rights management (DRM) systems for privacy purposes did not produce
the expected results. Further, without trusted computing bases there is no practical way of enforcing
that data are not to be retained/copied or forwarded to third parties [29, 142].

One problem remains in the issue of whether the users allow researchers to physically own the data
stored on the universities’ servers (see section 4.1) or simply allow researchers to use the information stored
as personal datasets (section 4.2 and 6.1). Users must trust researchers and service providers to properly
manage their personal information as agreed and not to expose any sensitive data to unauthorized parties.
In the following sections we provide further details about two main information disclosure scenarios: the
explicit and conscious process of distributing information to other parties, and techniques to control data
disclosure, such as information flow control and data expiration systems.

6.1 Sharing

Individuals’ notions of information sensitivity, and therefore sharing patterns, vary [49, 50, 77, 78]. Some
information, however, should always be perceived as sensitive and requires special attention. Examples
include health-related, financial, or location data. The sensitivity of information is often proportional to
its research value, making users reluctant to share such data [93, 109, 143]. For example, recent studies
have demonstrated that social networks can be mined in order to discover psychological states [110,111],
which can be later used to detect unusual patterns and prevent or treat psychological disorders (social
anxiety, feelings of solitude, etc.).

6.1.1 Sharing with other users

Social networks and smartphone applications such as CenceMe, Bluemusic, FollowMe, and Cityware
show people are comfortable with the idea of sharing personal information with friends [11]. However, in
many cases the data sharing options lack granularity. For example, users of CenceMe and FollowMe can
unfriend other participants and thus resize the sharing set, while users of Cityware or GreenGPS need to
switch off the Bluetooth/GPS device to avoid being tracked. More fine-grained systems exist, in which
the users can visualize and edit boundaries and resolution of the collected information before sharing it
with others [26, 29, 40, 50].

Location sharing, in particular, is a multifaceted topic. Today, users can instantaneously share their
location through an increasing number of services: using native applications (Foursquare, Google+), by
means of social network websites (Facebook, Twitter) and within social experiments [42, 47, 49, 50, 78].
The attitude of users towards location sharing varies. It has been established the users’ understanding
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of policies and risks is quite limited and often self-contradictory [28,50,78,144]; although the majority of
users seem to be at ease in sharing their check-ins, they assert to be worried about the ‘Big-Brother effect’
when asked directly [67,94,109]. These contradictions and the natural complexity of different preferences
in location sharing policies raise challenges for researchers.

We recommend:
We find that better ways to inform users about possible dangers related to sharing data are needed
(see section 3 and 5). In addition, we believe new dynamic platforms should be created to enable
users to visualize and control their information flows. One example would be a platform showing
how to discern which areas can report users’ location and which cannot [50].

6.1.2 Sharing with researchers

As discussed above, the most common approach for the studies surveyed here is to collect user-data in
centralized servers. This means that when the data leaves the smartphone, the user effectively loses
control over them and cannot be sure, from the technical perspective, that her privacy will be respected.
The opposite approach is to let the users own the data so they can control, access, and remove them
from databases at any moment, as noted in section 4. A possible way to achieve this is to upload the
data from the mobile devices not to a single server, but to personal data stores (e.g.: personal home
computers, cloud-based virtual machines) as shown in the architectures in [28–30]. It is then possible to
deploy distributed algorithms capable of running with inputs coming from these nodes, as illustrated by
the Darwin framework.

While the advantages of cloud computing for the data collection frameworks are numerous (as dis-
cussed in section 4.2), this architecture is not immune from privacy concerns for users and technical
barriers for scientists. The former are worried about the confidentiality of their remote information, the
latter need practical ways to collect and perform analysis on the data.

6.2 Data Control

Controlling ownership of digital data is difficult. Whenever images are uploaded to photo-sharing services,
or posts are published on social networks, the user loses direct control over the shared data. While
legally bound by usage agreements and terms of service, service providers are out of user’s direct control.
The open problems in data disclosure include time retention and information flow tracking. Today’s
frameworks try to solve these issues by legal means, such as declarations asserting that ‘any personal
data relating to the participants will not be forwarded to third parties and will be destroyed at the end of
the project’ [24]. In this chapter we discuss the state-of-the-art of the technical means to limit information
disclosures and possibilities of integration with research frameworks.

6.2.1 Information Flow Control

Information Flow (IF) is any transfer of information from one entity to another. Not all the flows are
equally desirable, e.g. a sheet from a CIA top-secret folder should not leak to another file of lower
clearance (a public website page, for instance). There are several ways of protecting against information
leaks. In computer science, Access Control (AC) is the collection of network and system mechanisms that
enforce policies to actively control how the data is accessed, by whom, how, and who is accounted for.

Some attempts at building decentralized information flow control (DIFC) systems to track information
flows in distributed environments are JIF extensions (such as Jif/Split [145] and CIF [146]) or HiStar
extensions like DStart [147], which utilize special entities at the endpoint of each machine to enforce
information exchange control.
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An interesting approach taken by Neon [148] can control, not only information containers (such as
files), but also the data written inside the files. It is able to track information flows involved in everyday
data manipulations, such as cut and paste from one file to another or file compression. In these cases,
privacy policies about participants’ records stored in datasets cannot be laundered on purpose or by
mistake. Neon applies policies at the byte-level, so whenever a file is accessed, the policy propagates
across the network, to and from storage, maintaining the binding between the original file and derived
data to which the policy is automatically extended.

Privacy Judge [149] is a browser add-on for online social networks to control access to personal
information published online which uses encryption to restrict who should be able to access it. Contents
are stored on cloud servers in encrypted form and place-holders are positioned in specific parts in the
OSN layouts. The plug-in automatically decrypts and embeds the information only if the viewer has
been granted access. The domains of Privacy Judge can be extended by similar tools to limit access and
disclosure of personal datasets: the participant could remove one subset of his entries from one dataset,
affecting all the studies at once.

The complementary approach to the above systems is to ensure control of information disclosure a-
posteriori. This means that whoever is in possession of the data, or processing them, can be supervised
by the users, and therefore each misuse or unwanted disclosure can be detected.

Such auditing systems include SilverLine [150], a tracking system for cloud architectures that aims
to improve data isolation and track data leaks. It can detect if a dataset collected for one experiment
is leaked to another co-resident cloud tenant. Therefore, users can directly control where their personal
information is stored and who has access to it.

CloudFence [151] is another data flow tracking framework in which users can define allowed data flow
paths and audit the data treatment monitoring the propagation of sensitive information. This system –
which monitors data storage and service providers (any entity processing the stored data) – allows the
user to spot deviations from the expected data treatment policies and alert them in the event of privacy
breaches, inadvertent leaks, or unauthorized access.

For maintenance reasons (backups, virus scanning, troubleshooting, etc.), cloud administrators often
need privileges to execute arbitrary commands on the virtual machines. This creates the possibility to
modify policies and disclose sensitive information. To solve this inconvenience, H-one [152] creates special
logs to record all information flows from the administrator environment to the virtual machines, thereby
allowing the users to audit privileged actions.

Monitoring systems like Silverline, CloudFence, and H-one can be deployed for research frameworks
to give the users a high degree of confidence in the management of their remote personal information
stored and accessed by cloud systems.

We recommend:
Unfortunately, these solutions are still not easily deployable since a) many of them require Trusted
Computing Bases [28, 153, 154] (to prove trusted hardware, software, and communications) which
are not common at the time of writing; b) some require client extensions that reduce usability and
might introduce new flaws [149]; and c) covert channel attacks are not defeated by any IF techniques
(e.g. screenshots of sensitive data). In addition, enforcing information flow policies also needs to
take into account incidental (and intentional) human malpractices that can launder the restrictions.
We note that none of the surveyed frameworks provided information flow controls, and only few of
them mentioned auditing schemes.
While this type of user-protection is less deployable than others, we believe that auditing will have
a place in future massive data collection backends. We also hold that a paradigm shift in data
treatment where users will own their personal sensitive information, will make such auditing systems
more feasible.
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6.2.2 Data Expiration

As we have recently seen for Google Street View and Facebook, service providers are very reluctant
to get rid of collected data4. After user deletion requests, service providers prefer to make the data
inaccessible – hidden from view, behind a disabled profile – rather than physically purging the data
from storage. To aggravate this situation, data is often cached or archived in multiple backup copies to
ensure system reliability. Therefore, from the users’ perspective it is difficult to be completely certain
that every bit of personal information has been deleted. Consequences of unlimited data retention can be
potentially catastrophic: if private data is perpetually available, then the threat to user privacy becomes
permanent [155]. A solution to this problem is retroactive privacy: meaning that data will remain
accessible until – and no longer than – a specified time-out.

Here we illustrate some of the most interesting approaches to address the data expiration strategy,
narrowing our focus to systems that can be integrated with research frameworks. The criteria in the
selection are a) user control and b) ease of integration with existing cloud storage systems. Self-destructing
data systems prefer to alter data availability instead of its existence, securing data expiration by making
the information unreadable after some time. The concepts ‘self-destructing data’ and ‘assured data
deletion’ were first presented in [156]. Data is encrypted with a secret key and stored somewhere to be
accessible to authorized entities. Then, after the specified time has passed, the corresponding decryption
key is deleted, making it impossible to obtain meaningful data back. This is a trusted-user approach
and relies on the assumption that users do not leak the information through side channels, e.g. copying
protected data into a new non-expiring file. Therefore, these systems are not meant to provide protection
against disclosure during data lifetime (before expiration), as DRM systems are designed to achieve5.
Self-expiring data systems can be integrated in research frameworks to enhance privacy in sharing data,
permitting the participants to create personal-expiring data to share with researchers for only a pre-
defined period of time.

Key management—which is the main concern in such systems—can be realized either as a centralized
trusted entity holding the keys for all the users, or keys can be stored across different nodes in a distributed
network where no trusted entity is employed.

Ephemerizer [157, 158] extends the principles outlined in [156] to interconnected computers imple-
menting a central server to store the keys with respective time-outs. The server periodically checks the
keys for their time-out and delivers them only if their time has not yet expired. An approach that avoids
the necessity for a trusted party is Vanish [159], a distributed solution that spreads the decryption key
bits among different hosts: after the usual encryption phase (key creation, file encryption and storing),
the key is split into secret shares and distributed across random hosts in a large distributed hash table
(DHT) (DHT are decentralized systems that store < key, value > mappings among different nodes in a
distributed network). The key tells which node is holding the corresponding value/piece of data, allowing
value retrieval, given a key. According to the secret sharing method [160], the recovery of k (thresh-
old) shares on n total shares permits the reconstruction of the original key and therefore the decryption.
What makes the data expire/vanish is the natural turnover (churn) of DHTs (e.g.: Vuze) where nodes are
continuously leaving the network making the pieces of a split key disappear after a certain time. When
there are not enough key shares available in the network, the encrypted data and all its copies become
permanently unreadable. There are two main limits on the Vanish system. First, the requirement for a
plug-in that manages the keys reduces its usability. Secondly, the time resolution for expiration is limited
to the natural churn rate of the underlying DHT and it is expensive to extend due to re-encryption and
key distribution.

As pointed out in [161], the idea of turning the nodes’ instability into a vantage point for data

4https://www.schneier.com/blog/archives/2009/09/file_deletion.html ,
http://www.dailymail.co.uk/sciencetech/article-2179875/Google-admits-STILL-data-Street-View-cars-stole.html

5DRMs assume user untrustworthiness limiting the use and/or disclosure of a digital content in all its possible forms
e.g.: duplication and sharing.
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expiration might introduce serious problems. Attacker can crawl the network and harvest as many stored
values as possible from the online nodes before they leave the network. Once enough raw material has
been collected, the attack can rebuild the decryption key, resuscitating the data.

Based on the same cache-ageing model of Vanish, but immune to that attack, is EphPub [155], in
which the key distribution mechanism relies on the Domain Name System (DNS) caching mechanism.
The key bits are distributed to random DNS resolvers on the Internet, which maintain the information
in their caches for the specified Time To Live. This solution is transparent to users and applications, not
involving additional infrastructure (a DHT or trusted servers) nor extra software (DHT client).

Another solution for data expiration is FADE [162], a policy access control system that permits users
to specify read/write permissions of authorized users and applications other than data lifetime. The
underlying idea is to decouple the encrypted data from the keys: information can be stored in untrusted
cloud storage providers and a quorum of distributed key managers guarantees distributed access control
permissions for the established period of time.

Given data redundancy and dispersion, it is almost impossible to ensure full control over distributed
data, especially when users are directly involved, as it cannot be prevented that human users manually
write down the information, memorize it, or take a picture of the screen and share it in a non-secure
manner [149]. While everlasting data is generally dangerous in any context, the problem becomes even
more important for studies where the amount and the sensitivity of the collected data can be substantial.
On the other hand, we can expect that even high-resolution data of a certain kind, for example mobility
traces, will become less sensitive with the passage of the time. As a society, we will need to understand
how to deal with massive amounts of high-resolution data existing after their owners have passed away.

We recommend:
The systems described above can be part of privacy-aware research frameworks that can automatically
take care of purging old information from the database. Providing users with ways to control sharing
schemes and information lifetime might attract more participants, who may be currently be reluctant
to share their personal data. We would like to emphasize that the mentioned solutions do not provide
complete data protection and have been inspected by the scientific community for only a brief period
of time. It is not current practice in the examined frameworks to include the data retention procedures
and lifetimes in the user agreements or informed consent. While it is still uncertain whether assured
deletion and data expiration are technically secure, we note that there are limits beyond which only
legal means can guarantee the users the conformity to certain procedures in data management and
retention. The data deletion schemes must, however, allow for studies’ replicability; the minimal set
of data or preferably features required to replicate published results must be retained.

6.2.3 Watermarking

Digital watermarking is a process of embedding a marker in the data for the purposes of content tracking,
authentication, or owner identification, among others. Embedding the marker aims to preserve the
utility of the data for a particular purpose, assuming a certain level of fault-tolerance in the data in a
given context. The general requirements of watermarking include that it should be 1) imperceptible,
not introducing any perceptible artifacts into the data 2) robust, being immune to certain classes of
transformations, 3) blind, in that the detections should neither require knowledge of the watermark or
the original database, and 4) incrementally updatable [163].

Transactional watermarking, also known as fingerprinting, is a technique of placing different marks
in different copies of the data. This allows the data owner to trace copies of the data and identify
the leaks [164]. The attackers are, in our context, researchers and other entities who have either been
granted access to the data, but share or use them in an unauthorized way, or have obtained the data
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from unauthorized sources. In active attacks, the entity attempts to remove the watermark or to make it
undetectable [165]. A special case of active attacks is a collusion attack, in which the attacker combines
several copies of the data, each with a different watermark, to construct a watermark-free copy. Resistance
to these attacks is critical for fingerprinting, if there is a possibility that the attacker can gain access to
multiple copies of the same data. This can happen when one entity can request multiple copies of the
data, each with a different embedded watermark, or when several entities can collaborate with each other,
sharing their datasets. Whether it is a concern, depends on the data access framework, how the data is
accessed and by whom. If the access is tightly controlled and audited, or the watermark is consistent per
entity accessing the data, collusion attack may not be feasible for a single entity. The parties accessing the
data may also be unlikely to conspire to produce a watermark-free copy, for example respected researchers
or large companies. However, if data access is possible, for example, for anonymous users on the Internet,
they may be interested in working together to attack the fingerprint.

Various generic techniques of watermarking relational databases have been developed. Agrawal et
al. showed in [163] how a relational database can be watermarked using certain bit positions of some
of the attributes of the tuples. These locations and values are determined on the basis of a secret
key, chosen by the owner of the data, allowing detection of the watermark with high probability. With
enough redundancy in the watermark, it is robust with respect to common database operations, including
insertions, updates, and deletions. Guo et al. improved algorithm to watermark numeric attributes in
relational databases in [166]. They used groups of tuples representing each bit of the watermark, and by
being able to identify which group the tuples belong to, achieved a totally blind system, where only the
length of the watermark is needed to recover the watermark. An example of using fingerprints in large
datasets is the American Dataset Program (ADT), designed to produce decoy records for the purpose
of fingerprinting identity datasets [167]. These decoy entries, created to look realistic and not bias the
statistics calculated on the data, can be generated uniquely for every copy of the dataset released. The
records are highly unique and are based on a key chosen by the owner of the data, thus they can always
be identified.

Watermarking can be a suitable technique for data control in massive data collection efforts. De-
pending on the nature of the data and expected misuses, the effectiveness may vary, however. We can
expect that the problem is often not leaking of the entire dataset, but rather using the data in an unau-
thorized way. In such a scenario, when the actual data is never leaked, but covertly used against the
users, identifying the source of the data leak may be hard, even with the watermark embedded. Some
interesting solutions can be envisioned in such cases, for example, if the danger is about abusing collected
email addresses of the participants for the purpose of spamming, one can embed the decoy records as
described in [167] and monitor the generated email addresses for spam. As long as the watermark does
not significantly reduce the utility of the data, embedding it is a good idea. The usefulness may, however,
vary in the massive data context.

6.2.4 Contract Governance

All technical means employed for ensuring control of data sharing have their limitations. No system is
perfectly secure, covert attacks can always be found, and trying to stop these attacks with only technical
means is not feasible; users can be identified, watermarks removed, and data shared beyond controlled
systems. In the end, it is the credible threat of legal and business consequences that has to assist in
discouraging widespread abuse.

Data access and sharing can be governed by contract agreement, specifying what can and cannot be
done with the data, as well as consequences of the abuses. It is common practice for researchers to work
under agreements that define allowed uses of the massive data [24, 26]. In the Data For Development
(D4D) challenge, researchers accessed the data published by telecommunication operator Orange for the
purpose of generating novel insights for the public good. Beyond the technical means of de-identification
of the dataset [168], researchers agreed to terms and conditions, stating that they would not attempt the
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re-identification of users, share the data with third parties, or otherwise abuse the access [169].
Legal means are routinely employed when granting researchers access to data collected by governmen-

tal institutions in registers, such as economic data, personal health records, or education records. In the
Netherlands, a contract is signed by the researcher working with the data, while the statement of secrecy
is signed by both the researchers and the employing institution [170]. In Denmark, access to registers,
where data from the population are grouped and records are identified by civil registration number, is
regulated by the Act on Processing of Personal Data which states that personal data applied for statistical
purposes may be disclosed and reused with the permission of the Data Protection Agency [171]. Under
this Act, a public authority may impose a duty of non-disclosure on the researchers and even de-identified
data must be treated as confidential. Breaches are punishable by detention or imprisonment. Similar
measures are implemented in Sweden and other Nordic countries [172], with some minor differences in
what data exactly can be accessed; for example, in Finland it is not generally possible to access data with
personally identifiable information. The guiding principle in all the countries is that the access to data
for research purposes must not put the subjects in danger, including the possibility of re-identification.
Individuals are entitled to be protected from intrusion, at the same time balance must be found with the
legitimate needs of society to access data for the public good.

Legal means are sensitive to geography. For example in Denmark only Danish research environments
can be granted access to register data, as it not feasible to effectively enforce contracts abroad [171].
Except for the legal means, no scrambling, grouping, or other statistical randomization techniques are
applied to these data. When accessing register data, it is often a practice to require researchers to
physically work on the premises of the managing agency, use designated servers for computation, or
use authorized and secure connection [170–172]. The data flows are tightly controlled in this context,
all performed computations and transfers are logged and audited, and the policy to which researchers
agreed is enforced.

In Europe, Council Regulation (EC) No 322/97 of 17 February 1997 on Community Statistics states
that the data used for the production of statistics should be considered confidential when they allow for
identification of the statistical units, disclosing individual information either directly or indirectly [173].
All the means that can be reasonably used by a third party for such identification have to be consid-
ered when deciding whether a statistical unit is identifiable. This goes beyond protection of PIIs that
directly identify users, including any combination of data that makes identification feasible. Directive
95/46/EC of the European Parliament and of the Council of 24 October 1995 mentions the protection
of individuals with regard to the processing of personal data and the free movement of such data (the
Data Protection Directive) [174]. The Directive applies to electronic personal data and structured man-
ual files, and it talks about processing, which includes collection, storing, merging, changing, sharing,
deleting, etc. The Directive covers fundamental requirements for data processing, including fairness and
lawfulnesses, explicit purpose of collection and analysis compatible with the purpose, and keeping the
data identifiable for only as long as it is required. The adoption of the General Data Protection Reg-
ulation, superseding the Data Protection Directive and addressing issues such as cloud computing and
data generated by online social networks, is expected for 2014, with a following 2-year transition period
(http://ec.europa.eu/justice/data-protection/index_en.htm).

In Australia, controls on research data are most commonly imposed by government, as a very high
proportion of funding is provided by the Commonwealth, State, and Territory governments [175]. All
the aforementioned principles for treatment research data apply in Australia, including requirements for
informed consent, removal of identifiable information, and usage only for purposes compatible with the
original purpose of data collection. We mention Australia, because Fitzgerald et al. note in [175] how
some research expressed frustration with the limitations imposed by the existing legislation. Quoting Dr.
Richie Gun of the Department of Public Health, University of Adelaide:

In Australia we are now in a uniquely advantageous position to carry out such [cancer] re-
search, as we have mandatory registration of cancers in every State and Territory. We there-
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fore have almost complete enumeration of all invasive cancers occurring in Australia, with
the potential to carry out epidemiological studies on cancer incidence equal to or better than
anywhere else in the world. Unfortunately privacy laws are impeding access to cancer registry
data, so that it is becoming increasingly hard to carry out the linkage of cancer registrations
with exposure data.

Rulings such as this suggest that we researchers are not to be trusted to protect privacy; that
names will be released to outside parties; or that publications will identify individuals. This
might be justified if there were some evidence that researchers have actually misused such data.
Yet where is such evidence? The fact that there is no evidence of misuse is easily explained:
researchers have nothing to gain by providing information and everything to lose. I know that
if it became known that confidential information had been given out from my research team,
it would be the end of my research and my career.

This statement shows that legal and business means of ensuring proper data flows can be effective in
a research context. When researchers have everything to lose and little to gain from abusing the data,
they could be entrusted with high-quality data, even including personally identifiable information, just
based on their agreement to not abuse this access.

The IPUMS-International is a global initiative led by the University of Minnesota Population Cen-
ter to coordinate access to high-resolution census data to researchers [176]. The projects within the
initiative are only undertaken in countries with an explicit understanding between the official statistical
institute and the University of Minnesota [177]. The agreement includes rights of ownership, rights of use,
conditions of access, restrictions of use, the protection of confidentiality, security of data, citation of pub-
lications, enforcement of violations, sharing of integrated data, and arbitration procedures for resolving
disagreements. Researchers must apply for a license to gain access to the data, and approval is based on
whether the data is appropriate for the proposed project, the academic non-commercial affiliation of the
researcher, and acceptance of the conditions of use; around one-third of the applications are denied [177].
The researchers accessing the data sign a non-disclosure agreement, agreeing to use the data only for
non-commercial purposes, not to attempt to identify the individuals, not to report statistics that would
allow such identification, and not to redistribute the data to third parties. Violations of the agreement
are subject to professional censure, loss of employment, civil prosecution, and to sanctions against the
researcher’s institution. IPUMS notes that with the supervision of IRBs and corresponding bodies in
other countries, the lack of incentives for the researchers to identify the individuals, and with researchers’
reputation at stake, abusing data is unlikely [178] and only few allegations have been ever made in the
context of registry data.

No matter whether the data are accessed for research or commercial purposes, perfectly secure systems
are virtually impossible to build. Even in top secret government agencies, there must exist people
with sufficient access to extract very sensitive data; it is an operational reality. Whenever the data is
shared, some aspects of ensuring the proper processing must rely on legal and business dimensions. The
effectiveness of these varies, depending on the nature of the data and parties accessing them: respected
researchers may have a lot to lose and little to gain from abusing the data, large commercial services may
try to do it, even if they risk that their misconduct may be discovered.

7 Privacy Actionable Items

Here we present the executive summary for the practitioners of sensor-driven massive data collection
studies involving human participants.

Regulations. When a new study is provisioned, it must follow the regulations of the proper authorities.
Special attention should be given to the cases where the data may travel across borders, either as part
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of the study operation (e.g. data storage) or as a part of research collaboration with foreign institutions.
The requirements and guidelines may differ significantly between countries. Furthermore, if the data
collection happens in one country and analysis of the dataset happens in another, the data analysis may
not be considered a human subjects study, and thus may not require IRB approval. The regulations and
guidelines of the country where the study is conducted reflect expectations of the participants regarding
their data treatment. Researchers need to make sure that these are respected, even when the data flows
across boarders.

Informed Consent. Informed consent is the central point of the participant-researcher relation. We
strongly encourage the publication of the informed consent procedure for the conducted studies, so the
best practices can be built around it. As a research community, we should be working towards the
implementation of Living Informed Consent, where the users are empowered to better understand and
revisit their authorizations and their relation with the studies and services in general. This relation
should ideally last for as long as the users’ data exist in the dataset. As new techniques for data analysis
are introduced and new insights can be gained from the same data, the participants should be made
aware of, and possibly in charge of, the secondary use. Additionally, we envision a better alignment of
business, legal, and technical dimensions of the informed consent, where the user’s act of consenting is
not only registered for legal purposes, but through technical means creates the required authorizations,
e.g. OAuth2 tokens.

We do not expect or want users to spend hours staring into the screens to control the access to their
data. Ensuring such metadata is available for the user is a necessary but not sufficient condition for a
successful implementation of Living Informed Consent. Business, legal, and technical dimensions must
be aligned to make the presented information accountable and actionable. The presentation layer must
be carefully designed, with the UI as simple as possible, but not simpler than necessary to convey the
privacy message. Finally, providing access to the metadata about data collection and usage, creates an
opportunity for third parties to help the user to analyze, audit, understand, and change the privacy
settings. There is a danger that providing raw access to the data and metadata will create an illusion of
user control. Still, the improvement of the users’ privacy has to start somewhere, and even if the initial
implementations of Living Informed Consent are not perfect, they will create an opportunity to build
better solutions upon them.

Security. Security of the data is crucial for ensuring privacy. Moving into the cloud may require close
examination of the infrastructure provider’s policy, as well as the technical solutions limiting access to
the data in the shared-resources environment. One of the solutions is to encrypt the data on a server
physically owned by the research unit conducting the studies, and only then pushing it into the cloud.
There are different levels of encryption granularity that may be used. The less structure is preserved in
the data, the less information can potentially leak, but at the same time, less meaningful queries or data
processing can be executed on the encrypted data. It may be an option to encrypt (or one-way hash) only
PIIs, keeping the structure of the data and certain raw values (e.g. location coordinates). This allows
for effective data querying in the database, but at the same time can expose the information about the
participants (the cloud learns where the participants are, but doesn’t learn their names or other PIIs).
If the data is encrypted in its entirety, effective queries become difficult and may not be feasible.

Privacy Implementation. The data collected is only valuable if it can be analyzed. It is often desired
or necessary to share the data in some form with third parties, some of whom may be hostile. As it has
been shown in multiple cases, de-identification, introducing the noise, implementing k − anonymity etc.
may be insufficient against an educated and determined attacker (Attacks against Privacy section). We
can expect this problem to grow, as more publicly available information is exposed by the participants
in different (non-study-related) channels. If it is sufficient to know several locations to uniquely identify
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the user [15], all the other data gathered in the study can then also be linked to the real person. Firstly,
we suggest that good practice is to make the type of de-identification performed on the dataset public,
helping to establish common practices and understanding of what works and what does not. One of the
possible directions is to move away from copying the entire datasets for later offline analysis, which is
becoming impractical anyway, due to large size and real-time nature of the data. Instead, researchers
and other services can interact with the data through APIs that allow for control and accountability. If
data dimensionality is additionally reduced before flowing through the API (e.g. city-level location of the
user rather than raw GPS trace), privacy can be managed in a more robust way.

Contract Governance. The technical means employed for ensuring proper data processing, have their
limitations. When the data is shared and used, it should be done under contracts defining researchers’ and
services’ obligations and allowed uses. The threat of legal and business consequences should play a crucial
role in implementing participants’ privacy. Every party accessing the data should agree not to try to re-
identify the users or otherwise abuse the data. Although this may seem nave, such agreements can be the
most powerful factor in limiting abuses; in many cases researchers or other third parties have little to gain
in abusing the data, while risking their reputation and the chance of lawsuits. It is desired to watermark
the data separately for each share in order to support auditing. Contractual and watermarking practices
have been adopted, to certain extent, in sharing medical, biological, and financial data. Depending on the
nature of the data or pre-existing relation between primary researchers and the third party, the contract
may need to be of a certain complexity combined with a practical auditing system. There is always a
balance to be found between the difficulty of re-identification, potential harm to the participants, and
gain from the conducted research. When the overhead of establishing legal contracts with all parties
accessing the data is prohibitive, a minimal End-User License Agreement (EULA) should be used, where
the researchers promise not to attempt re-identification, abuse the data, or share them further. Similarly
to informed consent forms, we suggest making public the forms signed by parties accessing the data in
the studies (contracts and EULAs), in order to establish best practices for this process.

Conclusions

In this article we have reviewed the privacy-related practices in existing sensor-driven studies of massive
data collection involving human participants. It is clear that the size and resolution of studies grows
quickly and for this reason the collected data should be considered increasingly sensitive. As the sensitivity
of the data grows, better tools to support the privacy of the participants have to be developed.

In massive human data collection, the main concerns are currently technical solutions to scalability
and data availability. Often, making the data available to researchers takes precedence over creating
the right solutions for the many aspects of privacy that need to be addressed. Here, we have identified
a number of concrete domains, which are crucial for implementation of good privacy practices. These
include informed consent management, data security, auditing, or controlling information flows. We have
reviewed tools that can support some of these requirements and noted that, for various reasons, they
are not widely used. We feel that the adoption of reusable and common systems is necessary to improve
the privacy situation in the field. Reusable tools and systems, as well as shared standards, will allow
scientists and engineers to focus on research questions, rather than re-inventing the complex elements of
privacy in a new era of massive data collection.

The underlying driver of the change has to be the end-user expression of informed consent and resulting
orchestration of data processing in business, legal, and technical domains. In Living Informed Consent,
participants in long-lasting studies with complex data flows will be able to express their preferences
and monitor the results. Going beyond existing practices of obtaining the consent, the users have to
be recognized as key stakeholders in the studies. In addition to promoting better privacy, this will be
beneficial for the research community as well, allowing access to more data from the users, rather than
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starting every collection from scratch. A key aspect of improving privacy has to be contract governance.
Every flow, every data access should ideally be accounted for and possible to audit, matching it with the
user authorizations existing at that time. Creating such systems, with perfect cooperation of technical
and legal solutions is not easy. In every case, the threat of de-identification, potential harm to the
users, and the reputation of the parties accessing the data should be balanced with the gains from the
conducted research. Just as in any other science, robust, efficient, and workable privacy solutions have
to be developed iteratively, as a process.

Here we laid the groundwork for the privacy management change process that can support such
transformation. Although the article focused on the privacy practices in the research context, many of
the identified challenges and solutions apply to other domains where the massive data collection takes
place, including business and governmental contexts. Using the review as a starting point, we have
constructed a list the most important challenges to overcome in data collection efforts. We are hopeful
users will be put in charge of the data authorizations, and in the near future of the data itself. This will
be a fundamental shift in the way science is done, and we can expect many studies will not necessarily
involve actual data collection. Rather, the studies will become applications of already existing user data,
managed and monitored by the users themselves. This is an important step towards the New Deal on
Data, ensuring that the required data is available for the public good [179].
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Abstract

Human brain activity collected in the form of Electroencephalography (EEG), even with low number of
sensors, is an extremely rich signal. Traces collected from multiple channels and with high sampling rates
capture many important aspects of participants’ brain activity and can be used as a unique personal
identifier, similarly to fingerprints, DNA, or a portrait. The motivation for sharing EEG signals is signif-
icant, as a mean to understand the relation between brain activity and well-being, or for communication
with medical services. However, only a small part of the brain activity is under voluntary control, thus
the information revealed by EEG may largely be unknown to the user. As the equipment for such data
collection becomes more available and widely used, the opportunities for using the data are growing; at
the same time however inherent privacy risks are mounting. The same raw EEG signal can be used for
example to diagnose mental diseases, find traces of epilepsy, and decode personality traits. The current
practice of the informed consent of the participants for the use of the data either prevents reuse of the raw
signal or does not truly respect participants’ right to privacy by reusing the same raw data for purposes
much different than originally consented to. This becomes even a bigger problem as the data lives on
and new processing methods can extract information that was not deemed possible previously.

Here we propose an integration of a personal neuroinformatics system, Smartphone Brain Scanner,
with a general privacy framework openPDS. We show how raw high-dimensionality data can be collected
on a mobile device, uploaded to a server, and subsequently operated on and accessed by applications or
researchers, without disclosing the raw signal. Those extracted features of the raw signal, called answers,
are of significantly lower-dimensionality, and provide the full utility of the data in given context, without
the risk of disclosing sensitive raw signal. Such architecture significantly mitigates a very serious privacy
risk related to raw EEG recordings floating around and being used and reused for various purposes.

Introduction

Electroencephalography (EEG) is a method of recording brain activity as electrical signals, using elec-
trodes placed around the scalp. The technique has been used for almost a century, with the first historic
recording of human brain activity performed in 1924 by Hans Berger [1]. Since then, the use of EEG has
flourished for both research and medical purposes.

Apart from a few notable application areas, such as sleep monitoring [2], it is only recently that EEG
has moved outside of the laboratory, with the arrival of low-cost user-oriented neuroheadsets, powerful
mobile devices, software frameworks, online services, and methods for data analysis. Health informatics
providers such as Cure4You Technologies1 are already facilitating storage and interaction with data from
health apps.

Datasets of brain activity are being created and made available for analysis and services are starting to
be built around EEG data. While sharing of scientific EEG data is well motivated [3], a strong motivation
for sharing may also be present for an individual who acquires EEG data as ‘self-quantification’. As EEG
analysis is complex and users may be motivated to share data to seek help from the ‘wisdom of the crowd’
for interpreting relations between the EEG and health variability. Or they may use EEG data to enrich
and qualify consultation with professionals [4]. A recent poll made by Pew Internet Projects shows that

1http://us.cure4you.pro
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peer-to-peer health care is already extensive in the US2. Professional web services for physicians such as
Sermo3 are increasingly quantitative and based on a data sharing.

These development raise questions about proper handling of EEG data and the privacy of users. Thus
the contribution of this article is two-fold. First, we review privacy issues related to EEG data, caused
by the inherent properties of the signal as well as the way it is collected and used. Second, we propose a
framework for controlled sharing of data; acquiring EEG from low-cost mobile neuroheadsets, such as the
Smartphone Brain Scanner [5], can be combined with open Personal Data System (openPDS), created
for privacy-aware handling of personal data [6] backed by technical and legal means.

Sensitive Use

Why is there a special need for a privacy solution in relation to EEG? In contrast to more conventional
sharing of text, imagery, and video, EEG is only partly under voluntary control, hence a user sharing
EEG data may only in part comprehend what is being shared. For conventional data the user can
build a mental model of shared content rooted in intuition from everyday social interaction. This means
that sharing may not only be voluntary and transparent, it may in fact be used as efficient personal
branding [7]. Recent reports on inference of more sensitive hidden variables from conventional social
media content, e.g., inference of personality factors [8], show that such sharing is complex. But these
findings do not rule out that users are aware that the content give away personal characteristics.

Figure 1. Mobile EEG brain imaging system, Smartphone Brain Scanner. Visible in the
picture is the entire setup required for data acquisition, processing, and visualization. The cap contains
gel-based electrodes used for acquiring electrical singal generated in brain and reaching the scalp.
From [9]).

With EEG data, however, the situation is very different as the major parts of the signal are involuntary.
In fact, the very ability to control minute portions of the variance is the mechanism behind so-called

2http://www.pewinternet.org/Reports/2013/Health-online/Summary-of-Findings.aspx
3http://www.sermo.com/
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brain-computer interfaces (BCI) where sophisticated machine learning methods are needed to extract the
induced components, see e.g., [10].

If we have synchronized, concurrent recordings of EEG and video/behavioral data, the EEG data
become grounded, i.e., symbolic in nature, meaning that the information content can be much higher
than raw bit rate [11].

What inferences can be made from EEG? Maybe the most sensitive are related to the diagnostic
value of EEG. EEG has been used for diagnosing various mental diseases. As early as in 1988, Karson
et al. described the use of EEG for diagnosing schizophrenia, based on increased activity in frequency
bands known as delta and beta and decreased activity in the so-called alpha band [12]. The study was
performed using 20 electrodes on 19 medication-free patients and 21 controls. Those results have been
confirmed and extended in other studies, such as in [13], conducted on 44 first-episode and 58 chronic
patients and 102 controls. The data in this study was collected merely from three electrodes for three
minutes.

Dauwels et al. classified in [14] “mild cognitive impariment”, a precursor for Alzheimer’s disease.
Gotlib et al. in [15] investigated the asymmetry in the alpha frequency in the frontal region as a possible
biomarker for depression. The recordings were performed from three electrodes for eight minutes (with
data cleaned for electrical artifacts as contaminated epochs were deleted). Many studies have investigated
the usage of EEG in depression diagnosis, for an overview see [16].

EEG is a well established technique for diagnosing epilepsy [17]. Different EEG setups (number of
recording electrodes, positioning, recording time, stimulus) are required for different kinds of epilepsy [18,
19]. In many cases, however, the basic diagnosis can be obtained with a relatively low number of electrodes
(around 20), as typically the seizures affect major part of the cortex.

An important complication of EEG signals is that they are highly personal like fingerprints, DNA, or
portraits, thus EEG recordings can be used for identification and authentication of the users.

Revett et al. [20] describe cognitive biometrics, utilizing a biosignal approach to user identification.
The EEG signal shows identification accuracy of around 80%-100% [21] when using neural network
classifier (LVQ) on the spectral values obtained from the alpha rhythm band of the EEG signal, broken
into subbands. These classification rates were obtained with just two leads (O2 and CZ), and a few
minutes of signal. Similarly, [22] reported 100% classification accuracy for 40 healthy subjects with all
data and 80% using 50-50 split for cross-validation. These data were obtained from eight electrodes,
using around one-minute-long recordings and autoregressive models. Investigating authentication rather
than identification in [23], Marcel & Millán reviewed the usefulness of mental tasks for authentication
purposes. This was done using an EEG system with eight electrodes, and machine learning models, on
nine subjects. The performance of the authentication degraded over time (between template recording
and authentication attempt), but with data from multiple days overall performance improved.

In [24] De Gennaro et al. showed that humans have an individual profile of the EEG spectra in the
8 - 16Hz frequency during non-rapid eye movement sleep, stable over time and resistant to experimental
changes. The recordings were performed using 19 electrodes. This indicates the brain activity profile
during sleep is highly unique and can be used to fingerprint people. Their findings were confirmed in [25],
demonstrating the pattern of the EEG power distribution in non-REM sleep is characteristic for an
individual.

Thus, EEG data appear to be highly unique to an individual and thus should be considered extremely
sensitive. The ability to identify subjects in data sets may give the ability to match a short recording of
the EEG data with data stored in the large sets, and, if the various types of data are linked, also to link
to other information about the user, such as mobility traces or demographics [26,27].

Using more direct attacks to reveal EEG information, Martinovic et al. investigated in [28] how the
brain’s response to a particular stimulus (so-called P300 paradigm) can be used to narrow down the space
of possible values of sensitive information such as PIN numbers, date of birth, or known people. The
tasks required the subject to follow the experimental procedure without explicitly revealing the goal of
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the experiment: for example thinking about birth date while watching flashing numbers. Although the
presented attacks on the data may not be directly applicable to preexisting EEG data, as they require
fairly specific malicious tasks, we can expect — as the subjects participate in multiple experiments —
correlations violating privacy could be obtained from raw EEG signal. For example, when a large corpus
of the user responses to a visual stimuli is collected, it could be used in P300-based Guilty-Knowledge
Test, where the familiar items evoke different responses than similar but unfamiliar items [29].

In [30], the authors showed the detection of autobiographical information based on P300 paradigm.
The detection of high-impact, autobiographical information — possibly more sensitive — was more reli-
able than detection of well-rehearsed but low impact, incidental information. When considering extracting
information from the brain activity signal using P300 and related paradigms, the most important pieces
may be the ones most easily revealed, invoking the strongest response.

Frank et al. explored in [31] feasibility of subliminal attacks, where the reaction to a short-lasting
information of 13.3 milliseconds was measured. Such stimuli, in theory below conscious perception,
could potentially be embedded multiple times in a standard, consciously perceived, stimuli and remain
undetected. Authors showed promising results of recovering whether participants were familiar with a
face, analyzing the response evoked by short-lasting stimuli hidden in the video frames.

The brain and the EEG are very far from understood; methods for more accurate analysis of EEG
appear on a regular basis. As we learn to decode more and more advanced cognitive functions, such as
the relation between the brain activity and linguistics [32], emotions [33], or psychological traits [34] it
should be clear that we will be able to make unexpected and sensitive inferences from raw EEG signal
in the future. Those who have shared raw EEG publicly are likely to have sensitive personal information
lurking in the those data.

We note that in several of the mentioned case studies described above, significant knowledge about an
individual has been extracted from relatively short recordings with a low number of electrodes. Thus, a
high number of electrodes and professional grade systems may often not be necessary to ‘decode’ subjects,
their mental health, high-level mental processing, and to uniquely identify them.

New Class of EEG Services and Datasets

Classically, most of the shared EEG datasets have been created as part of scientific experiments with
a relatively low number of participants (say, less than a few hundred participants) and without linking
the data to other personal data sources. Such datasets are usually frozen, in a sense that no new data
are added to them and during their creation the data were not accessed for the purpose of analysis or
building user-facing applications. Repositories of such datasets can be found, for example, at [35] or [36].

This situation is, however, changing, as data start to be collected from larger populations, in a form
linked to the individual users, and available for real-time access. For example, Emotiv Lifesciences is
a company set up by the creators of the Emotiv EEG neuroheadset with the mission of “... offering a
unique platform for crowd-sourced brain research. Emotiv leverages cloud computing, big data and mobile
technology to offer valuable personal insights and accelerate brain research globally.” [37]. MyZeo used
to produce an EEG-based headband for sleep monitoring [38], the company does not operate anymore,
it however used to allow for data uploading and analysis, providing a service of sleep logging. Even
more companies enter the market, producing the headsets and headbands based on low-density EEG, for
example Interaxon producing the Muse band4 or Melon5. Such data do not exist primarily in a form
of a frozen, stable dataset, which may be easier to anonymize, for example using Principle Component
Analysis (PCA) [39]. For the growing data that can be accessed by multiple applications and can be
linked with other data sources, the standard anonymization techniques may not be sufficient.

Massive EEG databases containing recordings from thousands of participants are also being build for

4http://interaxon.ca/
5http://www.usemelon.com/
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research purposes. Brain Resource Database [40]6, integrates information from neuroimaging measures
(EEG, ERPs, MRI, and fMRI), arousla (heart rate, respiration, skin conductance responses), neuro-
physological and persoanlity tests, genomics, demographics. The database includes the data from over
2,000 normative subjects and number of patients with neurological and psychiatric illnesses. Another
example is Australian EEG Database [41], advertised to contain 18,500 EEG recordings and available in
a de-identified form.

A great opportunity in linked databases, containing synchronized behavioral and EEG data, is to be
able to effectively move from analyzing the weak signals of ongoing free EEG to the much more informative
evoked response signals. In this approach, long-term recordings of EEG data can be augmented with
data potentially indicating events that stimulated the brain activations. In this context, the EEG and
other personal data start blending together, allowing for much more complex modeling of human behavior.
Techniques such as parallel factor analysis can be used to extract weak signals from variable responses [42].
Achieving a perfect synchronization between EEG signal and behavioral data is very hard; many of the
signals collected have naturally different timescales, and the corresponding sensors may not even be able
to record with certain resolutions. In addition, perfect timestamping of the events is difficult, especially
on mobile systems that do not provide real-time guarantees. Shift-invariant multilinear decomposition
can be used to analyze such signals,by introducing small adaptive shifts of time series to allow temporal
alignment of EEG and behavioral variables [43].

We are at an early stage of personal data acquisition and sharing, and do not fully understand how
the large EEG databases and services will impact the privacy of the participants: How unique users from
a general population are in such data, how much can be inferred about the individual, who controls the
flow of data and use of the subsequent results. As EEG analysis methods mature, even more so than
what is usually understood as personal data (e.g. location, friendship graph), access to the raw EEG
data will result in very different findings than originally anticipated. This poses both technical and legal
challenges, as the policies developed for datasets, considered to be owned by the researchers or other
third parties, such as described in [44], do not fully apply. Here we argue EEG data should be considered
personal data, remaining, as much as possible, under the control of the user.

After all, what is personal if not an individual’s thoughts?

New Privacy

Here we describe how a system for collection of EEG data from low-cost consumer-oriented neuroheadsets,
such as the Smartphone Brain Scanner, can be seen as a personal data collection tool and linked to an
openPDS backend solution. In the proposed architecture, the raw data collected by the participants
is stored on the server under user control. The control is enforced by technical (e.g. self-hosting or
encryption) and legal (e.g. terms of service, contract) means. The data can be accessed for the purpose of
analysis and by user-facing applications, subject to participants’ grant of authorization. Importantly, the
raw data are not exposed. Instead high-level extracted features of the data are only transferred outside
of user control as shown in Figure 2. This solution promotes the privacy of the user, while at the same
time offering the full utility of the data, as additional questions (extracting the high-level features from
the raw data) can be installed by the users from the third party services. It also effectively creates a
service offering access to EEG data in a privacy-preserving way. In many cases, the features extracted
from the EEG signal, for example Independent Components (ICs), are of real interest to the researchers
or application developers [45], and those can be computed in the PDS, under user control. In fact, recent
work suggests that ICs are EEG atoms with a well-defined focal origin that can be used to ‘explain’
their functional roles to the user [46]. The user can decide what information is transfered to the third
parties, and can better understand what can be done with it. Multiple PDSes can also communicate with
each other in order to calculate an aggregate answer to a question asked to a population, even further

6http://www.brainresource.com/about-us/brain-resource-database
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increasing the user privacy.
Informed consent of the user to data sharing plays a crucial role in privacy implementation. As pos-

tulated in the Living Informed Consent concept, users should be empowered to understand and make
informed decisions about access to their data [47]. The need for better consent procedure has been becom-
ing a widely discussed issue in the biomedical research [48]. For the signal as complex as EEG, claiming
that user understands the implications of sharing of the raw data is impossible. While the extraction of
the high-level features, such as spectrograms or ICA components, limits the possible unauthorized uses of
the data, it does not significantly change how informed is the user about potential abuses when granting
the access. With access to massive EEG databases we can begin to estimate the effect of features sharing
on the possibility of the user identification, providing this calculation before the sharing is executed. To
further improve the understanding, we should aim for the calculation of the highest possible level of the
answers in the user-controlled domain; rather than sharing spectrogram of the EEG data, user should
share information whether she is epileptic or not. Only with such level of shared answers, the user can
potentially understand the implications of sharing, both the positive and negative ones.

EEG data deserve our attention. The disclosure of the raw signal can be considered irreversible, as
our brain activity remains relatively stable through the life [49] and we cannot replace our brain, at least
for now. As the methods for data analysis and our general understanding of brain increases, recordings
obtained once can be re-visited, providing new and unexpected insights. At the same time, EEG has
become very accessible in terms of collection and analysis. Contrary to other well-established methods of
recording brain activity, such as functional magnetic resonance imaging (fMRI) or magnetoencephalog-
raphy (MEG), EEG can be feasibly used outside of the laboratory and operated by end-users [50]. Some
of the uses of EEG are well understood and attractive for the users, such as accessible brain-computer
interfaces (BCI) or neurofeedback applications. For those reasons, the EEG modality is arguably one of
the most sensitive types of personal data that can still be captured in the privacy of home, or even on the
go. Many approaches to sensitive personal data and medical data can be used in the context of EEG; it
is important we start a discussion around using such practices in the evolving approaches to EEG data.

It is not a question if the databases of EEG data collected from large populations, for the purpose of
providing services and building applications, will be created, but how soon. For this reason it is essential
we begin a discussion around the privacy of EEG data, as seen and treated as personal data, available
for public good, aligned with the vision of The New Deal on Data [51].

Architecture

Here we outline the architecture of combining the Smartphone Brain Scanner (SBS2) system with open
Personal Data System (openPDS).

The Smartphone Brain Scanner [5] is an open-source system for collecting and processing EEG data
from low-cost EEG systems using mobile devices. The framework has been successfully used to show
the reconstruction of the neural sources from emotional stimulus [33], to implement BCI interaction,
and build neurofeedback applications [50]. The hardware part of the system is based on the off-the-
shelf consumer-grade neuroheadsets, such as Emotiv EEG, or custom-built mobile Emocap [52]. Various
platforms and devices can be used for data collection, both mobile (Android) and desktop operating
systems (OSX, Linux, Windows). Primarily used for recordings with mobile devices (smartphones or
tablets), SBS2 is an example of advanced personal informatics systems, which can be used not only for
research or medical purposes, but also by end-users. Full-blown applications can be built on top of the
framework, both for data collection and analysis, as well as visualization and feedback. The recorded
data are stored as binary files, containing raw EEG traces and additional metadata (timestamp, user,
description, battery levels etc.).

The Personal Data System is a privacy-oriented framework for collection and sharing of personal
data [6]. The particular implementations of the system, developed at MIT Media Lab Human Dy-
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Figure 2. openPDS integration with Smartphone Brain Scanner. Raw EEG data are collected
from neuroheadset on a mobile or stationary device (1) and uploaded to a server as a binary file (2).
Data are then extracted and populated to a database (3). Periodic question & answer computation
process operates on the raw data (4) extracting the high-level features of the data (5). The features are
populated into the database in a form of high-level answers (6). Those answers can be used for the
computation of other features (7). The pre-computed answers are accessed from the database (8) and
served to the requesting application (9).

namics group and Technical University of Denmark, are known as openPDS. The primary feature of
openPDS is computation of high-level answers based on raw data and sharing those with other services
and applications, rather than exposing the raw data. Such low-dimensional answers are inherently more
privacy-preserving, as they allow the user to better manage and understand what can happen with the
shared data. When raw high-dimensional data are shared, many insights can be gained from them, for
example raw GPS traces can be used to infer how much the user exercises, speeds when driving, or
nocturnal schedule. In many cases, sharing such rich data is not required for the service to operate: To
get the weather report for the city, users should not have to share their entire mobility trace.

We see the openPDS architecture as a suitable solution for the concerns in sharing personal EEG
data. As described in the Introduction, the EEG data are extremely high-dimensional and can be used
to identify users, diagnose mental disorders, or try to extract significant information directly from the
recordings. For those reasons, the sharing of the raw EEG recordings should be as limited as possible.
In the openPDS architecture, the raw data ideally never leave the user-controlled domain, and only the
extracted features are shared, based on user authorizations. Originally created for personal data such
as location, transaction records, friendship graphs, etc. the principles of openPDS become even more
important in the context of brain activity recordings.

We present the outline of the architecture including SBS2 and openPDS in Figure 2. Raw data
collected on mobile or stationary device (1) is uploaded to user-controlled openPDS (2) and stored in the
database in the raw form (3). The assumption is that storying the raw data allows for multiple features
to be extracted, with the possibility to install more questions in the future. The uploading application
(data collector) has to be authorized by the user (in the OAuth2 sense) to be able to submit the data to
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her PDS.
A periodic process calculates the answers from the raw data (4), using the algorithms installed by the

services that access the data. The primary reason for periodic calculation of the answers is that those
calculations are usually time-consuming and do not necessarily have to be strictly calculated on all the
newest data. Having the answers readily available when they are requested, is often more important than
having the exactly newest answer available. Nothing however prevents the computations to be performed
when the answers are requested, provided such calculations are feasibly fast.

For the computation of the answers, both raw data and previously computed features can be used.
The resulting answers are stored in the database, readily available for sharing with third parties, and
to be used internally for other computations within the PDS. The answers are available as RESTful
endpoints, protected by OAuth2 tokens, a solution based on standards common in many Internet-scale
services [6]. Just as with many other Internet services, users can authorize third parties to access certain
types of data (scopes) from the PDS. The applications accessing the data can live in the web-browser,
on mobile devices, or as standalone programs.

The openPDS is not limited to storying only brain activity recordings of the user. Considering the
EEG recordings as another personal data, that should be under the same user controls and shared in the
same way, makes it easy to mash up the data from different sources. In a simple case, the additional data
can be seen as metadata for the EEG recordings. For example, every time the user captures her brain
activity, location can be saved and uploaded accordingly. An example answer that can be computed from
such data is a list of places where user tends to get drowsy, without revealing the raw EEG recordings or
the exact mobility traces. In more complex cases, where multiple types of data are collected, the EEG
recordings become yet another data source that can be used for modeling of the user.

The solution presented here promotes the end-user control over sensitive data, at the same time
making these data readily available for research purposes. Importantly, the architecture allows for privacy-
preserving access to the data in real-time, making it possible to build services and applications on top of
it. Additionally, the computations can be aggregated, in that the answers are computed from a group of
PDSes, as presented in Figure 3. This can provide insights about the state of the population rather than
individuals, potentially even more valuable for research purposes and privacy at the same time. Certain
of those aggregation computations between PDSes can be performed in a privacy-preserving way, where
no single entity learns the entire dataset. For example, collaborative filtering used in recommendation
applications, can be done in a privacy-preserving way, where no information is leaked between the nodes
participating in the computation [53]. Similarly, support vector machine (SVM) classification, one of
the most popular classification methods for data mining and machine learning, can be performed under
certain assumptions without disclosing the data of each party to others [54]. Comprehensive overviews
of privacy-preserving machine learning methods is presented in [55] and [56]. It is outside of the scope
of this article to investigate the particular solutions of the privacy-preserving machine learning, as those
heavily depend on the application; here we signal the existence of the solutions potentially applicable for
the widely-used treatment of EEG data.

OpenPDS for EEG data should offer several core features to effectively improve privacy controls.
Primarily, openPDS needs to offer storage of structured data, accessible via API. The structure in the
data is important for enabling the major feature of openPDS, computation of answers. OpenPDS is
not a storage of unstructured data, like for example Dropbox, but offers execution of the calculations.
Sharing of the calculated answers should be strongly preferred over sharing of the raw data; it may
even be enforced that raw data is never shared and only sufficiently privacy-preserving features leave
user-controlled system. The sharing of the data should be realized as a scalable service, based on user
authorizations and using standards, such as OAuth2. All the flows of data should be realized through this
API, without backdoor access: healthcare providers, health applications, or researchers all should use the
same mechanism. The data access must be audited, so the user can monitor the data flows and either
by manually accessing the logs or—preferably—by using tools automating the process by notifying only
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Figure 3. Group computation of answers from multiple PDSes. Depending on the nature of
the computation, individual users’ PDSes can contribute raw data or extracted features, and aggregate
answer is available to the calling service.

about unusual or suspicious data accesses. PDS implementation must be supported by a well-designed
user interface, making the sharing and monitoring actions comprehensible for the end-user. Finally, the
technical solutions of openPDS must be backed with aligned legal and business terms, supporting roles
of the entities, their obligations, and allowed data flows.

Legal Framework

Brain activity datasets of the types described in this article pose especially important legal and policy
issues. Personal data carry with them a wide variety of obligations and rights in general. The potential of
neurological data to uniquely identify a person and to detect and convey psychological or other medical
conditions raises particularly sensitive legal and public policy issues. The legal framework applicable to
neurological data will determine which rules apply to these issues, and therefore what legal outcomes
will occur. The relevant facts and circumstances surrounding the neurological data are the basis for
establishing which legal frameworks are applicable.

Roles and Relationships

Whether a party is a data controller, a data holder, a data custodian, a data agent, a data receiver, or
a data processor—to make but a few legal roles—will depend largely upon the underlying facts and cir-
cumstances of their particular involvement with brain activity data. Some parties will play combinations
of various roles, and some parties will engage in just a few of the functions allocated to a given role,
perhaps as an outsourced service provider the the party that is chiefly responsible in the role. From a
technical perspective, each role carries with it a span of functions and expected interactions with other
roles. From a legal perspective, each role has corresponding rights, obligation, and other applicable rules
for the role.

The law can only be understood when it is factored into identified situations and contexts. One key
facet of relevant context arises from the roles and relationships of any other individual or organization
involved with the neurological data. Consider, for instance, a situation involving the measurement of
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a patient’s brain activity by their medical doctor. Clinical data used in a clinical context will likely
invoke legal frameworks with detailed and prescriptive requirements about conduct like data collection,
information security, and soliciting consent, such as Health Insurance Portability and Accountability Act
(HIPAA) or Doctor/Patient Confidentiality. In such situations, other potentially applicable frameworks
can include rules governing standards and quality of medical care (Malpractice) or limits on cost of service
and billing practices (CMS Medicare/Medicaid) or even the contractual terms and intellectual property
rights to information created as part of a medical encounter (patent).

It is difficult to conceive high stakes legal issues arising if no other person or organization has any role
with or relationship to a given individual’s creation, use, and deletion of their own neurological data. In
theory, a purely and exclusively individual scenario of use can be imagined, assuming the brain activity
equipment and the resulting neurological datasets are of, by, and for the same individual and no other
party has any relationship, rights, responsibilities, role, or point of interaction interaction whatsoever.
In this case, neither the raw data nor derived data would be shared or otherwise accessed by any other
person and no basis for privacy issues would seem plausible.

By contrast, many potential legal frameworks may be triggered if that same individual provides the
same neurological dataset to another legal entity. The legal obligations on the receiving party may vary
based upon whether the individual was compelled to reveal, formally consented to provide, or informally
choose to share their brain activity data. If duress or coercion compelled the data subject can invalidate
consent and even undo contractual agreements. Furthermore, the rules may vary significantly depending
on whether the individual disclosing their neurological data was under 18 years of age, e.g. [57] , actively
serving in the military [58, 59], was sleep walking at the time, had been lied to about the nature of the
data7 or many, many other factors bearing on the capacity of the individual to make sound decisions
about disclosure.

The roles may depend and change depending on the residence of the participant. For example, if
the neurological data is of the brain activity of a resident of Massachusetts, additional roles may apply
with a corresponding layer of relationships and information security obligations. The Massachusetts
General Laws establish a statutory and regulatory scheme requiring service providers to encrypt personal
information about a resident of the state, among other requirements (M.G.L. c. 93H, and 201 CMR 17.00).
These rules apply when the brain activity data is associated with certain other personal information used
to identify the user or as part of a billing relationship for a service (201 CMR 1702 Definitions: Personal
information).

Under this Massachusetts legal framework for personal data information security, the key roles are
(201 CMR 1702 Definitions: Service provider and Person):

• Service provider—any person that receives, stores, maintains, processes, or otherwise is permitted
access to personal information through its provision of services directly to a person that is subject
to this regulation

• Person—a natural person, corporation, association, partnership, or other legal entity, other than
an agency, executive office, department, board, commission, bureau, division or authority of the
Commonwealth, or any of its branches, or any political subdivision thereof

If the same data were held by a department or other unit of the state government, then the Mas-
sachusetts Fair Information Practices Act may apply yet a different layer of relationships and a range
of respective duties and particular work flow for data access, record keeping and consent based sharing
(M.G.L. c. 66A, informally known as FIPA8). The key rights and responsibilities are very similar to
those proclaimed by the New Deal on Data [51] (see below), including a legislated right for people to be
informed of the personal data about them held by the state, to be told of any third party access to that
data and the purpose for that access, to request and receive a copy of the personal data about them,

7http://www.ftc.gov/ftc-policy-statement-on-deception
8https://malegislature.gov/Laws/GeneralLaws/PartI/TitleX/Chapter66A
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and to ensure that data is not shared with other parties unless they personally consent to each such
disclosure.

The key roles under the Massachusetts FIPA legal framework are:

• Agency—any agency of the executive branch of the government, including but not limited to any
constitutional or other office, executive office, department, division, bureau, board, commission or
committee thereof; or any authority created by the general court to serve a public purpose, having
either statewide or local jurisdiction

• Data subject—an individual to whom personal data refers, not including corporations, corporate
trusts, partnerships, limited partnerships, trusts, nor other similar entities

• Holder—an agency which collects, uses, maintains or disseminates personal data or any person or
entity which contracts or has an arrangement with an agency whereby it holds personal data as
part or as a result of performing a governmental or public function or purpose. A holder which
is not an agency is a holder, and subject to the provisions of this chapter, only with respect to
personal data so held under contract or arrangement with an agency

As will be discussed later in this section, the roles and duties of parties depend upon how personal
data is defined in the context applicable to those parties. For instance, the definition of personal data
under the Massachusetts FIPA law is:

any information concerning an individual which, because of name, identifying number, mark or
description can be readily associated with a particular individual; provided, however, that such
information is not contained in a public record, as defined in clause Twenty-sixth of section
seven of chapter four and shall not include intelligence information, evaluative information
or criminal offender record information as defined in section one hundred and sixty-seven of
chapter six.

Whether information is contained in a public record or not does matter under this definition. The
United States Supreme Court has indicated that public records relating to a person, when taken together
from many different sources, may constitute in the aggregate a violation of privacy rights. Under this
standard, despite the public record status of data, it is possible that it will nonetheless be deemed to
be personal data under the law. Therefore, whether a given party is or is not in the role of a personal
data holder does depend upon how personal data is currently defined in a given context. Parties that
generate, receive, store, analyze, and share brain activity data are likely to exist in several contexts and
therefore to hold a variety of roles with respect to that personal data.

Clarity is needed regarding the role of the parties initially engaged in the provision and use or hosting of
brain activity obtained with consumer level equipment and data storage enabling individuals to generate
and use such data about themselves. The relationship between the individual data subject and the
company or companies providing the equipment and services needed to create and use brain activity
data in an individual or small group consumer context will determine the legal results and privacy rights,
responsibilities, and other rules. The role and relationships between individuals and providers of personal
neurological equipment and services can be found in the contracts and other agreements between those
parties. The terms of service, privacy policy, and other such agreements literally and explicitly define
and describe the roles and obligations of each party vis-a-vis each other party. Industry practices,
standard,s and common approaches are needed to ensure widely understood terms and conditions are
consistently applied. While statutes and regulations can provide further certainty about the legal roles
and relationships of parties to brain activity data, the use of common and agreed contractual terms is a
more agile and adaptable method.
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Reasonable Expectation

Parties who play a role in the use of brain activity data must respect privacy interests of of the data
subject. But defining the appropriate individual rights and obligations allocated to each role depends on
the privacy and related frameworks applicable to those roles. Fundamentally, the law reflects agreed or
at least widely understood expectations about behaviors and consequences. Some statutes explicitly base
a rule on whether a behavior would be considered an “unreasonable” interference with a right under all
the relevant circumstances. For instance, state law of the Commonwealth of Massachusetts provides: “A
person shall have a right against unreasonable, substantial or serious interference with his privacy” (MGL
Ch214 Sec1b). However, precisely what behavior or situations are deemed reasonable or unreasonable are
deliberately left to adjudication on a case by case basis. Naturally, as cultural, social, political, and other
norms change, the line between permitted legal conduct and prohibited privacy violations will change
correspondingly.

The trends toward open data, quantified self, and social networking are gaining momentum. These
changing attitudes and practices are also moving the set-point for what types of conduct might be
reasonably agreed to be privacy violations.

The New Deal on Data

There are many existing legal frameworks covering personal data. The novelty and quickly evolving nature
of products, services, and use cases centered upon personally created and used neurological readings
presents unprecedented factual contexts and therefore yields uncertainty about the applicable rules. For
this reason, and also in order to ensure the value of these creative technologies remains available and grows,
it is important to establish a sound and predictable legal framework applicable to personal neurological
data and surrounding practices.

The New Deal on Data [51] provides a simple, efficient and effective approach for establishing the
legal framework for personal neuroinformatics. The New Deal on Data is a refined and focused statement
of the most fundamental facets of the fair information practices:

1. You have a right to possess your data. Companies should adopt the role of a bank account for
your data, where you open an account (anonymously, if possible), and you can remove your data
whenever you like.

2. You, the data owner, must have full control over the use of your data. If you are not happy with
the way a company uses your data, you can remove it. All of it. Everything must be opt-in, and
not only clearly explained in plain language, but with regular reminders about the status.

3. You have a right to dispose or distribute your data. If you want to destroy it or remove it and
redeploy it elsewhere, you have the right to do it.

The Overarching Evolving International Legal Framework

The 2013 Organization for Economic Co-operation and Development (OECD) Privacy Guidelines9 rep-
resent the first revision to the OECD fair information practices since they were initially agreed interna-
tionally in 1980.

An important aspect of these Guidelines is their focus on obligations of those who are Data Controllers
meaning “a party who, according to national law, is competent to decide about the contents and use of
personal data regardless of whether or not such data are collected, stored, processed or disseminated
by that party or by an agent on its behalf”. The Data Controller is obliged to protect Personal Data
under their control, and such data is defined as “any information relating to an identified or identifiable

9http://www.oecd.org/sti/ieconomy/2013-oecd-privacy-guidelines.pdf
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individual (data subject)”. This includes an obligation to keep personal data secure and correct and to
provide, upon the request, an individual with a copy of the personal data about them. These guidelines
are intended to apply to both public sector and private sector Data Controllers.

A major update to the OECD Privacy Guidelines includes some clear signals about top priority legal
and policy reforms that are highly relevant to neurological personal data. Two of the most important
topics identified in the updated text are:

1. Biologically based human information, including biometric and genomic data and how this bio-info
is an important emerging class of personal data with unique legal implications.

2. Big Data and statistical models, including predictive analytics as a harbinger of a very different
playing field for privacy and broadly held expectations about the nature and purposes of personal
data flows.

Regarding “the human body as information” the 2013 OECD Guidelines note:

Advances in genetic technology have important implications for the health of individuals, help-
ing researchers better understand, prevent and treat various diseases. Genetic testing to assess
health risks or to determine biological relationships raises issues that affect not only an indi-
viduals privacy but also raise the issue of ‘group privacy’, as our genetic makeup is shared by
other members of our family and community. At the same time the indelible nature of genetic
information and its potential implications for discriminatory treatment make it particularly
sensitive.

Commonly viewed as a means of identification and authentication, biometrical information is
beginning to be collected and used in a greater variety of contexts–from voice recognition sys-
tems for allowing employees to access business applications to digital fingerprinting to pay for
lunch at an elementary school. As technology advances, the use of additional human charac-
teristics as information will continue to pose challenges to notions of privacy and dignity. The
reliability of biometric information and systems has improved, and biometrics are generally
considered strong and valuable to authentication systems. The question of whether biometrics
invades privacy or protects it, or both, as well as the appropriateness of relying on biometrics
to resolve problems or make decisions about individuals, will be issues that will need to be
considered as biometric technologies evolve.

The direction of a policy and legal direction in alignment with the principles of the New Deal on Data
is even clearer when the commentary regarding human biological data is read in the context of global
trends toward adoption of and reliance on Big Data and data-driven services and lines of business. In
relevant part, the 2013 OECD Guidelines observe:

The development and use of algorithms and analytics has made large data sets more accessible
and capable of being linked, which can result in increased and new uses of the data, thereby
making data more valuable. The remarkable pace of development and evolution of technologies
and business models make it less easy to accurately describe potential future uses of informa-
tion at the time of collection. This has resulted in a desire to keep personal data for an as-yet
undefined, later purpose and reflects the intrinsic value of personal data to both business and
governments. Search engines, which allow for easy, global searches of any personal data made
public, make data retrieval much easier for Internet users. Growing use of linked data sources
and contextual semantic technologies allow for greater and more sophisticated automation in
the discovery and aggregation of personal data. Automated decision-making through data min-
ing and rule engines is increasingly possible in a variety of contexts. Moreover, searches are
no longer restricted to text and numbers: facial recognition applications now allow users to
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identify individuals in images online with growing accuracy. The phenomenon of “big data”,
namely, the vast quantities of data that can be stored, linked, and analysed, brings with it the
possibility of finding information, trends, insights that were not previously obvious or capable
of being ascertained. This may hold great economic and social value, but there can be privacy
implications.

Understanding the role of every party to the creation, use, access, modification, sharing, and destruc-
tion of brain activity data is key to applying an acceptable legal framework. If the commercial company
providing consumer equipment and services needed to collect personal data brain activity is considered
a Data Controller in the OECD Privacy Guidelines sense, then a New Deal on Data will follow for down
stream uses and contexts. However, if such providers are considered eCommerce-like owners of services
and data systems in the model of today, then very different legal outcomes will likely follow. Whether
individuals are an immediate and continuing role as owners or at least key control points over their brain
activity is essentially a question of which legal framework roles and relationships will be applied.

In the aftermath of major defining security failures, from the Snowden disclosures to the Target breach
to name only two, there appears to be a rare opportunity for deeper and broader legal and policy reform
than has been witnessed in many years. Many US state legislatures are debating statutes that would
prevent and/or severely punish personal data abuses while the EU is increasing pressure to repeal the
long-standing “Safe Harbor” agreements for trans-Atlantic personal data flows in response to the evident
lack of personal data stewardship on the Western edge of the partnership. The National Strategy for
Trusted Identity in Cyberspace (NSTIC) Identity Ecosystem Steering Group (IDESG) is one example of
a potential avenue for fresh thinking from a shared set of basic values founded on the Fair Information
Practice Principles. This type of multi-stakeholder forum on personal data standard and policy framework
could validly develop, credibly propose, and provide continuing support for New Deal on Data oriented
identity data frameworks.

Discussion

In the biomedical field, there is a growing discussion about how informed consent and data sharing
practices are in need of serious improvement [48, 60]. It would be irresponsible to continue collection
of data of higher and higher resolution, from growing number of participants, over long periods of time
without the discussion about how to provide better privacy guarantees. This is especially true for the
biomedical data, that change little in persons’ lifetime and once acquired by malicious parties can do
significant harm for a long time.

The main goal of building privacy-preserving services for personal data is not to hide the data or
to make them unavailable; quite the opposite. We need more data sharing for the public good, EEG
recordings are no exception. Implementation of end-user control over the data is a way of increasing
data liquidity, allowing for more organized and better managed flows. With cheap recording devices and
online services able to generate value for the end-user, for the first time in the history we can start looking
at the brain activity of the entire populations. It is however important that such data will not become
exclusive to commercial services, closed in silos unavailable for large-scale research. Implementation of
the architectures such as one outlined here is a way to promote data availability while protecting the users
contributing these data. This is well aligned wit the concept of the New Deal on Data [51], postulating
increased availability of the personal data driven by end-user data ownership.

We postulate the data ownership should be given to the user, at the same time recognizing that
the EEG data is extremely complex; even short recordings can be useful for many purposes. The only
sensible way to increase the data availability while protecting the privacy of the users is with the question
& answer mechanism. Very significant portions of the calculations must happen under user control, when
only extracted features are shared with the third parties; features that make it possible to understand
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what knowledge can be extracted from them. The technical solution of question & answer will not be
perfect. Even when sharing very high-level features, there are still dangers of abuse: multiple answers can
be combined, sensitive answers can be shared without user authorization, new analysis methods can allow
for reuse of the shared features. Researching how to limit those on the technical grounds, for example
by monitoring how the requested answers cover the original signal, is important but not sufficient. The
legal framework, including contract governance, credible threat of legal consequences, and robust auditing
system need to be integrated in the systems. At the end of the day, if there is money to be made from
the data abuse, technical means will be defeated by motivated attacker and only legal framework can
limit a widespread abuse.

Significantly more research about the sensitivity of the EEG data is urgently needed. If I post a minute
of my raw EEG data on Facebook today, will I become indefinitely identifiable in every subsequent EEG
database? Will the researchers of tomorrow be able to learn about my mental diseases? Without even
rough answer to those questions, it is very hard to discuss and implement best practices for handling
personal EEG data.

As we build online services for collection and analysis for EEG data and deploy research studies
with unprecedented capabilities of EEG recording, very novel value will be available for service providers,
researchers, and users. For example, in Figure 4 we show a mockup of a service showing geo-tagged results
from brain scans. Showed frequencies, 4 and 14 Hz have been associated with drowsiness level [61], and
such map could be a service for plotting the engaging places in the city. Or, if applied to scans performed
while driving a car, a live monitoring tool for mapping places and times, where the drivers become
dangerously drowsy. Such services can be possible with the development of 24/7 EEG recording methods,
for example low-dimensionality neuroheadsets, subcutaneously placed electrodes [62], or electrodes placed
in the ear canal [63]. Researchers and service providers in openPDS architecture may only access aggregate
data from multiple users, averaged over time, and only certain features.

Figure 4. Mockup of a service showing geo-tagged brain activity frequencies. Frequencies
displayed are recorded by users using personal neuroinformatics system, such as Smartphone Brain
Scanner, and associated with location data. Researchers may access view aggregated over multiple users
and time, whereas users can see their own data exactly.

Services collecting and processing massive biomedical and health data—including EEG—should adapt
the openPDS approach, offering to the user hosting of their data, with the understanding that users
can control the data access authorizations, request deletion of the data, or move the data to another

276 Privacy for Personal Neuroinformatics



16

service provider. Clear boundaries within those services should be set, defining in business, legal, and
technical aspects what is under user control and what extracted high-level answers are used for providing
the services. Business model of collecting large datasets from the users in exchange for a service, and
subsequent selling access to those datasets to the researchers is arguably a dangerous model in a context
where the sensitivity, value, and proper anonymization techniques are not sufficiently researched. It
would be a broken economy.

Here we presented an outline of a solution, one way of providing privacy for personal neuroinformatics.
Many questions still need be asked and answered. What are the precise legal frameworks for treating high-
resolution biomedical data as personal data. What are the features and answers that can be considered
safe to share. Are ICA components such answers? Source reconstructions of the activity? Spectrograms?
What can be used to identify the users and how well, or what unexpected findings can be computed?

We hope to invite the neuroscience and EEG communities to discuss the privacy and liquidity of
the data, as seen in the context of online service and massive research studies. The time of personal
neuroinformatics is coming, and such discussion is necessary before we end up with extremely sensitive
data floating around wildly. Fixing this a posteriori may be difficult, if not impossible. We should own
our brain activity, an extremely valuable and sensitive asset that we should have the right to contribute
for the public good.
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