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Abstract: This paper deals with a one possibility of improvement of a self-tuning 
controller reliability and performance. A simple estimation scheme is replaced by so-
called a multiestimation scheme and the self-tuning controller is then synthesized 
from this scheme. A higher level switching structure between various estimation 
schemes is used to supervise the reparametrization of the self-tuning controller in real 
time. The basic usefulness of the proposed scheme is to improve the accuracy of 
estimated parameters of the controlled system and then better transient response is 
obtained. 

Keywords: Self-tuning control, Recursive estimation, ARX models, ARMAX 
models, Multiestimation scheme 

1. Introduction 
A self-tuning controller is based on recursive estimation of parameters of the 
controlled plant. These parameters are then used in controller synthesis. Unknown 
disturbances, non-modeled dynamics and abrupt changes in parameters of controlled 
system can cause that a simple recursive identification scheme leads to inadequate 
estimations. The controller based on these estimated parameters can give poor 
performance. 

In order to deal with this problem several suggestion were proposed and can 
be found in literature. In some of these approaches the modification of an existing 
recursive identification algorithms is proposed in order to improve their behaviour 
or off-line version of identification algorithm can be used in identification part of 
self-tuning controller, due to the fact that off-line version produced more accurate 
parameter estimates than its recursive counterparts [1]. Another possibility deals 
with using so-called multiple models approach [2]. The models are established for 
different operating conditions. Each of them has corresponding linear controller. 
A supervisor then determines form process data which model best represents the 
process at a particular time, and then switches in its associated controller. 
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In this paper the similar approach to multiple models is used and is base on 
work presented in [3]. A simple estimation scheme in identification part of self-
tuning controller is replaced by so-called a multiestimation scheme and the self-
tuning controller is than synthesized from this scheme. The scheme contains the 
supervisor which chooses the active controller and determined the switching time 
between controllers. The basic usefulness of the proposed scheme is to improve the 
transient response. 

2. Model structure 
The basic step in identification procedure is the choice of suitable type of the model. 
The structure of the model should sufficiently describe the dynamics of given plant 
and purposes for which model is build. 

All linear models can be derived from general linear model by its 
simplification [4]. In this work, the three basic linear models are taken into 
consideration. These are ARX (AutoRegressive with eXogenous input), ARMAX 
(AutoRegressive Moving Average with eXogenous input), OE (Output Error) 
models. These models are used in identification part of proposed multiestimation 
scheme for description of the dynamics of given plant. 

3. Recursive parameter estimation 
Recursive identification algorithm is an integral part of STC and play important role 
in tracking time-variant parameters. The recursive parameter estimation algorithms 
are based on the data analysis of the input and output signals from the process to be 
identified. Many recursive identification algorithms were proposed [4, 5]. In 
proposed multiestimation scheme several well-known recursive algorithms are used: 
least square (RLS), pseudolinear regression (RPLR), instrumental variable (RIV) 
and prediction error method (RPEM). 

4. Parallel multiestimation scheme 
Recursive estimation parameter algorithms play an important role in tracking time 
variant parameters of the process dynamic model and are fundamental part of self-
tuning controller. If the estimation algorithm starts running with estimated vector far 
away from real plant parameter vector, than the transient will have large deviations 
from desired output resulting in a bad performance. A parallel multiestimation 
scheme has chosen in order to improve the transient response of the adaptive system. 
The architecture of multiestimation scheme is depicted in Fig. 1. 

The scheme consists of eN  pairs of identification algorithm-adaptive 
controller. All eN  estimation algorithms are performed at each sampling time kt  
(running in parallel) (i.e. at each sampling time kt  every algorithm gives estimated 

plant parameter vector ( )kiΘ̂  and estimated plant output ( )kyiˆ , { }eNKi ,,2,1 …=∈  
based on past plant input and output measurements). 
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Fig. 1. Multiestimation scheme. 

There also exist eN  adaptive controllers (only one being in operation at each 
time) such that i-th adaptive controller is parametrized at every time instant kt  by i-
th estimation algorithm. Thus, every pair identification algorithm-adaptive controller 
is indexed with only one integer Ki ∈ . Denote by kc  the integer that defines the 
controller (parametrized by its respective identification algorithm) which is active 
(i.e. connected to the plan for control purposes) at time kt . The supervisor chooses 
the active controller from the set of possible controllers { }eNK ,,2,1 …=  base on the 
prediction error of each identification algorithm and output jump associated with the 
controller switching. The active controller is then parametrized at time 0kT  by its 
respective identification algorithm and is connected in feedback to the plant. 

4.1. Adaptive controllers 

The algebraic method is utilized to design all the controllers used in the proposed 
multiestimation scheme. The controllers are based on minimization of quadratic 
criterion with controller output signal penalization – LQ controller. The 
minimization of quadratic criterion is realized by spectral factorization [6]. The 
structure of such controller is depicted in Fig. 2. 

The control law is given by 

 ( ) ( ) ( ) ( ) ( ) ( ) ( )kykqQkwkqRkukqPkqK ,,,, −=  (1) 

polynomials ( ) ( ) ( )( ) ( ) ( ) ( )( ){ }KikqQkqRkqPkqQkqRkqP iii ∈∈ ;,,,,,,,,,, , i.e. at each 
time, the polynomials of the controller are defined by ( ) ( ) ( )kqQkqRkqP iii ,,,,,  for 
some Ki ∈  and then, the control input is generated by the corresponding i-th 
controller ( ) ( )kuku i= . 
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Fig. 2. Controller structure (2DOF). 

The coefficients of polynomials of i-th controller ( ) ( ) ( )kqQkqRkqP iii ,,,,,  at 
each sampling time kt  are calculated base on parameters estimate provided by i-th 
recursive identification algorithm (only parameters of deterministic part of the 
estimated models are utilized for controller synthesis). 

Now, it is necessary to explain how to choose the current adaptive controller 
from family of parallel controllers such that the adaptation transients are practically 
acceptable. Thus, the adaptive controller is reparametrized by its corresponding 
recursive identification algorithm during appropriate time intervals. A supervisor 
calculates the switching times between the various estimators what is used as a 
mechanism to on-line reparametrize the basic adaptive controller in operation to 
generate control input. 

4.2. Supervisor 

Supervisor evaluates the performance of possible controllers connected to the plant 
with aim of choosing the current controller from the set of parallel controllers. The 
proposed specific performance index takes the form: 

 ( ) ( ) ( ) ( )( ) ( ) ( )( )∑
−=

− +−++−=
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 ( ) ( ) ( ) ( ) ( ) ( ) ( )[ ] ( )knkukukunkykykyky iii Θ̂1,1,,1,1,1ˆ +−−+−−−−−=+  (4) 

with Kck ∈  denoting the identifier-controller pair in operation at sample k . M is 
an integer large enough to give sense to the performance evaluation. Performance 
index consists of two parts. The first one takes into account the accuracy of each 
identification algorithm, where forgetting factor lλ  established the effective 
memory of the index in rapidly changing environments. The second one weights the 
output jump associated with the controller switching. If the switching between two 
controllers causes an abrupt variation of the plant output, then this second term acts 
either to avoid switching or to make the system to switch to a controller closer to the 
current one in operation in order to reduce the output variation of the plant. Weights 
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kk βα ,  determine the contribution of each term to the global index and are such that 
01,0, ≥∀=+≥ kkkkk βαβα . 

The switching rule for the basic adaptive controller reparametrization is 
obtained from the performance index as follows. Denote the switching sampling 
time sequence by { }πttt ,,, 21 …  (where π  is number of switching), then the 
identifier 

iNC  that parametrized the basic adaptive controller at time 0TNi ii = , 
π,,2,1 …=i , is determined by equation (5).  

 ( ) ( ){ }{ }KrwithNJNJKjC irijNi
∈=∈∈ min  (5) 

where the switching sampling sequence is such that Dτ  where Dii tt τ≥−+1 . Dτ  is 
a dwell time (i.e. active controller has to be in operation at least for time Dτ ). The 
dwell time appears because of stability consideration [3]. The c-mapping is constant 
between two switching sampling time (i.e. the same identifier parametrizes the 
adaptive controller). 

The control law has the form: 

 ( ) ( ) ( ) ( ) ( ) ( ) ( )kykqQkwkqRkukqPkqK
kkk ccc ,,,, −=  (6) 

5. Experimental results 
The proposed multiestimation scheme was tested on laboratory model DTS200. The 
each controller used in multiestimation scheme is based on minimization of 
quadratic criterion with controller output signal penalization. The minimization of 
quadratic criterion is realized by spectral factorization. The experimental results are 
compared to simple self-tuning controller. 

 

h1 

h3 
h2 

T1 T3 T2 

V1 V2 V3 

P1 P2 

leakage (V4) leakage (V5) leakage (V6)  0 20 40 60 80 100
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

inflow P1 [%]

liq
ui

d 
le

ve
l h

3 [-
]

 
Fig. 3. Schema of three-tank system 
DTS200. 

Fig. 4. Static characteristic of the system. 

The system consists of three interconnected cylindrical tanks, two pumps, six 
valves, pipes, measurement of liquid level and others elements. The schema of the 
system is shown in Fig. 3. The pump P1 controls the inflow to tank T1 while the 
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pump P2 controls the liquid inflow to tank T2. The characteristic of the flow 
between tank T1 and tank T3 can be affected by valve V1, flow between tanks T3 
and T2 can be affected by valve V2 and the outflow of the tank T2 can be affected 
by valve V3. The system also provides the capability of simulating leakage from 
individual tanks opening the valves V4, V5 and V6. The valves states did not change 
during the experiments and were positioned as follows: valves V1, V2, V3 and V6 
were fully opened and valve V4 (leakage of tank T1) and valve V5 (leakage of tank 
T3) were approximately in the midpoint of their control range. The input and output 
signals were chosen as follows: The controlled value during the experiments was 
liquid level of the tank T3. The control signal was voltage of the motor of the pump 
P1. 

The static characteristic of the system is depicted in Fig. 4. From this figure 
can be seen that the controlled system is nonlinear. 

5.1. Multiestimation scheme 

The same initial conditions for system identification were used for all the types of 
recursive algorithms used in proposed multiestimation scheme. The adaptive 
controllers used in multiestimation scheme are the same type. The initial parameter 
estimates were chosen to be for ARX, OE model ( ) [ ]Tk 4.0,3.0,2.0,1.0ˆ =Θ  and for 

ARMAX model ( ) [ ]Tk 2.0,1.0,4.0,3.0,2.0,1.0ˆ =Θ . 

Each recursive identification methods used in proposed multiestimation 
scheme were performed with introduced adaptive directional forgetting factor. 
Sampling period is sT 30 = , 10=M , weights 1.0=kα , 9.0=kβ , forgetting factor 

97.0=kλ  and minimum number of dwell samples between switching 2=DN . 

The multiestimation scheme consists of seven pairs of estimator-adaptive 
controller. The following recursive estimation algorithms were used in proposed 
scheme: RLS, RIV1, RIV2, RPLR_OE, RPLR_ARMAX, RPEM_OE, 
RPEM_ARMAX, respectively. In this case, the weights were chosen so that the 
variance of the plant output caused by switching between controllers should be 
restricted. The third pair estimator-adaptive controller (i.e. RIV-adaptive controller) 
is active for first twenty time instant after that the multiestimation scheme is started. 
Experimental results of adaptive control with multiestimation scheme can be seen in 
Fig. 5. 

From Fig. 5 can be seen that the basic requirement to ensure permanent zero 
control error were satisfied. Controlled variable achieved the desired value faster 
than simple self-tuning controller and the course of plant output is also smoother. 

From the course of manipulated variable (lower part of Fig. 5) can be 
concluded that despite the fact that the weights were chosen in order to limit 
variance in controller output the course of manipulated variable contains large 
changes but the course of controlled variable is satisfactory. 
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Switching sampling sequence between pairs of estimator-adaptive controller 
is shown in Fig. 6. Vertical axis describes the index of active pair estimator-adaptive 
controller in each time instant. 
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Fig. 5. Experimental results: Multietimation 
scheme. 

Fig. 6. Switching sampling sequence. 

5.2. Self-tuning controller 

In this case only the first pair estimator-adaptive controller is utilized from 
multiestimation scheme (i.e. parameter estimate of controlled plant model is 
provided by recursive least squares method and controller synthesis is performed on 
these parameter estimate at each sampling time). 
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Fig. 7. Experimental results: Adaptive control.  

Figure 7 shows the experimental results of adaptive control with simple self-
tuning controller. It can be seen that the basic requirement to ensure permanent zero 
control error were satisfied. Controlled variable achieved the desired value slower 
than in the previous case. The manipulated variable contains smaller changes in its 
course compare to multiestimation scheme. 
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The performance of adaptive control with multiestimation scheme and simple 
self-tuning controller were evaluated from quality control point of view [6]. The 
results can be seen in Table 1. 

Table 1. Comparison by quadratic criterions 

Method Su Sy 

Multiestimation scheme 0.110663 0.000548 

Simple STC 0.039119 0.000716 

From Table 1 can be concluded that the multiestimation scheme provides 
better results compare to simple self-tuning controller from controlled variable point 
of view. 

6. Conclusion 
One possibility of improvement of a self-tuning controller reliability and 
performance were introduced. A simple estimation scheme is replaced by so-called 
a multiestimation scheme and the self-tuning controller is than synthesized from this 
scheme. A higher level switching structure between various estimation schemes is 
used to supervise the reparametrization of the self-tuning controller in real time. 
From experimental results can be concluded the proposed scheme improved the 
accuracy of estimated parameters of the controlled system and then better transient 
response is obtained. 

Acknowledgments 
This work was supported by the Ministry of Education of the Czech Republic under 
grant MSM 7088352102. 

References 
[1] Jiang J. and Zhang Y., “A novel variable-length sliding window blockwise least-

squares algorithm for on-line estimation of time-varying parameters,“ International 
journal of adaptive control and signal processing, 18(7), pp. 571-587 (2004). 
ISSN 0890-6327. 

[2] Naredra K. S. and Balakrishnan J., “Adaptive control using multiple models,“ IEEE 
Transactions on Automatic Control, 42(2), pp. 171-187 (1997). ISSN 0018-9286. 

[3] Ibeas A., Sen M. and Alonso-Quesada S., “A supervised multiestimation scheme for 
discrete adaptive control,“ in Proceedings of the 7th International Conference on 
Control, Automation, Robotics and Vision, Singapore, December 2002, pp. 659-664. 
ISBN 981-04-8364-3. 

[4] Ljung L., System identification – theory for user (Prentice-Hall, New Jersey, 1987). 
ISBN 0-13-881640-9. 

[5] Wellstead P.E. and Zarrop M.B., Self-Tuning System – Control and Signal Processing 
(John Wiley & Sons, New York 1991). ISBN 0-471-93054-7. 

[6] Bobál V., Böhm J., Fessl J. and Macháček J., Digital Self-tuning Controllers: 
Algorithms, Implementation and Applications (Springer-Verlag, London, 2005). 
ISBN 1852339802. 

130




