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Introduction

Nearly 200 million people experience some difficulties in motor skills.

Brain Computer Interfaces (BCl) are an alternative for integrating this
people using BCls and provide them some autonomy.

BCls provide commands to a device quickly and naturally.




Problematic

The electrophysiological sources like SCP, P300, VEP, Motor imagery, have a
long training period and low rates of communication.

Exploring the use of Unspoken Speech (or Imagined Speech) as source for
BCls.

Unspoken speech is the internal pronunciation of words, without making
any gesture or sound.
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EEG Sonification

Sonification (or Auditory display) refers to the use of non-speech audio to
transmit information.

The EEG sonification has been used to make musical compositions and
to make early diagnosis of neurological diseases like Alzheimer using the audible
feedback.
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Objective

Analyze whether the implementation of EEG sonification can
discriminate or highlight patterns to improve classification of
words during unspoken speech.
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xperimentation and Results
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Conclusions

Sonification was applied to transform the EEG signal to an
audio signal.

Average accueracy
using 4 channels and RF

The classification accuracy was improved, by choosing 6000
dominant spectrogram frequencies from EEG signal and so00 810
mapping EEG frequencies to audio frequencies. 40,00
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In future work, we will explore using 14 channels and
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