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S O M M A R I O

In questa tesi proponiamo un framework per lo studio delle in-
terazioni tra oggetti mobili, come ad esempio auto sulle strade
o pedoni in movimento all’interno di piazze. Abbiamo seguito
un approccio caratteristico del data mining, basato sulla com-
putazione di semplici eventi di interazione e sull’estrazione di
pattern complessi che possano descrivere quali sano le combi-
nazioni frequenti di eventi che compaiono nello stesso istante e
la loro evoluzione nel tempo. Il lavoro include due casi di stu-
dio su dataset reali, rispettivamente su veicoli che percorrono
un tratto autostradale e su pedoni in movimento su una piazza.
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A B S T R A C T

In this thesis we propose an analysis framework for studying
the interactions between moving objects, such as cars on roads,
pedestrians in a square, etc. We follow a data mining approach,
based on the computation of simple interaction events and on
the extraction of complex patterns, describing frequent combi-
nations of events that happen together and their evolution in
time. The work includes two case studies on real datasets, re-
spectively on cars and pedestrians.
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Part I

I N T R O D U C T I O N A N D B A C K G R O U N D

In the following chapters we introduce the overall
work of thesis: we first introduce the key ideas that
drove our work, with a discussion on some possi-
ble target applications and research developments.
Then we introduce some important concepts about
the techniques and methodologies used in the state-
of-art for the mobility data mining, finally classify-
ing our work with respect to the current literature
about mobility data analysis.
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1
M O T I VAT I O N S A N D O B J E C T I V E S

In the last years the topic of big data and related ones followed
an exponential growth, both for the increase of the devices from
which we can accumulate data about peoples’ behaviour (GPS,
smart-phone, tablet, etcetera) and also for the increase of inter-
est in the discovery of information from big amount of data
which have a lot of information hidden and not immediately
visible. Data mining research and applications have become an
important field to discover important statistical facts that we
can use to simplify our life, improve our security or help to
fight some social plagues, as the tax evasion phenomena.

There are a lot of examples of applications and techniques
that data mining has led: one of the most famous is the basket-
market analysis, which has been firstly used to discover habits
and profiles of customers to improve the productivity and the
targeted selling. Another example is the study of clustering
techniques and the applications based on them, as the DIVA
project [34] that has been studied and developed by the Ital-
ian National Council of Research to find potential tax evaders.
One recent field is the mining on mobility data where, for in-
stance, the study of trajectories of moving cars can be analyzed
to improve the existing major road or also to identify new ways
of transportation to optimize vehicles movement, like the car-
pooling service.

Mobility data mining is the topic on which we have focused
our attention. In this field a lot of research has been done [17]
to answer to several interesting questions that involve various
aspects of data-mining as:

finding group of agents with common characteristics

this task involve the evolution of clustering techniques to
find groups of moving agents that share some important
spatio-temporal characteristics, as the time or the street of
journey;

extraction of frequent patterns this topic is focused
on the extraction of rules that can describe the behaviour
of a subset of agents, where the found rules are verified
for a considerable amount of agents;

3
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4 motivations and objectives

prediction of locations and trajectories this is the
task to predict information about the time and the spatial
position in which an agent could be, studying its previous
behaviours and trajectories.

In this work we focused on the extraction of frequent pat-
terns: in particular we want to start from a set of trajectories
and, studying the interactions that happen between agents, to
bring out frequent patterns that could describe the most com-
mon behaviours in the area of study considered.

1.1 interactions in a mobility context

We interact continuously with the external world: when we
move or we talk with other persons, when we drive our car
acting on car’s commands and other examples like these. Some-
times we interact directly with the objects or with the environ-
ment, as when we are pushing a box in some direction, but in
other cases we have an indirect influence on the others. Sup-
pose that a person is moving and another person is walking
in the opposite direction: in a certain moment, to avoid a colli-
sion, the person in front of the first can decide to take another
direction to turn in order to avoid him. The decision of the sec-
ond agent to choose another direction is indirectly suggested
by some interactions between him and the first that we do not
see but that exist, interactions that we could summarize as:

a. the direction of the second person is opposite to the first
one;

b. the first person is in front of the other one;

c. the distance between them is decreasing at each instant;

d. the difference of velocity can suggest to the second agent
the intention of the other to not move from its initial di-
rection

Thus we can consider interactions as made of measurable
quantities returned from a set of functions. Those values repre-
sent some possible influences that an agent could have on the
others into the environment, influences that manifests them-
selves in form of events. Even if we have exemplified what we
mean with interactions, we did not answer to some important
questions: in which way those interactions clarifies what is hap-
pening between two agents? Is the set of interactions that iden-
tify the ongoing events between agents attributable to some
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1.1 interactions in a mobility context 5

well-known, or frequent, behavioural pattern? Are those pat-
terns related to other ongoing events?

To better explain how we will use the interactions and what
we want to discover from data with our work, we imagine this
example: consider two car, with identifiers 1 and 2, shown in
figure 1.

Figure 1: Two consecutive instants in which interactions, indicated in
the rectangles, are formulated as differences of values of the
attributes of moving of the cars.

Assuming that two neighbor agents influence each other, if
we could define a set of functions that compute values about
the situation between agents (in the example, difference of ve-
locity and direction, alignment and position of the cars), we
would be capable also to recognize a set of events, where each
of them can be described by a specific subset of interactions
repeated in time. In the example shown in figure 1, if in two
consecutive instants of time we find that 1 is aligned to 2 and
is approaching it, we can state that 1 is making an aligned ap-
proach on 2 that has duration 2 instants: furthermore we can
also state that 1 is the subject of the event because is faster than
2.

Once we can retrieve all the events we have defined in our
events’ library, we could ask if there exist some patterns de-
scribing frequently seen behaviours, in function of these events.
Those patterns can tell us if there are behaviours that are not
immediately recognizable or that does not have a name that
directly identify the pattern, as could be a group movement
in which several agents maintain the distance each other while
moving in the same direction. For example, combining the events
found with the study of the interactions between agents, we
may find a situation as the one exemplified in figure 2.

This pattern has not an explicit semantic explanation, but
could simply be something that is frequently found in data,
having so a statistical significance.
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6 motivations and objectives

Figure 2: A complex pattern that describes three agents involved in
two events happening at the same time, or in an overlapped
interval of time.

When we have found these instance patterns we may do more:
we could ask if there are sequences of those patterns that share
a subset of agents frequently seen in data. This can give to
the dataset owner important information regarding the possi-
ble evolutions of groups of events that characterize the studied
area, but also where they are concentrated and if they have
interesting time distributions. A simple sequence of instances
patterns that one expect to find in a dataset in which the agents
are vehicles or trucks is the one shown in figure 3.

Figure 3: An overtaking between two cars.

However we are interested to study a methodology to de-
scribe not only those intuitive sequences, but to find all patterns
that characterize a dataset where are involved moving agents,
once defined the proper interactions and definitions of events.
Furthermore we want to describe those patterns in a more gen-
eral way: so, if for example a lot of different agents are involved
in the same scheme as the one represented in figure 2, we want
state that a frequent behaviour between cars’ drivers is the one
described by flanking(A,B) − approach(B,C), where {A,B,C}
represent three placeholders for real agents.
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1.1 interactions in a mobility context 7

In figure 4 we show the scheme representing the whole pro-
cess that we developed with this thesis. We will take this scheme
every time we will need to explain at which level we will be
and what we have to do to reach the final outputs, the static
interaction patterns and the evolving interaction patterns.

Figure 4: Schematic summary of the whole process that we devel-
oped.

Starting from raw data we will create a structure to explicit
the relations between moving agents; from this structure we
want to extract all the events which involve the agents in a
neighborhood relation; from those events, with a further ab-
straction of the first representation, we want to extract a set of
general patterns indicating the most common behaviours found
in the dataset (in function of the previously defined events) and
the most frequent evolutions within them that characterize the
dataset.
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8 motivations and objectives

1.2 organization of the thesis

The thesis is organized in three parts. In the first we have done
a brief introduction and in the next section we will introduce
some methodologies and techniques that we have used or that
we will refer in the rest of the thesis; furthermore we will make
an overview on the concepts of interaction analysis, as they
have been treated in literature, in particular in the fields of
transportation/pedestrian movement simulation, and into the
modelling/analysis of complex systems.

The second part will be focused on interaction patterns: first
of all we will introduce the concepts and tools that constitute
the interaction patterns analysis framework; the main task of
the framework is to extract from data the abstract objects that
will be used to construct and define the notion of static instance
patterns, which are concrete groups of events with specific fea-
tures, where there are involved real agents. These represent in-
stantiations of the static interaction patterns, schemes of con-
temporary events that are combined between them, but where
the agents are substituted by variables, because represent fre-
quent generic schemes, i.e. schemes whose instances grouped
together verify a temporal support threshold. Furthermore we
will be interested to the temporal evolution of these frequent in-
teraction patterns. To find these objects and to study their tem-
poral evolution, we will develop and discuss two algorithms,
the static interaction patterns miner (SIPM) and the evolving
interaction patterns miner (EvIPM). Afterword we will present
the experiments we made on two real case studies, one regard-
ing a dataset of moving vehicles on a section of an US highway,
and one relative to a small campus square taken from the data
of a surveillance video. We will discuss the potential use of the
developed instruments, and the possible analysis that can be
done with several examples taken from the result of our exper-
iments.

In the last section we will discuss the possible future improve-
ments for what has been done until now, and we will analyze
the methodologies used comparing them with the results ob-
tained in the experiments.

1.3 novel contributions

During this work some new tools and notions where intro-
duced to reach our final goal. In particular we have newly in-
troduced:
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1.3 novel contributions 9

a. a definition of a general framework for the retrieval of
events described with a set of continuous interactions be-
tween agents, the IPA framework;

b. the concept and definition of interaction pattern as the
complex object that allows to describe a frequent behaviour
into the dataset, describing it as a generalization of con-
crete groups of events that emerge from the data;

c. development of the SIPM algorithm, that extract frequent
interaction patterns from a set of events;

d. development of the EvIPM algorithm to find the temporal
evolution of the interaction patterns found with the SIPM
algorithm.
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2
R E L AT E D W O R K S A N D B A C K G R O U N D

As every work, an important part of our time has been spent
to the definition of the collocation of our work into the existing
literature, the retrieving of material that could be useful to bet-
ter define what we want to do and to understand or face some
problems that could be useful into the definition of the method-
ologies and techniques that we developed. So, before starting to
explain our work, we present in this chapter two fundamental
things.

In the first part we present some works of the literature re-
lated to ours. In particular we will talk about some of the works
related to the simulation and to the modelling of moving pedes-
trians/agents, and how the interactions are treated by the au-
thors: furthermore we will see two works about the modelling
of complex systems that have a more closer relation to our idea
of interaction.

In the second part we will expose briefly some important con-
cepts that we will use in the following, to better explain what
are the problems encountered and what are the basis on which
we worked. In particular we will make an overview on some
basic concepts of graph theory, that will be fundamental in the
phase of framework definition, framework that we will use to
analyze interactions between agents, and for the definition of
the interaction patterns; we will see some basic notions behind
the basket market analysis, in particular into the definition and
the use of the Apriori principle; finally we make a brief intro-
duction to the graph mining, the part of data mining that study
how to mine frequent substructures from graphs datasets, since
we will use graphs and we want take from those graphs specific
types of frequent patterns.

2.1 related works

2.1.1 Agents movement modelling/simulation with physical models

One of the topic that has focused the interest of the scientists in
the simulation of crowds and moving agents in general, is the
one that refers to the dynamics of a crowd in a panic situation.
There are a lot of cases in which the study of the behaviour of

11
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12 related works and background

a crowd in those situations can help to save several lives and to
better understand how to address very huge crowds to assume
the correct behaviour that can limit the risks for everybody. An
important work that tackle this problem is the one published
by Helbing, Farkas and Vicsek[3]. This work has been derived
from previous studies on the social force models [2], which try to
model the movements of an agent using similarities with physi-
cal forces and models. In this work the authors try to tackle the
problem of the crowd’s behaviour modelling in an emergency
situation, where panic and uncoordinated motions of pedestri-
ans are the main features of the environment. Empirical and
scientific motivations have been led the authors to model the
crowd as a particles system guided by gas or fluid laws. Each
pedestrian has associated a function to compute the variation
in its velocity that can be defined with the equation 1.

mi
dvi
dt

= mi
v0i (t)e

0
i − vi(t)
τi

+
∑
j( 6=i)

fij +
∑
W

fiW (1)

In the previous equation the pedestrian with mass mi that
wants to move in the direction e0i with a certain desired speed
v0i tends to adapt its velocity to the current one (vi(t)) in a cer-
tain time τi. The interactions, with other agents j and with the
walls around him W, are defined with the functions fij and
fiW . Each function f is based on some similarity with physics
phenomenons: for instance, the interaction that establish the
tendency of two pedestrians to stay away from each other is
modelled with a formula (called in the paper repulsive interac-
tion force) very similar to the Coulomb’s law, which express the
electrostatic interaction between two electrically charged parti-
cles. In figure 5 we show an image taken from the experiments
section of the article [3].

In particular, in this simulation, each pedestrian moves with
an initial velocity of vi0 = 5 m/s choosing the desired direc-
tion randomly: the equation that describe the movement con-
tains a panic factor p that influence each pedestrian to follow
a neighbor, to make its own choice or mix both. Into the plots
are shown the effects of the behaviour of the crowd varying the
panic parameter. Keeping aside the implementation of the func-
tions, is important to note that the equation takes into account
the interactions of one agent as the sum of all the interactions
between pairs of agents and between the pairs constituted by
the current agent with each of the obstacles in the environment,
the wall in this case. This is an important assumption that we
will maintain in our thesis. However, into the cited work, those
assumptions model well the behaviour of a crowd in a panic sit-
uation, and the authors themselves recognize the need to find a
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2.1 related works 13

Figure 5: Simulation of 90 pedestrians trying to escape from a room:
in the figure (a) a snapshot of the simulation, in the plots the
variation of leaving time, difference of usage of the doors
and the people escaping, varying a parameter simulating
the panic in the crowd.

theory or model that can add into this representation interper-
sonal interactions, or other interesting interactions between the
pedestrians and the environment.

Other works based on the previous one, like [4], try to tackle
two problems that afflict the one presented by Helbing:

a. retain the realism of the original model;

b. create the basis for a more realistic model for situation in
which there are a low number of pedestrian.

Thus, in these works the attention is focused on the fact that
the social forces do not have physical sources and try to refine
them, including other aspects as the density of the crowd in the
current pedestrian’s position, the distinguishing between face
to back and face to face repulsion with other agents and so on.

In particular, trying to increase the realism detail of the simu-
lation, we can see in figure 6 an example of problem tackled by
Lakoba and Filkenstein: in the new formulation they include
into the social force model some modifications to take into ac-
count the density of the crowd that, in a real case, can be at the
base of a choice respect to others. As we can see from figure 6,
the introduction of this parameter studied in that work leads
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14 related works and background

Figure 6: The effect of the crowd on the outer pedestrians: in the left
they first try to open a way in the crowd but after, in the
right plot, they run away as a group.

to more realistic reactions: in fact initially the pedestrians in
the outer part of the crowd try to move themselves to the exit,
but considering the crowd density they choose to turn back
and run away. Furthermore there are some works in which the
authors introduce the study of social force models in a more
behavioural way to see how pedestrians react to the external
stimulus. In [10], the model presented include an interaction
law, stills inspired to the physical laws, which has composed by
a set of parameters fitted with real experiments. However those
models are still too dependant to a physical inspiration to give
very realistic simulations in all contexts.

2.1.2 Simulate pedestrians moving with Agent Based Models

The previous type of models are not the unique ones: others,
as the one presented in [6], try to explicit the movements of
the agents with particular models called Agent Based Model
(ABM). These are well-known models [7] that are made of a
set of agents, each of one makes its decision individually ana-
lyzing the current status of the agent and a set of predefined
rules. One of the main differences between those models and
the pure mathematical ones is given by the fact that in ABM we
can integrate the mathematical models with a set of rules that
are involved into the decision of the move for an agent, sepa-
rated from the ones that manage the physics of the movements.

In the cited work the author focus its attention on the fact
that physical modelling only is not appropriate to describe the
behaviour of pedestrians in low-density scenarios, and wants
develop an instrument with which he could describe several
scenarios without limitation on a minimum/maximum number
of agents. The model he defined is divided in three types of be-
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2.1 related works 15

Figure 7: Flow of information for the model presented in [6]

haviours, each of one influence the others underlying, and that
combined together generate the decision model for the move-
ment of an agent:

high-level behaviour the high level behaviour is the one
that concern the planning of the path from its origin to its
destination. According to some studies, people define pre-
viously the path who want to follow and approximately
the journey time[8][9], so this component is the one used
to plan which is the best strategy to arrive at the destina-
tion;

medium-level behaviour at this level, the model try to in-
sert into the decision process the components that are
amenable to those behaviours related to the objects and
agents surrounding the current agent, and other aspects
that may be taken into account at the scale of the streetscape
(aspects related also to the steering of the agent, avoid col-
lisions and so on);

low-level behaviour at the lowest level, the model take
into account aspects that are related to each single step.
Following some physics rules derived from kinematics,
the model aggregates the other information from high-
level and medium-level to calculate the position of the
agent in the next instant.

In figure 8 we show an example of high level behaviour: the
agent choose initially its preferred path to reach its destination,
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16 related works and background

Figure 8: Example of path choice of an agent from its origin to the
destination

evaluating the length of the possible paths and the probabili-
ties of collision with other obstacles (other pedestrians and the
walls). However the author reports how some potential signif-
icant details are not treated; the main lack is the one related
to the focusing on individual behaviour, while the group be-
haviour is only considered from the point of view of the indi-
vidual.

2.1.3 Interactions for complex system modelling

Another point of view of the study on interactions between
agents is the one that tackle the whole dynamic of one sys-
tem. An example is the work [12] presented by Quattrociocchi,
Latorre, Lodi and Nanni. Here the authors would like to find
some interesting characteristics from dataset of trajectories that
could be useful to define structural characteristics of data, or
to analyze them in a quantitative manner to describe particu-
lar subdivisions that can exist within data. The work’s goal is
to find some features, movement patterns and interaction pat-
terns, to classify the starting trajectories searching for danger-
ous drivers. This is done starting from the raw data and ana-
lyzing the interaction between the neighbors of a specific agent
along a part of the considered trajectory. For example functions
that calculate interactions can be the difference of velocity be-
tween the considered agent and the average value in a portion
of the studied area, or some other differences between a char-
acteristic value of the agent and aggregates of the values of the
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2.1 related works 17

other agents in a specific region.
In this work we have a first attempt to define the notion of
interaction pattern, even if there the authors try to describe in-
teraction patterns in a different way respect to the definition
we will give later: in that paper the studied area is divided
in regions where, for each one, is calculated a descriptors set
that identify some measurable quantities (as the average speed
of the vehicles in that region defined as low,medium and high
speed region). Thus those interaction patterns describe frequent
schemes of variation that occurs for an agent moving from a re-
gion to another one. For example an interaction pattern could
be the following:

{ldist,hspeed}⇒ {mdist} (2)

which means that is frequent to have agents moving from re-
gions with low average distance between fast agents, to regions
in which we can find a medium distance between agents.
Important elements to be considered when modelling complex
systems are surely the ones related to the social interactions
studied [13] in other fields, as the social sciences, to create cog-
nitive models that can be used in the simulation to integrate
a modelling more physical and mathematical with aspects re-
lated to the internal and concious/unconcious choices of each
agent.

2.1.4 Reality mining

This work has been developed by the MIT Human Dynamics
Laboratories[15] and is probably the one closer to our inten-
tions and to our idea on mining pattern that could describe
frequent agents’ behaviours. The authors wanted to find some
structures into the people’s routines and activities, trying also
to infer social relationships by analyzing the interactions be-
tween the cellular phones of the sample taken into account: us-
ing the Bluetooth devices and some ad-hoc cell tower to retrieve
the data about absolute position and the relative to other Blue-
tooth devices, they developed two software, BlueAware and
Bluedar that, running in background on the phone, have had
the main task to collect data about position of the cell and other
devices in the neighborhood. Once tackled the problem to col-
lect data, the work focus its attention on two main activities:

context inference using data about the usage of phones’
applications, the authors try to understand which are the
most used applications for different contexts; this can be
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18 related works and background

useful to understand, basing the decision on the place
in which the user currently is, what applications will be
most probably used, or if there are a significant modify
into the habits of the user itself.

Figure 9: Phone applications’ usage for the context analyzed by the
article

relationship inference the context’s inference is only the
first part of the work, that have the ambition to do more.
In fact, once inferred the user’s context, one can try to in-
fer who are the persons that the users could meet during
the day. This is an indirect indication of a specific rela-
tionship that can be used to generate communities for the
current user: those communities can be used to say, for
example, when is most probable to meet someone, or to
have general information about the specific community.

Figure 10: Friendship network (left) and the proximity network
(right) elaborated from devices proximities.

All the information retrieved are finally used to describe un-
derlying communities, building generative models to parametrize
the dynamics of those networks and so on.
This is, without any doubts even if with significance differences,
the work that is most closer to the one we have done. In fact
even here in some way the authors try to retrieve informations
and patterns to describe habits of the users by some sort of
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2.2 data-mining background 19

interactions (in particular, interactions between devices and be-
tween each user and its device). However we start from a dif-
ferent context, we faced with small and well delimited areas,
and we try to find patterns that could be described by events
in functions of some low-level interactions. We can state that
our work, furthermore, has the ambition to represent a more
general and complete solution that could be also applied, with
a preliminary brief adjustment, in this context.

2.2 data-mining background

2.2.1 Apriori principle and association rules mining

The apriori principle is the property related to the one that is
probably the most known application of data mining, the bas-
ket market analysis, associated to the problem of the mining of
association rules. The first definition of the problem and of the
algorithm was given by Agrawal, Imielinski and Swami in [19],
where a faster and improved implementation is discussed in
[20]. In this problem we have a set of m transactions and n

different items present into the database, and we want to find
a set of rules with which we can predict the occurrence of an
item based on the occurrences of other items into the transac-
tions [18]. In figure 11 we show an example of association rules
elaborated from a database of transactions 1.

Figure 11: Example of association rules from a database

The algorithm for finding the association rules is structured
in two main part:

generation of frequent itemsets in this phase the algo-
rithm try to find all the subsets of items that are frequent
in a database made of transactions, the frequent itemsets.
In the figure 11, for example, one of these subsets is given
by {diaper, beer};

1 all the images about association rules mining has been taken from the sup-
port material of [18], at the website http://www-users.cs.umn.edu/~kumar/

dmbook/dmslides/
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generation of association rules once retrieved the set
of frequent itemsets, the algorithm elaborate the associa-
tion rules returning in output only those ones that has
confidence over a certain threshold.

The part of the problem that mainly interest us, is the one
relative to the generation of the frequent itemsets. This because
in this phase is used the apriori property, that we used in the
algorithms that we have developed to find the frequent instance
patterns and the frequent sequence of interaction patterns. Is
quite obvious that, given n different items, there are at most
2n possible itemsets that can be generated with a brute force
approach. Starting from the null element we can see in figure 12,
in which we have five items, the lattice of the possible itemsets
of size k generated by pairs of itemsets of dimension k− 1, with
1 6 k 6 5:

Figure 12: Example of lattice for generate all the subsets for 5 items

The apriori property is the one that is used to prune part of
this lattice, excluding the ones that generate surely infrequent
itemsets. If we indicate with support(·) of an itemset X the
fraction of transactions containing the elements of X over the
entire database, we can state the property as:

Definition 1 (Apriori principle). Given two itemsets X and Y,
holds the following:

(X ⊆ Y) =⇒ support(X) > support(Y) (3)

that is also known as anti-monotone property of the support.
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The previous principle states that if we have an infrequent
itemset, there won’t be any superset of that itemset containing
it that could be a frequent itemset. So, when the algorithm find
that a subset is not frequent into the transaction set, it does
not generate any superset that contains the infrequent subset.
Taking the previous lattice, and assuming that the subset {A,B}
is infrequent, we can see the effect of the pruning followed with
the applying of the apriori principle.

Figure 13: Example of pruned lattice for 5 items

This principle in general can apply a drastic reduction of el-
ements generated by the algorithm during the search of the
frequent itemsets. However, even if in real cases it is very im-
probable, in the worst case (there are no infrequent itemsets)
the algorithm still generates

(
n
k

)
itemsets. In our work we will

use this principle in the algorithm that we has developed, be-
cause to find all the interaction patterns we will interested to
keep, and to grow, only those patterns which are frequent, i.e.
that have a support value such that are greater than a decided
threshold.

2.2.2 Graph mining

Graph mining is the field of data-mining which deals to ex-
tract frequent substructures present in datasets represented as
graphs [21]. In particular this type of mining can be used in a lot
of disciplines, due to the increasing of importance of network
models in various scientific fields: apart the just mentioned so-
cial networking, we can also describe with graphs the chemical
compounds, the web, the protein interactions and so on. Thus
work directly with graphs is something that improve the under-
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standing of the results, that are given in form of graphs them-
selves. In the case of frequent substructure mining in chemical
compounds, we show an example 2 of graph mining in figure
14.

Figure 14: In the dataset of three chemical compounds, given as
graphs, is found a frequent structure.

In our work some concepts from the graph mining will be
useful, because there will be a moment in which, from a set
of elaborated graphs dataset, we would find the ones that in
the introduction we have called interaction patterns. In partic-
ular, to do this, we couldn’t use some of the common tools
for the graph mining, as the Apriori Graph Mining [22] or the
gSpan[23] algorithms, because our dataset will have specific
characteristics that those instruments do not take into account,
making them unusable. However we will take inspiration from
these tools to develop an algorithm that can elaborate our de-
sired form of data.

2.3 graph theory

Graph theory is the mathematical field that study the graph
structures, that are mathematical models which are used to rep-
resent objects that are connected with links between them. In
our work we will use intensively the graphs, thus we introduce
some important concepts about graphs and graphs theory. First
of all we give the mathematical definition of a graph.

2 the image has been taken from the support material about graph mining of
the Interdepartmental Bioinformatics Group - Max Planck Institute for Biological
Cybernetics, at the website http://agbs.kyb.tuebingen.mpg.de/wikis/bg/

BNA-4.pdf
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Definition 2 (Graph). A graph G is a pair G = 〈V ,E〉, where V is
the set of vertices and E is the set of edges. In particular E ⊆ V × V
identify the set of links that could be directed or undirected.

The graphs can be represented as shown in figure 15. The last
of these three examples represents a labelled graph, that we will
use to define the framework for the analysis of the interactions
between moving agents.

Figure 15: Three examples of graphs: undirected, directed and di-
rected labelled.

We can define formally a labelled graph as:

Definition 3 (Labelled graph). Given a set of labels LV for the
vertices, a set of labels LE and two functions φV : V → LV and
φE : E → LE, a labelled graph G is a graph where for each v ∈ V :

labelv = φV(v) and for each e ∈ E : labele = φE(e).

Each graph, labelled and unlabelled, can be represented with
a matrix called adjacency matrix: if a graph is such that |V | = n,
then the adjacency matrix is a structure with dimension n× n
with nodes labels as rows and column. Examples of adjacency
matrices for labelled graphs, can be seen in figure 16.

Figure 16: Adjacency matrices associated to an undirected graph and
to a directed one.

The concept of adjacency matrix is important because it’s
the structure usually used to work on matrices and is a com-
pact representation of a graph with its relations; in the case of
undirected graph it is necessary only half of the original matrix
thanks to the symmetry of the matrices in the undirected case.
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2.3.1 Multigraphs

In the following chapters we will see that, once elaborated the
information connected to the interactions between agents, we
will be interested to represent the results in a more simple form
to be elaborated by the algorithm that we will develop. In par-
ticular we will use the concept of multigraph. Multigraphs are
a generalization of the simple graphs as we have introduced in
the previous section. The difference between the two kind of
structures is given by the fact that in simple graphs can exists
only one edge between two vertices, while in a multigraph we
have not this requirement. In figure 17

3 we show an example
of multigraph.

Figure 17: Example of undirected multigraph

With those structures we can easily model multiple relations
between nodes of the graph, and this has become very impor-
tant in the last years where, thanks to the increasing and the
diffusion of the social networks, we have access to a lot of data
about the connections and the relations between the users that
can be analyzed. This because relations can be represented and
modelled with labelled multigraphs, as we can see in figure 4

18.
We have introduced multigraphs because we will use them

when it will be necessary model in a simpler and blunt way the
relations retrieved with the analysis framework (those relations
will correspond to ongoing events) between moving agents be-
fore starting the search of our interaction patterns.

3 The image of is taken from the website http://en.wikipedia.org/wiki/

Multigraph
4 The image of is taken from [1]
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Figure 18: Relations’ modelling between a users of a network with a
multigraph

2.3.2 Graphs isomorphism problem

The last section about graph theory is the one relative to the
graphs isomorphism problem. We can state this problem as:

Definition 4 (Graph isomorphism problem). Given two graphs
G = (VG,EG) and H = (VH,EH), the graph isomorphism problem is
the problem to find a bijection between the sets of vertices VG and VH
which preserves the edges.

Thus this problem is the one to state if two graphs are the
same, unless labels. In figure 5

19 two isomorphic graphs.

Figure 19: Two isomorphic graphs with the function of translation

This is a well-known problem, that is faced in particular in
scientific field as, for example, mathematical chemistry and chem-
informatics [14] where is important to identify same chemical
compounds or same substructures present in different com-
pounds. Recognize that two graphs are the same, if we do not
consider the labelling of the vertices, is something that will be
very useful in our work when we will have to decide if two
patterns with real agents represents the same generic pattern.

5 The image of is taken at the website http://en.wikipedia.org/wiki/

Graph_isomorphism
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However, even if this problem is so important, it is known that
it is an NP problem [32], where the best result known in lit-
erature for a graph with n nodes is given by an algorithm of
complexity 2O(

√
n·logn) [33]. The most simple algorithm to rec-

ognize if two graphs are isomorphic is the one that we show in
figure 20.

1: procedure GRAPH ISOMORPHISM(G,H)
2: amG = adjacency_matrix(G)
3: amH = adjacency_matrix(H)
4: for all permutation of node in amH do
5: if amG ≡ amH then
6: return TRUE
7: end if
8: end for
9: return FALSE

10: end procedure

Figure 20: Naïve graph isomorphism psuedocode

This algorithm is based on the fact that two isomorphic graphs
must have the same adjacency matrix: so it simply permutes the
vertices of one of the two graphs until the adjacency matrices
become the same. Since the cost of the comparison between two
adjacency matrices of graphs with n vertices is O(n2) and since
the algorithm generates in the worst case all the permutations
of the vertices, with a cost of O(n!), we can state that the naive
algorithm has an overall cost of O(n! ·n2). However we will see
how to face this problem in our case, developing an heuristic
that in real cases has better performance respect to the worst
one.

2.3.3 Temporal graphs

Temporal graph [36], or temporal networks [35], are structures
that describe a model evolving in time making explicit the tem-
poral component of the model. Take as example the follow-
ing figure where is reported a table representing the emails
send/received from a set of persons. The images are taken from
[36].

Obviously, if we want to model the situation of this exchange
of emails we could use a directed graph, as reported in figure
22.

It is clear that this representation does not consider an impor-
tant information given by the data, that has been flattened on
a non-temporal representation. Temporal graph has been devel-
oped to tackle those situation, in which the temporal informa-
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Figure 21: Table with the information about the exchange of emails
between A, B, C, D and E.

Figure 22: Representation of mail exchanging relation between A, B,
C, D and E

tion and the graph representation must be mixed to have the
maximal expressiveness to the ones that have to analyse those
kind of data. Thus, the data contained in the table of figure 21

can be represented in the following manner.

Figure 23: Representation of mail exchanging relation between A, B,
C, D and E with a temporal graph. The dashed lines means
that the person is waiting.

A lot of things can be modelled with those kind of graphs: in
particular we will see how we will use a very similar structure,
that we won’t use at maximum of its potentiality, to represent
relations between moving agents and that will be to the basis
of all our work.
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Part II

M I N I N G D ATA W I T H I N T E R A C T I O N
PAT T E R N S

We introduce now a new methodology to analyze
mobile data from a point of view based on the con-
cept of interaction pattern. First of all we will define
the problem, introducing the elements that we need
to bring out from the data useful information about
the interactions between moving agents. After we
develop two algorithms that we will use to extract
behavioural patterns from the elaborated data re-
garding the movement of the agents. Finally we will
see the application to the interaction pattern mining
on two real cases, showing examples of functioning
of ours tools.
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3
T H E I N T E R A C T I O N PAT T E R N A N A LY S I S
F R A M E W O R K

In this chapter we will define the framework that is used to ab-
stract and to bring out particular configurations between mov-
ing agents. In figure 24 are shown the components we face in
this chapter and that we have defined: starting from the tra-
jectories’ dataset, called as raw data in the example, we want to
define a better representation for trajectories that we can use for
our computation. This representation is based on a sequence of
graphs, each of which represents the neighborhood relations
between agents and their interactions, in the form of edges’ la-
bels. On this new structure we will search for events between
pairs of agents and events on single agents, that are the first
abstract objects in output on which we will base the search of
the interaction patterns.

Figure 24: Schematic description of what we tackle in this chapter.

All is constructed around interactions, as we have introduced
in chatper 1, of which we gave an informal description but that
now we want to define clearly:

Definition 5 (Interaction). We define as interaction any measur-
able quantity, returned from some defined function, that can poten-
tially influence the behaviour of the agents involved in the measure-
ment or that can describe something that is happening between the
agents in their sphere of influence.

Along this chapter we will define, as first, the theoretical no-
tions on which the framework is based. During the explaining

31
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of that theoretical part, we present also an instantiation of the
framework that we have used for our experiments, that will be
reported in chapter 6.

3.1 preliminaries

In the previous chapters we have stated that our work is based
on trajectories associated to moving agents. So before starting
defining the framework and the algorithms we have developed,
we formally define the notions of trajectory, trajectories’ set and
of agent.

Definition 6 (Trajectories and trajectories’ set). The set of trajec-
tories T is the set of the trajectories observed from a set of moving
agents in a time scope T = {t ∈N|0 6 t 6 Tmax}:

T = {T1, ..., Tn} (4)

where n is the number of unique agents of the dataset. Each trajec-
tory Tid, with 1 6 id 6 n, is the set of points in which the agent
with identifier id has been tracked into an interval [s, e] ⊆ T :

Tid = {(xs,ys), · · · , (xe,ye)} (5)

The trajectory set identify then a set of agents, all unique,
each of one has associated a trajectory of the initial dataset.

Definition 7 (Agent set and agent). Given a set of trajectories T

where |T| = n, we define the agent set as

A = {A1, ...An} (6)

where a single agent is defined as

Aid = 〈Tid, {(Tkid,dkid, vkid)}k∈Tid〉 (7)

where 1 6 id 6 n and Tid = [s, e] ⊆ T . The values Tkid = (xk,yk),
dkid and vkid represent respectively the position of the agent id, its
direction and its velocity in the instant k. For the sake of simplicity
we can also refer to the set that represents an agent as

Aid = {Asid, ...,Aeid} (8)

As above, Tid = [s, e].
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Figure 25: Example of direction’s derivation for a moving agent; con-
sidering two points in which the agent is positioned in two
consecutive instants. The difference between the y values
in these instants (x in the case of direction 0 or 180) deter-
mines which angle consider.

Thus, assuming to know the sampling rate of the trajectories,
we can start from these points to derive the velocity and the di-
rection of an agent in each instant. We assume as primitive the
agent described into definition 7, also containing the derived
measures from the associated trajectory. We show in the follow-
ing how they can be computed.

Given two points p1 = (x1,y1) and p2 = (x2,y2) in consecu-
tive instants, the velocity for an agent can be calculated as:

v(p1,p2) =

√
(x2 − x1)2 + (y2 − y1)2

tu
(9)

where tu is the temporal sampling unit for the points, that is
shared by all trajectories. Given the same points, the direction
is calculated as:

d(p1,p2) =

−1 (x1 − x2) = 0∧ (y1 − y2) = 0

angle(p1,p2) otherwise
(10)

where angle() is the absolute angle of the line on which lies
the movement vector respect to the unit circumference. In fig-
ure 25 we see how this function must take into account the
values of both points to decide if take an angle or its opposite.

3.2 the ipa framework

We start now to develop and discuss a general framework, the
Interaction Pattern Analysis (IPA) framework, for the analysis
and the retrieving of events in which are involved single agents
and all the pairs of agents that interact with each others.
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3.2.1 Representing trajectories with a graph

First of all we want transform the original trajectories dataset T

in a structure that can describe the relations between agents in
a manner for which will be simpler for the framework we will
define the seeking process of our atomic components. Since we
are putting the basis of all the work, we have chosen the way
to represent the trajectories of the dataset agents very carefully.
In the introductive examples, into the chapter 1 but also into
the works presented in the section 2.1, we have seen how is nat-
ural to describe relations and interactions between pairs of ob-
jects, instead of representing subsets of agents variable in time.
Furthermore we assume that an agent directly or indirectly in-
fluence the others into the environment. These considerations
have led us to describe trajectories associated to the moving
agents with a series of consecutive graphs, where the main re-
lation (the edges) represent a neighborhood relation: each of
these graphs is connected with the ones representing the previ-
ous instant and the following one, creating so a unique graph
structure. We can so define the notion of neighbor graph.

Definition 8 (Neighbor Graph). Given a set A of agents over the
time scope T and given a neighborhood function N defined between
pairs of agents in a time instant, the neighbor graph is a graph
GN

A,T = 〈N,E〉, with:

1. nodes N = {Ati | Ai ∈ A∧ t ∈ Ti}

2. edges E = Eego ∪ Eint, where

Eego = {(Ati ,A
t+1
i ) ∈ N2}

and

Eint = {(Ati ,A
t
j) ∈ N2 | Atj ∈ N(Ati)∧At−1i ,At−1j ∈ N}

In figure 26 we show, in the right part of the figure, the repre-
sentation of the neighbor graph for three snapshots (in the left
part) of three consecutive instants, for the agents with identi-
fiers {1,2,3} Ego edges represent vertical links that connect the
different occurrences of each agent at consecutive time instants,
whereas interaction edges represent pairs of agents that at spe-
cific moments fall within each other’s sphere of influence, thus
could potentially interact. Notice that Eint excludes initial time
instants of agents: this is due to the fact that in our framework
we will consider only events that involve changes of features
between time instants, which are not defined for initial points.

The choice to represent the agents with a graph is the better
one, even because this is a representation where the relations
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Figure 26: Representation of a neighbor graph

between agents are immediately clear and where the represen-
tation of the neighbor relation, the one privileged for us at this
level, is the most natural. Furthermore in literature we have
other cases in which relations and interactions between moving
agents are represented using graphs [11] [30] [31]. This repre-
sentation, finally, is very close to a temporal graph, presented
in the chapter 2 and then can be studied also in this way. How-
ever we have mostly used it to base a new kind of work instead
of using the techniques studied to analyze the agents and their
interactions with this form of representation.

3.2.2 Neighborhood creation

In the definition of neighbor graph a fundamental component is
the neighborhood function. The type of neighborhood is vary-
ing respect to the specific context and also respect to the as-
sumptions that we could make about agents: a particular rele-
vance is given by who can influence the others into the envi-
ronment. Is intuitive in a mobility context to think that, chosen
an agent, agents closest to the one considered have a greater
influence on it than the farest ones. We have chosen to define
this relation, in our case, as the one described by all the closer
agents to the one considered that are visible by him, and vice
versa. We make an example to explain what we mean in figure
27

Figure 27: Different possible choices for the neighborhood relation

Both possibilities represent valid neighborhood relations, but
the one that is the closest to our approach and to our definition
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of interaction is without doubt the one represented in the right
part of the figure. This because, if we want that interactions will
be the measure indicating potential influences between agents,
following the definition 5, in the first case we are assuming that
two agents (black and red cars) could have potential interac-
tions even if they are not directly visible each other. We instead
prefer the second kind of relation in which interactions, and
consequently events, between the three cars can be explained
with the pairs of relations 〈 black car, blue car 〉 and 〈 blue car,
red car 〉, where they are all directly visible each other.

In other contexts the neighborhood relation can be described
in other ways: for example, if we would adapt the framework
to manage interactions between non moving agents as financial
markets, we could define a function that take into account other
types of parameters.

In our case we want to construct a function of neighborhood
that works in a similar way to the algorithms that create visibil-
ity graphs [28][29]. In figure 28 an example of visibility graph
for the points s and t and the obstacle’s vertices1.

Figure 28: An example of visibility graph for the points s and t

In those kind of graphs, widely used in robotics, the points
are connected to the vertices of the obstacles with an edge iff
they are visible each other, and these edges are called visibility
edges. Our intention is very similar, in fact we have defined our
neighborhood function N in this way: given a search diameter
dsearch and an agent described by a point and a circle of radius
ragent (fixed for all agents) that describe a radius of visibility
having the agent as center, returns all the agents visible to him,
i.e. all the agents into the search diameter dsearch for which we
can draw a line that has no intersection with any other circles
between the two points. In figure 29 we can see an example
of behaviour for our implementation of the neighborhood func-
tion.

1 Image taken from the website http://www.cs.wustl.edu/~pless/546/

lectures/l22.html
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Figure 29: Construction of our neighbor graph for the initial situation
in the left part of the figure

3.2.3 Measuring interactions

Once defined the structure with which we will represent the
trajectories associated to the agents, we are interested to define
how to measure interactions. Thus we introduce two kind of
function that we can use to label the neighbor graph:

Definition 9 (Ego and interaction functions). Given an agent set
A, a ego function fAego is defined as a function that associates a
predefined number nego of real values to two consecutive instances
of an agent, i.e. fAego(A

t−1
i ,Ati) returns values in Rnego . fAego re-

mains undefined for the first instance of an agent, i.e. t− 1 6∈ Ti ⇒
fAego(A

t−1
i ,Ati) = undef.

Similarly, an interaction function fAint is defined as a function
that associates a predefined number nint of real values to each pair of
contemporary instances of two agents, also involving their previous
instances, i.e. fAint(A

t−1
i ,Ati ,A

t−1
j ,Atj) returns values in Rnint . As

for fAego, fAint remains undefined when the first instance of an agent is
involved.

Both ego and interaction functions, so, can be seen as t-uples
of respectively, nego and nint function:

fAego = (fAego1 , · · · , fAegonego
) (11)

fAint = (fAint1 , · · · , fAegonint
) (12)

Ego functions are those ones that calculate the variations of
internal parameters of an agent in two consecutive instants.
Those parameters could be the ones associated to the change
in the acceleration, in the direction and so on; however, poten-
tially every measurable change into the state of the agent can be
associated to a simpler or more complex ego function. Interac-
tion functions are those ones that calculate a measure regarding
the situation between the internal parameters of the involved
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agents. These functions consider pairs of agents in two consec-
utive instants because could be necessary to see the previous
state of both agents to return a correct evaluation of the inter-
action. For instance, take a function that checks the variation of
distance: considering only the coordinates of two agents in one
instant is not sufficient to determine if the distance between the
agents is decreasing or not, because we must have a point of
reference to return the correct evaluation. If we consider also
the previous distance between them, we can return a value in-
dicating if one of the agent is approaching the other or not.

If we see these values at this point they simply give us an in-
stantaneous of the differences or measures between parameters
of different agents. However, if we consider those values in dif-
ferent instants related each other, those simple measurements
can tell us something about a behaviour that we can construct
to an higher level of abstraction. For example, even if we will
see it more deeper after, take again the distancing function. If
we see that the returned value for two agents is a value indicat-
ing a distance’s decrease in an instant, we can state something
about the instantaneous situation of the distancing between two
agents: on the contrary, if we see that in a consecutive set of in-
stants the function calculates decreasing values for this param-
eter, we can state that in the considered set of instants those
two agents have been interacting. An event is ongoing between
them, that we could define as approach of the first agent on the
second one.

All of those events will be searched into the labelled version
of the neighbor graph.

Definition 10 (Labelled Graph). Given a set A of agents over the
time scope T , a neighborhood function N, a ego function fAego and
a interaction function fAint, the Labelled graph is a graph GL =

〈N,E,LE,LI〉, where:

1. 〈N,E〉 is the neighbor graph associated to A and N

2. for each edge (At−1i ,Ati) ∈ E, a label LE(A
t
i) = f

A
ego(A

t−1
i ,Ati)

is associated to node Ati

3. for each edge (Ati ,A
t
j) ∈ E, a label LI(A

t
i ,A

t
j) = f

A
int(A

t−1
i ,Ati ,A

t−1
j ,Atj)

is associated to edge (Ati ,A
t
j).

3.2.3.1 Instantiation of interaction functions

We briefly describe now the interaction functions we defined
and that we will use in the rest of the thesis. In particular, even
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if for completeness we have defined them, we do not use the
ego functions and we have not instantiated them, because we
focused our attention on the aspects related on the interaction
functions, more closest to the basic concept of interaction.

Into the definitions of the functions, in table 1, we denote
with Ai and Aj the pair (At−1i ,Ati) and (At−1j ,Atj) respectively.

Table 1: Complete definition for the interaction functions
fname(Ai,Aj) used

name function definition

distance ||Tti − Ttj ||2 − ||Tt−1i − Tt−1j ||2

velocity vti − v
t
j

direction min{360− |dti − d
t
j |, |d

t
i − d

t
j |}

position position(Ai,Aj, εlat, ε‖, εmove)

align

1 if d(li, Tt−1j ) 6 εalign ∧ d(li, Ttj) 6 εalign

0 otherwise

In the distance function a negative value indicates an instan-
taneous approach, while a positive non-zero value indicates an
instantaneous distancing. In the velocity function we can de-
rive by the returned value if the first agent is faster or slower
than the second one. The third function defined calculates the
difference of direction between two agents: to note that this
value can assume a minimum of 0 degrees (same direction) or
180 (opposite direction). The position function computes the
position of the first agent w.r.t. the second one and it returns a
code that indicates if the agent Ai is behind (v1), ahead of (v2),
lateral to (v3), flanked to with same direction (v4), moving in
front of (v5), moving behind the other in opposite direction (v6)
or not moving as like agent Aj (v7): the function analyzes the
line generated by the two points pair (Tt−1i , Tti) and (Tt−1j , Ttj),
combining the information about the degree of parallelism of
the two lines, the lateral positioning of the agent and the mov-
ing indication to return the correct positioning. In figure 30 we
show three possible examples in which the position function
returns three different values.

In the first case the red car is in front of the blue one, because
the blue car is outside the band generated by the perpendicu-
lar line to the direction of the red car at distance εlat

2 from its
center. These margins represent the band in which one agent is
lateral to the one considered. In the second and third example
the blue car is lateral, or flanked, to the red one; in the third
case, analyzing the angle between the two directions, we can
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Figure 30: Three examples of position returned from the position
function: in the first case a front-back relation, in the sec-
ond a lateral positioning and in the last a flanking.

guess that the agents are flanked. The last function we have de-
fined is the one that check the alignment between two agents:

indicating with li the line y−yi1
yi2−y

i
1

=
x−xi1
xi2−x

i
1

, the function checks if

the second agent, in two consecutive instants, is contained into
the band generated by the two lines parallel to li at distance
εalign from it.

Figure 31: Two types of alignment

In the left part of figure 31 there isn’t any alignment, because
the red point in two consecutive instants isn’t contained both in
the band generated by the parallel lines to the direction of the
blue car, each one at distance εalign. In the second case there
is an alignment, the red point in two consecutive instants is
contained into the alignment band.

3.2.4 IPA Events

Having defined the complete structure that abstracts the trajec-
tories’ dataset and where we can find the interactions between
pairs of agents, we can finally define the first complex com-
ponent that will be at the base of our interaction patterns in
the following. As we introduced in section 3.2.3, the measur-
ing of an instantaneous interaction is something not interesting
itself, and that do not give us any information. We must so
find and construct aggregations of interactions that can iden-
tify something about the dynamics of the environment. As we
have already said in a previous example, a series of decreasing
distances can be seen as an event, that we can call approach;
this represents an event with a start instant, an end instant, a
subject and an object of the event. These events emerge directly
from the interactions, because (as introduced in the example)
each event can be described by a template that indicates which
characteristics, in terms of interactions calculated by the fAint, it
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should have in a certain interval. In conclusion, the IPA frame-
work primarily search events.

We can define so the notion of event template.

Definition 11 (Event template). Given an agent set A and a time
scope T , an event template is defined as a predicate P : A×A×
T2 → B.

The intended meaning of the predicate P(A1,A2,a,b) is that a
property P holds in time interval [a,b], involving agents A1 and A2.
A1 is the subject of the event while A2 is the object of the event.

Example 1. Now we can take the example already done and defining
it more formally: an approach is an event template approach(A1,A2, ts, te)
which holds iff for each time instant t ∈ [ts, te) is satisfied fdistance(At1,A

t
2) <

εdist or fdistance(At1,A
t
2) = εdist ⇒ fdistance(A

t+1
1 ,At+12 ) < εdist.

As the example shows, templates can have a complex form,
for instance not limited to a simple monotonic behaviour. In
our case shown above, non-strict decreases in the distance are
allowed only if isolated.

Definition 12 (Graph events). Given a labelled graphGL = 〈N,E,LE,LI〉
and a family ET of event templates, the graph events of GL are de-
fined as the set EI of all event instances P(A1,A2,a,b) such that:

1. ∀t ∈ [a,b].At1,A
t
2 ∈ N

2. P(A1,A2,a,b) = true

3. [a,b] is maximal, i.e.: [c,d] ⊃ [a,b]⇒ ¬P(A1,A2, c,d)

The events belonging to the EI set, found with a search in
the labelled graph, are the objects resulting as output from the
framework.

3.2.4.1 Concrete events

The last thing we have to do is to finalize the instantiation of
the framework. With the defined interaction functions, in the
section 3.2.3.1, we want to create our library of concrete events
that we want to search in the datasets that we will have to anal-
yse. First of all we define the concrete event template:

Definition 13 (Concrete event templates). We have an event of
type P(Ai,Aj, ts, te) iff for each t ∈ [ts, te) is satisfied a specific
condition or in a t < te − 1 the previous condition is not verified,
but is verified in the instant t+ 1.
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In the table 2 we report the concrete events we defined: in
the first column, with the name we gave to each event, we have
indicated a legend of the corresponding graphical representa-
tion. This representation will be used in the examples that we
will show from now on. To search the events into the labelled
graph we have defined a seeker that have for each event P the
same general skeleton, of which we present the pseudo-code in
figure 32. As we can see, the seeker simply annotates when an
event starts and then updates the temporal field of the event
until the main condition of the template is verified or when the
condition in that instant is not verified but is verified in the
next one. We can note how this procedure need one visit of the
labelled graph to find all the events.

1: procedure P_event_seeker(GL)
2: events_resulting = ∅
3: event_repository = ∅
4: for all t ∈ T do
5: for all (Ati ,A

t
j) ∈ E do

6: condition_verified = condition for P is verified
or is verified in t+ 1

7: event = event_repository((Ati ,A
t
j))

8: if event = ∅ then
9: if condition_verified then

10: put(event_repository, (Ati ,A
t
j),P)

11: end if
12: else
13: if condition_verified then
14: update(event_repository(Ati ,A

t
j))

15: else
16: remove(event_repository(Ati ,A

t
j))

17: events_resulting = events_resulting ∪
event

18: end if
19: end if
20: end for
21: end for
22: return events_resulting
23: end procedure

Figure 32: Generic seeker structure for an event template P
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4
T H E S TAT I C I N T E R A C T I O N PAT T E R N M I N I N G
A L G O R I T H M

The framework presented in the previous section can analyse
trajectories’ data to retrieve some useful information about the
events involving the agents of a trajectories dataset. Those data
refer to information about the interactions of pairs of agents
and do not give directly other information about the presence
of some more complex schemes that occur frequently. How-
ever we can expect to find some events that appear frequently
together: for instance, into a mobility context should be intu-
itively to find as a frequent pattern a certain number of agents
that maintain between them the same distance. This pattern is
shown, using the graphical formalism introduced in 3.2.4.1, in
the left part of figure 33. Even if these are a more complex ob-
jects instead of single pairs of events, these schemes are still
too dependant from the specific agents. Thus should be more
interesting searching for group of those schemes, trying to find
the ones that appears frequently.

Figure 33: On the left two combinations of contemporary events with
different agents, representing the same complex scheme.

On the right, in figure 33, we can observe the generalized
scheme of the instances shown on the left, assuming that {A,
B, C} are variables and not unique agents’ identifiers. We will
require that each group of events with concrete agents, like the
ones in the left part of the example, must have specific charac-
teristics of:

persistence groups of contemporary events between agents
(static pattern instances in figure 34) must have a duration
over a certain temporal threshold, to limit our search to
the patterns with a significant duration.

45
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46 the static interaction pattern mining algorithm

Figure 34: Schematic summary of the work tackle in this chapter.

maximality group of contemporary events between agents
must have the maximal number of persistent and contem-
porary event.

temporal continuity the elements of the set containing
the same pattern’s scheme, but instantiated with differ-
ent agents (static interaction patterns in figure 34), must be
seen for an interval with duration over a certain temporal
threshold to be considered as frequent.

In figure 34, we show what will be the main topic in this chap-
ter: starting from the events generated by IPA framework we
will search for static interaction patterns, that are a generaliza-
tion of frequently seen contemporary group’s events between
agents.

4.1 instance patterns and interaction patterns

To simplify the search of the objects that we have informally
introduced in the summary of the chapter, we define a trans-
formation of the initial dataset: the new dataset will be created
starting from the set EI (defined in 12) to make explicit what
are the ongoing events between pairs of agents. We have so cre-
ated, for each instant of the temporal scope T , a multigraph
where exists an edge between two agents for each ongoing
events between them in that instant: this information is sim-
ply to recover, since we remind that the events are in the form
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4.1 instance patterns and interaction patterns 47

P(Aidi ,Aidj , ts, te) with [ts, te] ⊆ T . So, we can define formally
this new structure called event multigraph set.

Definition 14 (Event multigraph set). Given a set of event in-
stances EI, we can construct a set of consecutive direct multigraph
called event multigraph set EMS = {EMi}i∈T where each event
multigraph EMi = 〈NEMi ,EEMi 〉 is defined as:

1. NEMi = {Aid ∈ A | i ∈ Tid}

2. EEMi = {(Aid1 ,Aid2 ,P) | P(Aid1 ,Aid2 , ts, te)∧ i ∈ [ts, te]}.

In figure 35 we show an example of graph’s construction,
taken from the example made in the introduction chapter: in
the upper part there are some examples of events found with
the IPA framework, that are highlighted in the various multi-
graphs in the lower part of the figure, where all the events
found are visible with the graphical formalism defined in the
previous chapter.

Figure 35: From the events found with the IPA framework we con-
struct a series of multigraphs in which edges represent
the ongoing events between neighbors. The meaning of the
edges in the multigraphs representation is given in the con-
crete events table in the previous chapter.

The neighborhood relation in these graphs is implicit, be-
cause the presence of an event between a pair of agents means
that both are neighbors each other; on the contrary it could not
exist an event between them. Moreover each of these graphs
gives also immediately the information related to the ongoing
events between each pair of agent and also their relation sub-
ject/object. We want remark that this is a structure introduced
only to simplify the search of the structures that we will define:
in a more general definition the problem can be restated using
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directly the set EI.
In these graphs we search all the static instance patterns defined
as:

Definition 15 (Static Instance Pattern). Given a minimum interval
length tmin, a set of event instances ip = {e1, ..., ek} ⊆ EI is said to
be an instance pattern if the following properties are satisfied:

1. (Duration) Iip =
k⋂
i=1

interval(ei)∧
∣∣Iip∣∣ > tmin;

2. (Connectedness) ∀ei, ej ∈ pi, ∃{e1, . . . , em} ⊆ pi.e1 = ei ∧

em = ej ∧ ∀16l<m.agents(el)∩ agents(el+1) 6= ∅;

3. (Maximality) e ∈ EI∧ |Iip∩ interval(e)| > tmin∧agents(e) ⊆
k⋃
i=1

agents(ei)⇒ e ∈ ip;

where interval(P(Ai,Aj,a,b)) = [a,b] and agents(P(Ai,Aj,a,b)) =
{Ai,Aj}.

In this way we identify substructures which represent persis-
tent and maximal configurations of agents that can be found in
at least tmin consecutive multigraphs of EMS. However, those
instances are still too dependant from the real agent, while we
would recognize the patterns deriving by a generalization of
a set of equivalent instance patterns, independently from the
identifiers of the agents found in the dataset. To do this we
give the definition of isomorphic instances.

Definition 16 (Isomorphic Instances). Given two static pattern
instances pi1 and pi2, we say that they are isomorphic instances,
denoted with pi1 ' pi2, if there exists a bijective function φ : A→ A

such that: ∀A1,A2 ∈ A.∀a,b,a ′,b ′ ∈ T .P(A1,A2,a,b) ∈ pi1 ⇔
P(φ(A1),φ(A2),a ′,b ′) ∈ pi2.

Recognize the equivalent instances is the operation neces-
sary to abstract from the concrete pattern found: in this way,
different concrete events that represent the same event can be
grouped with the others representing the same type. So the set
of all equivalent instance patterns is the complex object that we
were searching for.

Definition 17 (Frequent Static Interaction Pattern). Given the
set PI of static pattern instances inferred from all event instances
EI, we define the set of static interaction patterns in PI as SP =

{[pi]' |pi ∈ PI}, where [pi]' denotes the equivalence class induced
by ' that contains pi.
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We define the temporal support of static interaction pattern sp ∈
SP as

supp(sp) =

∣∣∣⋃pi∈PI∧[pi]'=sp interval(pi)
∣∣∣

|T |
.

A static interaction pattern sp is said to be frequent iff supp(sp) >
tsupp, where tsupp ∈ [0, 1] is a minimum temporal support threshold.
Finally, we denote with FSP the set of all frequent static interaction
patterns in SP.

An important point in the previous definition is the one rel-
ative to the temporal support. This because the property we
would with this type of support implies that the important as-
pect of an interaction pattern is the one to be continuous, in-
stead of having some peak of instances but very limited into
the time scope considered. Moreover in this way we are using
the temporal support as an application of the Apriori property:
in fact we won’t use the instances of size k agents of an in-
frequent interaction pattern to try to generate instances of size
k+ 1, since any instance of size k+ 1 containing that instance
cannot generate an interaction pattern with greater temporal
support. In figure 36 we show a schematic representation of
the notions of time persistence for a static pattern instance and
of temporal support for a static interaction pattern.

Figure 36: Persistence and temporal coverage of a simple example
dataset of three instants.
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In the figure we can see clearly the differences between per-
sistence time and temporal support: persistence is related to
the number of instants for which we have seen a specific static
pattern instance; in particular the ones indicated in the left part
in the bottom of the figure have been seen for two consecutive
instants (t1 and t2 the first, t2 and t3 the others). The tempo-
ral support is related to the static interaction pattern and is the
percentage of instant for which at least one instance of that in-
teraction pattern have been recognized; in the example the first
interaction pattern has temporal support of the 100%, since it
has at least one instance in every instant, while the second in-
teraction pattern has temporal support of the 66%, since it has
at least one instance in the last two instants.

4.2 equivalence between interaction patterns

Recognizing that two instances are equivalent is a problem
amenable to the graph isomorphism problem. In fact if we
choose a simple renaming function, as the one shown in fig-
ure 37, we could probably create different equivalent groups
representing the same generic pattern.

Figure 37: Two static pattern instances belonging to the same static
interaction pattern, recognized as different.

However, any problem related to graphs isomorphism is known
to be NP-Hard and unfortunately we have to face with this
problem to recognize the same instance patterns. Since we can’t
avoid this problem, we developed an heuristic to try to reduce
considerably the number of comparisons necessary to know if
two graphs are isomorphic, for this particular case in which
the vertices are uniquely identifiable and the edges are labelled.
We based our strategy on two main considerations: first of all,
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since we can represent our instances as labelled multigraphs, if
two vertices have the same number of outgoing edges but have
different number of edges with the same label, the two graphs
cannot be isomorphic: furthermore, looking at the adjacency
matrices of two graphs representing static pattern instances,
only the vertices that have the same number of outgoing edges
with the same labels and that have the same incoming degree
can represent a possible mapping for two vertices. This intu-
ition is shown in the example of figure 38. Then we can use this
fact to generate only the necessary subsets of permutations of
the adjacency matrix of one of the two matrices to know if the
two graph are isomorphic.

Figure 38: Two isomorphic graph with their adjacency matrices

In figure 38 we have two isomorphic pattern instances with
the corresponding adjacency matrices. In this case we are not
interested to all the possible permutation of one of the two ma-
trices: in fact we know that if two rows do not contain the
same labels’ groups we can’t have any isomorphism. In this
case the heuristic generates only the permutation of the ver-
tices with possible mappings for the assignment of the nodes
X = C, Y = B,W = A∨D,Z = A∨D, reducing the number
of permutations from 4! = 16 to 2. The procedure still costs, in
the worst case, as the naive version of the method, but having
matrices belonging to real cases we should reduce the method’s
complexity to have an acceptable computation time. In figure
39 we show the pseudocode of the heuristic we propose. Finally
we want to highlight only one aspect: in the procedure we ex-
clude any isomorphism if the nodes are not mappable, that is
possible knowing the labels of the edges. Thus the labelling of
the edges and the uniqueness of nodes can help us to reduce
a lot the number of possible comparison we could have to do,
and then the number of times we have to permute the map-
pings found.
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1: procedure INP_isomorphism_heuristic(INP, INPcmp)
2: if INP and INPcmp have different number of event, or

same number of event but of different type then
3: return false
4: end if
5: mappings = ∅
6: adjacencyINP = get_adjacency_matrix(INP)
7: adjacencycmp = get_adjacency_matrix(INPcmp)
8: for all row rcmp ∈ adjacencycmp do
9: for all row rINP ∈ adjacencyINP do

10: if rcmp contains the same labels’ groups of rINP
then

11: maprINP
= get_mapped_nodes(mapping, rINP);

12: maprINP
= maprINP

∪node(rcmp)
13: end if
14: end for
15: end for
16: if mappings 6= ∅ then
17: for all permutation permutation(mappings, ·) of

the mappings do
18: if adjacencyINP =

permutation(mappings,adjacencyINP) then
19: return true
20: end if
21: end for
22: end if
23: return false
24: end procedure

Figure 39: Generalized pattern isomorphism heuristic pseudo-code
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4.3 the sipm algorithm

All the previous elements have been introduced to define the al-
gorithm that works on the event multigraph dataset to extract
frequent static interaction patterns. After having introduced the
notions at the basis of static interaction patterns, can be clearer
the motivation that has led us to develop a new algorithm in-
stead of using one of the already developed for graph mining
as, for example, the well-known gSpan[23]. We can summarize
those motivations in two points:

correlation between graphs the structure we used to sim-
plify our search is given by a set of consecutive multi-
graphs representing consecutive situation between agents;
then the order in which they are treated must be consid-
ered by the algorithm, to explicit the temporal properties
of the instances we are searching for;

search for general patterns from their instances

in a graph mining algorithm the dataset is given by a set
of n graphs in which search for frequent structures: we
want instead to find not the frequent structures in the
event multigraphs set, but to find one more general struc-
ture that we can induce from the frequent persistent in-
stances representing it.

In a certain sense the inoperability and the not adaptibility of
the algorithms proper of the graph mining to find the structures
we were searching, are others confirmation of the fact that the
use of EMS is only a facilitation of representation of our data.
Now we have all the elements to present the Static Interaction
Pattern Mining (SIPM) algorithm in figure 40. In the line 4 we
extract from the event multigraph dataset all the pairs of ver-
tices that are instance patterns, following the definition 15; in
the line 7 we execute the calculus for the equivalence classes
of the instance patterns. The cycle starting from 8 is the one
that recognize an interaction pattern as frequent, and so all its
instances, if the interval set of the instance patterns cover tem-
porally a certain percentage of the entire interval considered. A
key step of the algorithm is the generation of the candidates, in
the line 14. We include the pseudo-code of this procedure into
the figure 42.

Before inspecting the pseudocode of the candidate genera-
tion procedure, we show in figure 41 a simplified example of
its behaviour, starting from a set of three instance patterns of
two agents: if we consider the pair (1,2), we start in the first
step collecting all the 2-agents instances belonging to frequent
interaction patterns that involve the elements of the pair (1,2),
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1: procedure SIPM(EMS, tsupp, tmin)
2: k = 2

3: FSP = ∅
4: Ck = extract_2_ip(EMS, tmin)
5: while Ck 6= ∅ do
6: Ik = ∅
7: SPk = merge_isomorphic_instances(Ck)
8: for all sp ∈ SPk do
9: if supp(sp) > tsupp then

10: Ik = Ik ∪ (
⋃

[ip]'=sp ip)

11: FSP = FSP∪ sp
12: end if
13: end for
14: Ck+1 = candidate_generation(Ik, tmin)
15: k = k+ 1;
16: end while
17: return FSP

18: end procedure

Figure 40: Static Interaction Pattern Mining pseudo-code

and then we recombine them for the step two. To know if they
are the maximal instance patterns we recombine the resulting
3-agents intermediate results to get the final result in step 3.
In this case all the instances of step 2 are deleted from the fi-
nal result, because they are not the maximal ones that can be
generated with the agents (1,2,3).

Figure 41: An example of the generation of 3-agents instance patterns
starting from 2-agents instance patterns.

We can now explain the procedure for the candidates gen-
eration: first of all, given one instance pattern, we retrieve all
the instance patterns that are correlated to the one given in this

[ February 25, 2014 at 9:56 – classicthesis version 4.0 ]



4.3 the sipm algorithm 55

way: we get all the frequent instance patterns that share with
the selected one all the agents minus one, where the last agent
is given by one neighbor of one of the other agents remained:
this is done for all the agents in the original pattern (line 5), as
exemplified in the figure 41. Then we use a set of intermedi-
ate results to collect the instance patterns of k agents that are
persistent and that we can merge to create a new candidate of
k + 1 agents. These are intermediate results because with the
first step of merging we do not found the maximal instance
patterns, while into the second recombination, lines 12 - 16, we
merge the intermediate results (if they respect the persistence’s
property) to obtain as final result only the maximal patterns.
Finally the generators of the new pattern are removed from the
set of the final results (because they are not maximal), if they
are used in the recombination phase.

1: procedure candidate_generation(Ik, tmin)
2: C = ∅
3: for all ipi ∈ Ik do
4: IR = ∅,CR = ∅
5: IC = {ipj ∈ Ik| agents(ipj) = {agents(ipi) \ {idb}} ∪
idc, {ida, idb} ⊆ ipi, idc ∈ N(ida) \ agents(ipi)}

6: for all ipj ∈ IC do
7: if interval(ipi)∩ interval(ipj) > tmin then
8: IR = IR∪ {merge(ipi, ipj)}
9: CR = CR∪ {merge(ipi, ipj)},

10: end if
11: end for
12: for all iri, irj ∈ IR s.t. agents(iri) = agents(irj) do
13: if |interval(iri)∩ interval(irj)| > tmin then
14: CR = {CR∪ {merge(iri, irj)}}\{{iri}∪ {irj}}
15: end if
16: end for
17: C = C∪CR
18: end for
19: return C
20: end procedure

Figure 42: Candidate generation pseudo-code

Analyzing the pseudo-code shown in figure 40, we end this
chapter stating the following theorem on the time complexity
of the SIPM algorithm.

Theorem 1 (SIPM complexty). Given a set of event instances EI

observed in a time scope T and a minimum persistence time for each
instance pattern of tmin, the time complexity of the SIPM algorithm
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is O(m · (4n)n · n3), where n is the maximum number of different
agents present in one instant and m = b |T |

tmin
c.

Proof. Indicating with nkip the number of instance pattern found
at the k-th iteration, and indicating the cost in function of the k-
th iteration, we can state that the cost of the algorithm is given
by the following sum:

cSIPM =

p∑
k=2

(ckmig + c
k
cc + c

k
cg) (13)

where p is the maximum number of iteration executed by the
algorithm. The summands refer to the cost of the methods con-
tained in the main procedure: the cost of the merge_isomorphic_groups
(ckmig) method, the one for the calculus of the frequent interac-
tion patterns (ckcc) and finally the candidate_generation (ckgg). In-
dicating with n = max{|NEMi | | i ∈ T ∧ 〈NEMi ,EEMi 〉 ∈ EMS}

then, by definition of instance pattern, the algorithm can gen-
erate patterns of size at most n in the worst case (if all agents
would be connected to everyone else), and this is in the worst
case the maximum number of iteration of the algorithm. Then
we can rewrite the cost as

cSIPM =

n∑
k=2

(ckmig +n
k
ip + c

k
cg) (14)

The cycle to check the temporal support is done in linear time
in the worst case, the one in which each instance pattern is as-
sociated to a different interaction pattern. So we have ckcc = nkip.
To merge the isomorphic group, in the worst case, we have to
check for multidimensional directed clique of size k, so the cy-
cle is composed from a comparison part and the cost of the
naive isomorphism between graph, ckmig = (nkip)

2 · k! · k2. The
part relative to the comparison cycle is (nkip)

2 because again
we are considering the worst case, the one in which each in-
stance pattern belongs to a different interaction pattern. Indi-
cating with nkic the number of candidates for the generation of
instance patterns with size k + 1, and considering that in the
worst case nkic < n

k
ip, since |IC| < |Ik| (because the instance can-

didates do not contain surely at least the the starting pattern),
we have that ckcg = nkip · (nkic)3. With these consideration about
the cost of the various operations we can restate the cost of the
algorithm as:

cSIPM =

n∑
k=2

(nkip + (nkip)
2 · k! · k2 +nkip · (nkic)3) (15)

[ February 25, 2014 at 9:56 – classicthesis version 4.0 ]



4.3 the sipm algorithm 57

=

n∑
k=2

nkip +

n∑
k=2

(nkip)
2 · k! · k2 +

n∑
k=2

nkip · (nkic)3 (16)

6
n∑
k=0

nkip +

n∑
k=0

(nkip)
2 · k! · k2 +

n∑
k=0

nkip · (nkic)3 (17)

It remains to give an estimation of nkip: in the worst case at
the k-th iteration we can have as possible patterns all the com-
bination of n agent of size k, then nkip =

(
n
k

)
, while the possible

instance patterns are given multiplying this quantity for m =

b |T |
tmin
c, that gives the maximum number of instance patterns

that can be found with n agents in a time scope of length |T |

(we are supposing that each instance pattern has the minimum
duration, to maximize the number of patterns). Thus, using the

binomial properties
n∑
k=0

(
n

k

)
= 2n and

n∑
k=0

(

(
n

k

)
)2 =

(
2n

n

)
we

can state that:

cSIPM 6 m · (2n +n · (
(
2n

n

)
·n! ·n2) +n · (2n · r3n)) (18)

where r3n = max
k=2···n

{(nkic)
3}. To simplify the formula we can

introducing an overestimation of the cost, in fact n! < nn and
then:

cSIPM 6 m · (2n +n · ( 2n!
n! ·n!

·n! ·n2) +n · (2n · r3n)) (19)

= m · (2n +n · (2n!
n!
·n2) +n · (2n · r3n)) (20)

= m · 2n +m · (2n)
2n

nn
·n3 +m ·n · 2n · r3n (21)

Then, with algebraic passages we can write:

cSIPM = m · 2n +m · (4n)n ·n3 +m ·n · 2n · r3n (22)

and then the cost, with the growing of n, is dominated by the
middle factor; so we can state that:

cSIPM = O(m · (4n)n ·n3) (23)
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The previous theorem gives us surely an overestimation re-
spect to the real cases in which the algorithm is used: however
we can note how the cost of the algorithm is somehow a mix of
the components given by the use of a variant of the Apriori al-
gorithm (that has a complexity ofO(m · 2n) withm transactions
and n items) and the cost of the naive graphs isomorphism al-
gorithm (that has a complexity of O(n! · n2), with graphs of n
vertices). Our heuristic for the isomorphism and the pruning
technique based on the temporal support of the interaction pat-
terns, in union with the difficulty of finding instances patterns
with the minimum persistence’s threshold with the increasing
of the iterations, act on the factor (4n)n and , how we will see
in the experiments chapter, seems to work well in real cases.
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5
T H E E V O LV I N G I N T E R A C T I O N PAT T E R N S
M I N I N G A L G O R I T H M

In the previous chapter we have introduced an algorithm to
find all the frequent interaction patterns, deriving from the in-
teraction analysis of agents’ pairs. Those data indicate frequent
behaviours seen between agents; even if we can already extrap-
olate some useful information about the characteristics of those
patterns, we could ask if they have some consequentiality. For
example if we are analysing data from a dataset of moving ve-
hicles, we should not be surprised to find some sequences like
the one represented in figure 43.

Figure 43: An example of sequence of static interaction patterns

The previous figure represents an overtaking: in fact we have
a first phase in which an agent A approaches the agent B, a sec-
ond phase in which the agent A is flanking the agent B and in
the third and last phase the agent A that is moving away from
B. Our goal, in this chapter, is to use the results of the SIPM
algorithm to find objects like this. So, if in the previous chap-
ter we found frequent behaviour between agents, we will now
make explicit their natural evolution in time, still maintaining
the generalization of the agents.

Figure 44: Schematic summary of the work tackled throughout this
chapter.

59
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In figure we can see schematically the aim of this section:
from interaction patterns and their instances, generate sequence
of interaction patterns correlated in time.

5.1 evolving interaction patterns

The main question now is: how to use static interaction patterns
and their instances to find sequences of frequent interaction pat-
terns?

We explain our idea following the schematic example in fig-
ure 45.

Figure 45: Schematic example of creation of an evolving interaction
pattern

We exemplified how we want to proceed with some simpli-
fication to be clearer: suppose to have a situation like the one
represented in the previous figure where, in four consecutive
instants, we find four static pattern instances belonging to the
interaction patterns close into the ellipses. We can see how the
indicated pairs of instances are related between them, because
share a subset of the agents: in the first case the agents with
identifier 1 and 3, and in the other case the agents 4 and 6. If
we suppose that the time window in which we have found that
relation be enough significant for this context, we could state
that the second instances patterns, in instants t3 and t4, are
evolutions of the instances found respectively in the instants t2
and t1. Furthermore, the two sequences share another feature:
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5.1 evolving interaction patterns 61

in each sequence the first instance pattern and the second be-
long to the same static interaction pattern. We can conclude that
from data emerge a frequent evolution of the interaction pat-
tern from the first state into the second one. Is interesting that
the resulting evolving interaction pattern has been constructed
starting from instance patterns, to recognize sequences present
in the data, and using the information given by the labelling
of the corresponding static interaction patterns to create a se-
quence in which we want to highlight the agents protagonists
of the evolution. The situation represented in the example in-
volve only two instance patterns, but we can extend the search,
into a specified temporal window, for sequences of m patterns.
Anyhow we are interested to sequences with particular char-
acteristics about agents’ persistence and continuity. All these
features are explained with the following definition.

Definition 18 (Sequence pattern instances). Given a set of fre-
quent static patterns FSP, a temporal window twin ∈ N and a
minjc ∈ [0, 1], a sequence of instances spi = (ip1, ip2, . . . ipk),
where ∀1 6 j 6 k . [ipj]' ∈ FSP, is said to be a sequence pattern
instance if the following conditions are verified:

1. jc(ip1, ip2) > minjc ∨ agents(ip1) ⊆ agents(ip2)∨agents(ip2) ⊆
agents(ip1).

2. ∀1 < i < k : jc(ipi, ipi+1) > minjc

3. ∀1 6 i < k, tistart < t
i+1
start

4. (tkstart − t
1
start) 6 twin

5. ∀1 6 i 6 k : kernel(spi) ⊆ agents(ipi)

where jc(a,b) denotes the Jaccard coefficient between agents(a)
and agents(b). The set of agents kernel(spi) = agents(ip1) ∩
agents(ip2) is called the kernel of the sequence, while the interval
of the sequence is defined as interval(ip1, · · · , ipk) =

⋃k
i=1...k interval(ipi).

We denote with SPI the set of all the sequence pattern instances of this
form.

Some comments on the previous definition: first of all we can
see how the first two instances of the sequence have particular
characteristics respect to the others of the sequence. In fact they
determine the start of the sequence because in two instants, not
immediately after but within the time window, we have that:

a. the set of the agent in the first pattern is contained in the
second one (independently from the Jaccard’s coefficient
value) or viceversa;
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b. we have a significant amount of agents shared from both
instances, where the significant amount is given by a thresh-
old indicated with the Jaccard’s coefficient value.

This because the evolution of a sequence can be interesting if
we see the evolution of an hard core of agents (first case) or of a
significant amount of agents that persist through the sequence’s
patterns.
We only miss the second phase of the process we exemplified
in the figure 45: the generalization of the sequence to create
a labelling that give us a general sequence to which belong all
the sequences with the same form. For this purpose, in a similar
manner to what we done in the previous chapter, we define the
equivalence between two sequences.

Definition 19 (Isomorphic sequence instances). Given two se-
quence pattern instances spi1 = (pi11, . . . ,pi

n
1 ) and spi2 = (pi12, . . . ,pi

m
2 ),

we say that they are isomorphic sequence instances, denoted with
spi1 ' spi2, if (i) n = m, and (ii) there exists a bijective function
φ : A→ A such that ∀1 6 i 6 n.pii1 'φ pii2.

In the definition above, we notice that the name mapping
function φ is the same for all static pattern instances involved,
meaning that if an agent appears in more than one static in-
stance within a sequence, the new identities it will have after
the name mapping will be the same across the whole sequence.
An example of behaviour of the renaming process is shown in
figure 46.

Thus we assign the same label to the agents of agentskernel
for all the instances in the sequence, while the other agents
are labelled following an ordering suggested by the mapping
between the label of the agent into the corresponding static in-
teraction pattern and the identifiers of the agents themselves.
When considering the equivalence, we must take into account
also the fact that two instances can be overlapped and, follow-
ing the definition of sequence pattern, that can exist a sequence
in which appear the same agents in more than one interaction
pattern but that are not recognized as belonging to the kernel
(this fact derives from the condition ∀1 6 i < k : jc(ipi, ipi+1) >
minjc). An example of those two cases are shown in figure 47.

Since we can recognize all the equivalent sequences, we can
define the notions of evolving interaction pattern and frequent
evolving interaction pattern.

Definition 20 (Evolving interaction patterns). Given the set SPI
of all sequence pattern instances, we define the set of evolving inter-
action patterns in SPI as the set EP = {[spi]' | spi ∈ SPI} where
[spi]' denotes the equivalence class induced by ' that contains spi.
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Figure 46: Example of behaviour of the renaming for the sequence
of instance patterns with their corresponding interaction
patterns.

Figure 47: In the first case two subsequent pattern generate an evolv-
ing pattern of three elements because the one with three
agents is overlapped to the one of two. In the second case
the label mapping for the agent Y is maintained in the sec-
ond and third part of the sequence because the generic
agent found in the second part, even if is not part of the
kernel of the sequence, still appears in the last part.

We define the temporal support of an evolving interaction pattern
ep ∈ EP as

supp(ep) =

∣∣∣⋃spi∈SPI∧[spi]'=ep interval(spi)
∣∣∣

|T |
.
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1: procedure EvIPM(FSP,PI, twin,minjc, te−supp)
2: k = 2

3: SPI∗2 = {(pi1,pi2) ∈ PI2 | [pi1]' ∈ FSP∧ [pi2]' ∈ FSP∧ interval(pi1) =
[t1s , t1e]∧ interval(pi2) = [t2s , t2e]∧ t1s < t2s 6 t1s + twin ∧ (agents(pi1) ⊆
agents(pi2)∨agents(pi2) ⊆ agents(pi1)∨ jc(pi1,pi2) > minjc)}

4: FEP = {[spi]' | spi ∈ SPI2 ∧ supp([spi]') > te−supp}

5: SPI2 = {spi ∈ SPI∗2 | [spi]' ∈ FEP}

6: while SPIk 6= ∅ do
7: for all spi = (pi1, ...,pik) ∈ SPIk do
8: [ts, te] = interval(pi1)
9: PItail = {pi | interval(pi) = [t1, t2] ∧ t1 ∈ [ts, ts + twin] ∧

kernel(spi) ⊆ agents(ip)∧ jc(pik,pi) > minjc}

10: SPI
spi
k+1 = {(pi1, . . . ,pik,pi)|pi ∈ PItail}

11: end for
12: SPI∗k+1 =

⋃
SPI

spi
k+1

13: FEP = FEP∪ {[spi]' | spi ∈ SPIk+1 ∧ supp([spi]') > te−supp}

14: SPIk+1 = {spi ∈ SPI∗k+1 | [spi]' ∈ FEP}

15: k = k+ 1

16: end while
17: return FEP

18: end procedure

Figure 48: Evolving Interaction Pattern Mining pseudo-code

An evolving interaction pattern ep is said to be frequent iff supp(ep) >
te−supp, where te−supp ∈ [0, 1] is the minimum temporal support thresh-
old for evolving patterns. Finally, we denote the set of all frequent
evolving patterns with FEP.

Even in this definition we have an use of the Apriori principle,
given by the temporal threshold that the evolving interaction
pattern must verify to be recognized as a frequent one.

5.2 the evipm algorithm

Now we can describe the sequential interaction pattern mining,
shown in figure 48.

The algorithm starts with the creation of sequence instances
composed by two static pattern instances (step 3), by follow-
ing the special case conditions described in Definition 18; then,
we keep only those forming frequent evolving patterns (lines
4-5). The main cycle in lines 6-16 performs the same operations
for the general case, trying to append a new static pattern (in-
stance) to existing sequences at each step: in line 9 we find all
the static pattern instances with starting time into the tempo-
ral window, and then we construct all the possible sequences
of size k+ 1, creating a new sequence that is composed by the
current spi and one of the possible patterns found in 9. Again
we keep only those sequences belonging to frequent evolving
patterns, lines 13-14. From the pseudocode of the SeqIPM algo-
rithm we can derive the following theorem:

Theorem 2 (EvIPM complexty). Given n the number of instance
patterns contained into FSP, t the dimension of the temporal win-
dow, and m the maximum number of instance patterns that start in
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the same instant i ∈ T , the computational complexity of the EvIPM
algorithm is given by O(n ·mt).

Proof. Indicating withm = maxi∈T |{pi|pi ∈ PI∧ [i, te] = interval(pi)}|,
in the worst case each combination of patterns in sequence
into the chosen temporal window t = twin of length k with
0 6 k 6 t is a valid sequence pattern. If we assume that in each
instant start the maximum number of instance patterns m, we
have mt possible sequence patterns for one starting sequence:
this means that for n instances (n possible starting sequences)
the procedure cost in the worst case

cEvIPM = n ·mt (24)
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E X P E R I M E N T S

In this section we present the results of the experiments ob-
tained analyzing two dataset with the IPA framework and the
SIPM/EvIPM algorithms. In the last section we will discuss
also the performances of the algorithms, to compare the real
performances with their theoretical complexities. The system
that we used for all the runs is equipped with an Intel i7-3517U
1.9/2.4 Ghz and 8GB of memory, while the IPA framework and
the SIPM/EvIPM algorithms are written in Java 7. The values
used for the parameters of the interaction functions, defined in
section 3.2.3.1, are reported in table 3.

Table 3: IPA framework used values

dataset ragent dsearch εmove εdir εalign ε‖ εdist εroute εvel εlat

NGSIM 1.83m 25m 0.1m 5
◦

2m 4
◦

0.1m 4
◦

0.15 km/h 3.25m

Campus 0.6m 10m 10
−4m 13

◦
1m 13

◦
0.01m 13

◦
0.005 m/s 1.2m

We want to do a comment on the choice of these values: as
one can image, all the events resulting from the analysis of the
IPA framework are very related to the choice of the interac-
tion functions’ parameters. Small variations in those parame-
ters could present, in some cases, significant variations in the re-
sults. To tune them we have done several tests on both datasets,
trying to validate their effectiveness and appropriatness on a
sample of a group of events (for both datasets) and searching
for a visual confirmation into the videos from which data are
taken. Without doubt this part has required a lot of time, even
for some problems linked to the Campus dataset which are
explained in the section 6.2. After testing and analyzing the
contexts in which the datasets are inserted, we think that those
can be good values to represent appropriately the dataset con-
ditions.

6.1 analysis on ngsim vehicle dataset

The first dataset on which we have experimented our tools con-
tains data about 15 minutes of car that are moving on 2100 feet
of the US Highway 101

1.
In figure 49 we can see a photo with the area considered, that

is substantially a straight road with five lanes of the highway

1 the original dataset is available here: http://ngsim-community.org/
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Figure 49: Image of the part of highway considered by the NGSIM
dataset.

with an entering and an exit ramp. The period considered in
this dataset is described, from the preliminary analysis done by
the owners of data, as a transational period of traffic in the built
up of a congestion period2. The vehicles’ trajectories have been
tracked with an automatical analysis of the video recording of
eight cameras, each of which was used to record a section of the
highway, as evidenced in figure 49. These raw data was manual
adjusted in a second moment, where needed. Each car moving
on it has been tracked every one-tenth of a second.

Figure 50: Events’ distribution for the NGSIM dataset

2 The preliminar analysis on the area can be retrieved from http://

ngsim-community.org/
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6.1 analysis on ngsim vehicle dataset 69

With the analysis of the dataset with the IPA framework for
the NGSIM dataset we have found 343441 different events of
length at least one-tenth of second, divided as shown in fig-
ure 50. How we can expect, the dominating events between
agents are the maintaining_distance, the moving_away and the
approach ones. However, we have also found a significant pres-
ence following events, flanking and back aligned approaches. It
is not surprising that opposite’s type of events, as the opposite
approach, were not found since we consider in this dataset ve-
hicles that are moving on a straight road with the same manda-
tory direction.

Once retrieved these events, we have set up the SIPM algo-
rithm for finding all the interaction patterns with instance pat-
terns of minimum duration tmin = 20 tenth of seconds and
temporal support of tsupp = 0.8. The algorithm has retrieved 98

interaction patterns and did not found any interaction pattern
with more than six agents per pattern: of these ones, we report
some examples in the table 4 in the first column.

Table 4: Examples of interaction patterns and evolving patterns found
for the NGSIM dataset: the symbols for the events are speci-
fied in table 2

INTERACTION PATTERNS EVOLVING INTERACTION PATTERNS

We can see in this table how some patterns are intuitively
recognizable, like the one in the grid in the first column at the
first row, in which an agent A is following an agent B and at
the same time a third agent C is in the middle maintaining
the same distance from both A and B: this pattern represents
a group moving together. However not all the patterns can be
so simple to recognize with a visual analysis, as the one that
state that while two agents D and E are moving away from an
agent C, it is approached by an agent A which is moving away
from a fifth agent B: the graphical representation of this pattern
is given by the figure in the table 4, in the last row, first column.

Once retrieved the interaction patterns we have used the re-
sults of the algorithm to test the EvIPM algorithm, to find into
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the interaction patterns possible schemes of evolution of the
corresponding instance patterns. The algorithm has been con-
figured to find all the sequences of pattern instances into win-
dows of length twin = 150 tenth of seconds, with Jaccard’s co-
efficient value of at least minjc = 0.6 and temporal support of
te−supp = 0.9: furthermore we have limited our search to the
sequences of instances of at most 4 consecutive instances. With
these parameters the algorithm has found 950352 sequences di-
vided in 786 frequent evolving interaction patterns. The most
frequent evolving pattern is shown in the first row in table 4

in the second column; this sequence has been seen over 6079

times and indicates an overtaking in which the flanking phase
is under the 2 second necessary to recognize a flanking be-
tween the approach phase and the moving away phase. In fact,
even if is not reported into the examples, also the sequence
approach(A,B) → flanking(A,B) → moving_away(A,B) is
a frequent pattern, but with a lower counting respect to the con-
sidered in the example: this because it is more simpler to find
a fast overtaking in this context respect to one in which all the
phases are slower.
Another example of frequent evolving pattern found is the evo-
lution of a small group that is moving together, as shown in the
second row, second column in table 4.

Figure 51: Ongoing events count for the fast overtaking and the
group’s movement along time scope T.

We take as example those two sequences to evidence some
analysis that could be done with the retrieved data. We spec-
ify that in the following figures related to NGSIM, the flow of
the vehicles is left to right, where the ramps are situated in the
upper part of the plots while instead the external lane is in the
bottom part. First of all we can analyze the time distribution
of the sequences, considering the ongoing sequences’ instances
for each instant. From the plot in figure 51 we can note, for
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instance, that when is increasing the group movement the fast
overtaking tend to decrease and vice versa, that is a reasonable
fact. Thus, we could see from the time distribution of the ongo-
ing sequences if can emerge some hidden temporal correlations
between sequences.

(a) Spatial distribution for the
fast overtaking

(b) Spatial distribution for the
group’s movement

Figure 52: Spatial distribution for the sequences taken as example.

Another interesting analysis that we can do is the one related
to the spatial distribution of the sequences: in fact, having the
information about the trajectories of the agents, we can track
each point in which a sequence has been recognized. To do that
we have taken the middle point of the bounding box contain-
ing all the agents involved in each sequence of instance pattern.
In this way we can produce a graphical view of the points in
which the sequences has been found, as we can see in figure 52.
Seeing the distributions we can immediately recognize some
areas in which the sequences are most concentrated. However,
even if we will see that this kind of plot can be significant in
some cases, in this context we can have more significant infor-
mation using these points with a kernel density estimation. In
this way we can have an immediate visualization of the charac-
terization of a sequence respect to the area studied. In figure 53

we report the computed density for the sequences we consid-
ered.

(a) Density distribution for
overtaking

(b) Density distribution for
group movement

Figure 53: Density distribution for the sequences taken as example.

In figure 53a we can see how the fast overtaking is an event
that characterizes the external lane of the highway, and the
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most dense area is curiously the one that, in air line, is af-
ter the entrance ramp. The group movement is instead most
concentrated into the central lanes of the road, in particular in
proximity of the entering ramp, going gradually disappearing
towards the end of the section considered, indicating as mo-
torists near the entrance ramp maintain safer behaviour, maybe
suggested by the flow of vehicles entering the road. In fact, this
interpretation is supported by the fact that in the external lane
this behaviour is less frequent.

Until now we have seen two behaviours that one can expect
to find on a road. The last example we show, in the last row of
the second column in table 4, is the one that we call for sim-
plicity complex overtaking. If we analyze it, we can see that it has
the principal components of the already considered fast over-
taking even if in this case we have different interactions. While
an agent A is approaching an agent B both are moved away by
other two agents in the same condition; then the agent A, once
made the overtaking on B, is moving away from it and, finally,
when A is moving away from B this last one is approached by
another agent. This is without doubt a more difficult behaviour
to recognize even with a prior knowledge that one can have on
the mobility context, however this behaviour emerge from data
and has been seen, with different groups of agents, for at least
13 minutes. Then it must be something that could characterize
the area in the period of time considered.

Figure 54: Density distribution for the complex overtaking. We can
note how this event has a significance density also in prox-
imity of the input junction.

In figure 54 we can see also how the distribution is very dis-
similar from the one found for the fast overtaking, identifying
its own different spatial characterization of the road.
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6.2 analysis on a campus square dataset

The second dataset represent a set of people moving in a small
square of an university campus 3.

Figure 55: Image of the square considered into the Campus dataset.

In figure 55 we show a frame taken from the original video
from which has been retrieved the data. The main reason for
which we used this dataset is primarily for testing the frame-
work and the algorithms in an environment very different from
the previous one, and where we have a different type of mov-
ing agents, but using the same functions and events used for
the NGSIM dataset; this is useful also to test also the ductility
of the instruments in different contexts. This dataset is however
more gaunt than the one downloaded from NGSIM: in fact con-
tains data only for 3 minutes and 31 seconds.
A problem given by this dataset is that the agents and their tra-
jectories weren’t presented in the same format as the one given
by the NGSIM dataset. In particular, for each agent, in this
dataset has been provided a set of tracking point with associ-
ated the instants in which they have been tracked: furthermore
the point has been tracked respect to an angle of the camera,
so were not presented in any standard unit of measurement for
distance. Thus we have tried to reconstruct the trajectories and
to convert the points to be amenable to a standard unit of mea-
surement in an empirical way. This procedure, even if we have
made our best to be much precise as possible, has surely in-
troduced some errors: however, for our testing purposes, this is
an acceptable compromise. We have not chosen another dataset
for the difficulty to find one that had been available freely.
After the preprocessing phase we have reconstructed the trajec-

3 the original campus dataset is available here:
https://graphics.cs.ucy.ac.cy/research/downloads/crowd-data in the
section University Student
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tories to have data relating to the agents with a sampling rate
1
25 of a second.

Figure 56: Events’ distribution for the Campus dataset

The analysis with the IPA framework has retrieved 30772

events between pairs of agents, divided as shown in figure 56:
even in this case, as the one presented in the previous section,
we have that the events most present are the ones related to the
maintaining of the distance, the approaching and the moving
away. In this context they are also predominating on the oth-
ers that has a lower counting; however we can note how here
are present events that involve opposite agents, that in the pre-
vious dataset we could not find. After we have launched the
SIPM algorithm with parameters tmin = 25 to identify all the
interaction patterns with duration of at least a second and with
time support of tsupp = 0.8 of the dataset. The SIPM algorithm
has returned 48 interaction patterns and did not find any inter-
action pattern with more than five agents. Some examples of
these patterns retrieved are shown in the first column of table
5:

Table 5: Examples of interaction patterns and evolving interaction pat-
terns found for the Campus dataset: the symbols for the
events are specified in table 2

GENERALIZED PATTERNS SEQUENCE PATTERNS
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It is evident that, in only three minutes of video, the most
frequent patterns involve the approach and the moving away
as most frequent interaction patterns with instances of at least
one second. This could be intuitable from the fact that a low
number of other events respect to the maintaining of distance,
the approaching and the moving away cannot be sufficient to
find them in some frequent interaction patterns. Even for this
dataset we have used the SIPM results as input for the EvIPM al-
gorithm, this time with parameters twin = 12 seconds, Jaccard’s
coefficient value of at least minjc = 0.6 and temporal support
of te−supp = 0.9: again we have limited the search of the se-
quences to only sequences of length at most 4 instances. The al-
gorithm with these parameters has retrieved 147839 sequences
grouped into 171 evolving interaction pattern. The sequences
found for this dataset may be less obvious than the ones found
into the NGSIM dataset; however, even if these events can’t be
named with a well-known macro-event (as the overtaking), they
express plausible interactions’ schemes into a place in which
moving people are involved. An example of sequence found,
of which we report the density distribution in figure 57, is the
second in the table 5 in the column of evolving interaction pat-
terns for the Campus dataset.

Figure 57: Density distribution of the evolving interaction pattern in
the first row, second column of table 5

How we can see from the density distribution in figure 57,
and how one can expect, the most dense area is the center of
the square. For this sequence we also provide, in figure 58, the
tracked points in which the sequence has been recognized.

We show the tracked point also because we can note some-
thing interesting that in the other dataset did not emerge as
here. In fact, in figure 58, we can clearly see well-defined tra-
jectories deriving from the tracked sequences: in figure 58b we
have highlighted some groups of those derived trajectories to
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(a) Spatial distribution of the sequence.

(b) Schematic ways in which develops the sequence.

Figure 58: In the figures we highlight some evident flows of move-
ment for the evolving interaction pattern taking as exam-
ple.

evidence how we could find information regarding the flow be-
haviour given by the agents that are involved in this sequence.
This can be used to find not only the area associated to some
behaviour, but also to inspect how they evolve in a spatial man-
ner.

6.3 sipm and evipm performances

In this section we report the performances test for the SIPM and
the SeqIPM algorithms. In particular, in the light of the com-
plexities’ theorems stated for both algorithms, we have tested
the effectiveness of the heuristic that we have proposed to face
the graph isomorphism in our context and of the pruning tech-
niques used to find only frequent interaction patterns and se-
quences. In fact in the worst case both algorithm have a com-
plexity that would make them unusable for a non toy-example.
However, how happens for other algorithms theoretically unus-
able, we have seen how those algorithms provide results in a
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reasonable amount of time.

In figure 59 we report the charts with the performance tests
for the algorithm SIPM. Those charts are related to the comple-
tion time, the number of interaction patterns and the number of
instance patterns found varying the persistence time, the tem-
poral support and the size of the dataset. In the first two rows
we can see the performances of the SIPM having more strin-
gent time parameters: in the first case, varying the persistence
time of a group of events that happen contemporary, we can
see how is difficult to find persistent instance patterns with the
increase of this parameter. This fact as a consequence tell us
that an higher persistence time, apart to be useful for finding
interesting instances instead of the volatile ones, has an impor-
tant impact on the growing of instances candidates. Thus it is
a first passage of pruning, followed by the one done with the
temporal support. The performances related to the variation of
this last parameter are shown in the second row: again we see
how is important the reduction of instances and interaction pat-
terns found with the increase of this parameter. These consider-
ation, keeping apart the fact that the given heuristic to face the
isomorphism problem seems to work in real cases, highlights
the importance of the choice of time persistence and temporal
support respect to the problem faced, since it can determine
a significant reduction or growing of the patterns found, that
can be led to include some useless pattern or to exclude some
useful one. In the third row we show the performances varying
the dimension of the datasets. Here we can see a substantial
difference between the dataset, in which is evidenced how the
worst quality of the Campus dataset influences the final results.
In fact, while the amount of interaction patterns are maintained
at the same level with the NGSIM dataset and the instances in-
crease with the increase of the dataset’s dimension, this does
not happen for the Campus dataset where the increase of the
dataset’ dimension corresponds to a decrease of patterns found:
this can be explained with the fact that increasing the dimen-
sion of the dataset (and then the amount of time considered)
the first dataset consolidates the frequent pattern found, while
in the second case the ones that in a smaller interval was con-
sidered frequent are not really frequent (characteristics of the
referenced context), and so disappear.

In the figure 60 we show the result of the tests done for the
algorithm EvIPM on a percentage of the dataset of the 10% for
both cases. In the first row we are varying the Jaccard’s coef-
ficient value, and we can see that in the campus dataset this
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impact on all the values we are considering (completion time,
sequence instances found, evolving interaction patterns found),
while in the NGSIM dataset this does not lead a significant
decreasing of the calculated values. Effects which instead are
visible on both dataset varying the temporal support and the
length of the searching window. Here again we obtain results
in a reasonable amount of time, but is important to note how
the pruning based on the temporal support for the evolving in-
teraction patterns is less influent on the performances respect
to the same effect that the similar parameter has on the SIPM al-
gorithm: in this case in fact, even using strict parameters as only
the 10% of the dataset and limiting the search of the parameters
to 4 interaction patterns per sequence at most, we can see how
the completion time is in the order of the ten of minutes. This
because we can only act on the surely infrequent sequences, but
for those ones found as frequent, we can only proceed to search
all the combination that we can find into the defined window
length with all the instance patterns that can make grow the
sequence.
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Part III

C O N C L U S I O N S A N D F U T U R E W O R K

We have introduced a kind of mobile data analysis
based on the idea that data could tell something,
bringing out patterns that can describe the behaviour
of the moving agents bringing out those patterns
from the interactions between agents. In this last
part we conclude our work, summarizing our results
respect to the initial idea and possibles improvements
and future work following this new approach.
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C O N C L U S I O N S

7.1 future works

The work we have done till now cannot be considered conclu-
sive: a lot of work and improvements can be done to strenghten
the new methodology we introduced and to integrate it with
the existent literature. As future works that can be done to im-
prove what we started with this thesis, we suggest the follow-
ing:

new experiments The datasets analyzed in this thesis are
only two examples that we have used to define the prob-
lem and study a data mining approach for the extrac-
tion of patterns based on the interactions between agents.
However, we could think to analyze other situations in-
volving mobile agents, as areas with dense crowd, malls
or other contexts involving vehicles. In this sense the NGSIM
community provides other datasets, with complex envi-
ronments as streets with crossroads or wider urban areas.
We could also think, if we should plan an experiment, to
record the moving agents of an area for different days
to check if the patterns found present the same temporal
and spatial trends, or be used as a starting point to see in
which conditions an interaction pattern (or a sequence of
interaction patterns) is frequent and with what distribu-
tion over time and space.

integrate objects of the specified context In the pre-
sented work we have left apart the role of the environment
and its possible passive influence on the active agents; we
do that because in the presented datasets we preferred
to focus our attention on basic interactions, i.e. those be-
tween active agents. However, we could define some in-
teractions, in the NGSIM dataset, for example regarding
the input/output ramp; we should not underestimate the
influence that an object can passively have on the active
agents, as a velocity limit signboard or the weather.

83
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integrate the existent works in simulation In section
2.1 we have seen the equation for the social force model
applied to the simulation of a person’s movement:

mi
dvi
dt

= mi
v0i (t)e

0
i − vi(t)
τi

+
∑
j( 6=i)

fij +
∑
W

fiW (25)

As already said, we based our work in some way on as-
sumptions that are reported in this equation: the resulting
movement of an agent can be described as a sum of influ-
ences between the pairs constituted by the current agent
and the ones interacting with it; in that case those values
are given by a set of functions that model social interac-
tions as physical forces, but we could think to use the in-
formation that we can retrieve from the IPA framework, in
some way, to improve this equation, since we retrieve in-
formation about all the events that involve pairs of agents.
In this way we could insert a data-driven social compo-
nent that can improve the realism of the simulation of
moving agents.

open the study of interactions in other contexts The
work we have done, and the problem we have defined,
is used for a mobility context; however there is no limi-
tation to the possible application of this methodology in
different context, adjusting some concepts as the notion of
neighborhood or the specific events that need to be used.
Since we stated that we continuously interact with the ex-
ternal world, we could apply the mining of interaction
patterns in any context where there exist a set of measur-
able interactions between agents: in economy, where fi-
nancial markets influence each other; in medicine, where
patients and drugs in a certain sense interact and influ-
ence each other; in games (either on computers or in the
physical world), where players interact with each others
and so on;

Then it becomes fundamental to understand, on one side,
the potential benefits that the interaction patterns can give in
other fields beyond mobility; on the other hand, we must un-
derstand which is the best way to integrate the information
about frequent behaviours between agents discovered with our
work and how they can be inserted into the existent tools to
improve them.
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7.2 summary of results

We started this work with a question: can hidden interactions
between agents tell something important or difficult to see that
we might overlook when analyzing data? Through our work,
we aimed at letting data “speak about themselves”: the main
goal we have selected since we started, was to find a new ap-
proach that could exploit the common behaviours and their
characteristics analyzing the most common activities in our life:
the interaction with the others. To do that, we have defined a
set of tools and mechanisms to explicit those interactions, in
function of visible events of which interactions are the atomic
components.

The experiments we made on the datasets have been very en-
couraging: on one side the algorithms we developed seemed
to react well, in terms of computation time, on real cases with
big amounts of data; on the other hand, the results obtained
are very significant. For instance, think about the results ob-
tained on the NGSIM dataset; we have found patterns that one
initially can expect as frequent, as the overtaking or the group
movements; however, this fact in a certain sense validates the re-
sults found, because an instrument that cannot find the obvious
cannot surely hope to find what is not obvious or immediate.
Thus we can state that less obvious results we found can really
highlight those hidden behaviours we were searching.

In conclusion, we believe that the approach we proposed for
the extraction of frequent patterns from mobility data in mobile
contexts is a good start to a new way of exploiting the hidden
information contained in the data: even if we have only posed
the basis of the approach we think that our work, with deeper
studies, could have a very useful impact on the scientists/ana-
lysts/tools that work on simulation, and on the studies of big
datasets from an analytical and/or sociological point of view.
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