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INTRODUCTION

Similarities between wave optics and quantum meickehave been highlighted in many

occasions and they can be dated back to the eawBlapments of quantum physics. The analogy
between geometric optics and Newtonian particleadyins was in fact the guiding line to the
born of quantum mechanics after the famous publisbf de Broglie in 1923. From the initial
development of the quantum mechanics a wide vaoktpncepts were borrowed from the optic
and successfully applied to this new theory in otdelemonstrate the wavy behavior of particles
such as electrons. In particular the first concapfslied to the quantum dynamic were the ones of
interference and diffraction, well known for ligivaves.
Transfer of ideas and concepts between these arehes of knowledge continuously occurred
untill nowadays and in the past decade, experirhanid theoretical studies on quantum-optical
analogies have seen an important resurgence. Ipiteagn that coupled optically waveguides
provide a rich laboratory to investigate the clessianalogues of a wide variety of coherent
guantum effect encountered in atomic, moleculacomdensed matter physics.

The access of coherent wave phenomena in micras@pmntum systems is often a
challenging task because of complications arisraghfmany-body effects, decoherence and the
presence of time-dependent or non linear term&ienSchrddinger equation. In this context the
study of the wave phenomena in optics has sevdvatages: (1) the possibility of a direct and
easy spatial visualization of typical ultrafast pbmena in time; (2) the possibility to explore
coherent dynamical regimes not yet accessible @nmum system; (3) the ability to mimic
coherent laser-matter interactions by simple genoieénding of the guiding photonic structures.
Due to these advantages the optic permits not tondemonstrate the quantum effects but to go
further tanks to the more easy implementation, rmsth as quantum effects can inspire the
conception of new optical components [9].

In this work only two types of quantum effects apgically taken into account: the two-
state STImulated Raman Adiabatic Passage (STIRARNbing to the atomic and molecular
physics and the diffusion enhanced in quasicrystédnging to the solid-state physics. The first
one is a quantum phenomenon that permits to acldavequal coherent superposition of two
guantum states. If initially the population is egly confined in the state of lower energy, at the
end of the process an equal distribution of thenato the two states is achieved. For the second
phenomena recent experiments have highlighted amidsicrystals the introducing of disorder
cannot transform the material in an insulator, applens for the other materials following the
phenomena of Anderson localization. This effeairiby briefly described because the aim of this
second part is the developing of the setup pemyifirther future studies of the quantum effect.

Their optical description is developed in the feawork of purely classic
electromagnetically theory and the experiments @educted in a regime where the field
guantization is not needed.




To optically study these quantum effects it is imaot to utse techniques permitting a
good control on the design and on the physical gntags of the structure, as the curvature of the
waveguide or the index contrast. The conventioeahnigues exploiting physical-chemical
processes allows to satisfied these requirementhéy need a technology not easy to implement
and in addition fixed optical structures are cre@be the other hand, to test optically the proposed
phenomena, a versatile and low — cost approackeided because a great number of experimental
tests will be required before finding the optimumnfiguration, so that using conventional
techniques a great number of sample would be nages§he same problem arises for the
implementation of the setup to the study of transpooperties in quasicrystal so it was decided
to use two alternative techniques, reconfigurablesed on the photoinscription: the lateral
illumination technique and the photo induced dismggting technique.

The first one consists on an illumination of a mhefractive crystal (strontium barium
niobate) submitted to an external electric fieldthwa laser containing the desired waveguides
pattern which has to be reproduced in the cry$ta. reconfiguration time is in order of minutes,
allowing to make a great number of experimentabktesen if the sample cannot be moved from
the setup, because when the illumination is lighttoe structure degraded. Consequently the
characterization of the structures must be madbdrsame setup used for their creation and this
technique appeared to be optimal to demonstrateatlptthe two-state STIRAP, for which a
great number of tests are required but not thdatisment of the sample.

The second one consists of a scanning with a kzessen on the surface of photorefractive
crystal (lithium niobate) in order to create perewinoptical structures. The reconfigurable times
are in order of hours, but now the sample can bgechdrom the setup: this is an essential
condition for the type of characterizations that tabe made for the study of quasicrystals.

This work is based on a collaboration project leetmvUniversité de Lorraine (Metz) and
Universita degli studi di Padova. In particular stedy and the optical verification of the two-
state STIRAP was made in the foreign university iumglframed in a contest in which the optical
effect can be exploited to create new optical camepts. The optical demonstration of the
generalized three-state STIRAP, a quantum phenosienkar to the present one, was in fact the
basis to produce a planar achromatic multiple beplitter. In particular the two-state STIRAP
can be the basis phenomena to produce a perfecnaatic 50:50 beam coupler.

The basis study on the system able to reproducdeadiptthe quasicrystals was made in Padova
and this work aspires to create a setup with wtoctudy the properties of these materials not yet
well understood.

In the initial part of thdirst chapterthe quantum theory of the of three-state STIRA® an
EIT is discussed, being the basis to understandtwlmestate STIRAP. Later the two-state
STIRAP in its quantum version and the theory ofgigrgstals are introduced. In the second part
of the chapter the coupling mode theory is explhiaed the basic principles of the analogies are
described. Finally the correspondence between th@tgm and optic variables is explained for
each quantum phenomena.

Thesecond chaptedeals with the phorefractive and Pockels efféwt,lhasic phenomena
used to create optical structures. The propertietrontium barium niobate and lithium niobate
are also described, as functional for the discuseiothe two techniques used to create optical
structures: the lateral illumination technique émel photoinduced direct writing technique. Their
physical principle and advantages are explainedatedthe correspondingly setup is presented.



Thethird chapterdeals with the presentation of the optical denratish of the two-state
STIRAP in strontium barium niobate. The centralt prthis section is the explanation of the
programs written in Matlab languages, used to nmith the simulations and the experimentally
configurations of the quantum phenomena. They aséston the resolution of the coupling mode
theory and starting from the initial theoreticahddion they created a image of the waveguides
ready to be tested.

In the fourth chapterthe analyzes of waveguides and Fibonacci gratisigg/lation the
guasicrystal behavior, are presented. This strastare made in lithium niobate and characterized
respectively in near and far field: this studyhe basis to a further develop of the optical system
able to reproduce optically the quasicrystals.







1| THEORY

1.1 Summary of Quantum Dynamical Coupled State Phenomena

There are many types of phenomena that can besdisdun relationship with the analogies
between quantum physics and optics. Following thssdication proposed by Longhi [1] it is
possible to distinguish three principal categorasalogies of optics with fundamental concepts
and effects of quantum mechanics, with solid-sggtgsics and with atomic and molecular
physics. In this work only the last two categores discussed, and in particular the first one in
relation to the phenomena of the diffusion thougeriodic quasicrystals, while the second one
to the two-state STIRAP.

1.1.2 Three-State STIRAP, EIT

It is important to introduce two effects which wile used in this work: the three-state
STimulated Raman Adiabatic Passage (STIRAP) andtiei@agnetically Induced Transparency
(EIT).

The basis notion to understand the formalism deisgrithis two mechanisms is the one of Rabi
oscillation. The excited population P(t) of a twate-system exposed to steady coherent radiation
does not follow a monotonically increasing patteut oscillates sinusoidally. This mechanism is
known asRabi oscillationsand in particular when the radiation is resonams, the laser
frequency is equal to the Bohr transition, the ltasu

P(t) = [1 — cos (Qb)] (1.1)

where the frequenc is known afRkabi frequencynd it is associated to the strength of the atom-
radiation interaction and proportional to the squaot of the laser intensity. When the radiation
intensity varies the Rabi frequency consequenthegaand the cosine argume®t is replacing

by the so-calleghulse areaA(t), the time integral of the Rabi frequency.

t
Qt —>f Q(t")dt' = A(t)

so the excited-state population oscillates betvieand 1.
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Figure 1.1 : Quantum system with three energy levels in lambda
configuration utilized for the STIRAP technique.

The oscillatory Rabi cycling characteristic of th&o-state system can also be found i
multistate systems. In the particular case of ae-state system, as the one of Figure 1.1
transition probabilities B from the statey; to the state, and B; from the statey, to stateyzare:

1 1
P12 = 5(1 - COSAlz) P23 = 5 (1 — COS A23) (12)

The three-stateSTIRAP (STimulated Adiabatic RAman Passags) a process that,
permits to achieve adiabaticalycomplete population transfer from an initigllgpulated sta v,
to a metastable staig, via an intermediate stait,, named twgahoton Raman transitic

The quatum system used to describe tphenomenon is lambdgpe, as shown Figure 1.1, in
which the intermediary state é®upled toy; by a field namegump fieldand toy; by theStokes
field. In particular the population is transferred by two la¢ chara&terized by two Rak

frequenciesnamed respective Qp(t) and Qg(t), indicating respectively theumg and Stokes
pulse.Ap = 01, — ©, and As = 0,3 — ©s are the respectively th@ngle photo frequency
detuning, i.ethe difference between the frequerof the Bohr transitiorw;-» (w2-3) and

that one carried by the ladgsgamoy (ws).

Mathematically the system is described bytime-dependerBchrodinge equation
ih=-W(t) = H(W() (1.3)
where¥(t) is the wave functiocharacterizing the system evolution defined as

lp(t) = 211\1]:1 Cn(t)lpn(t)- (14)

Ci(t) is the probability amplitude whose absoluteasqus the probability ,(t) that the atom wil
be found in state(t) at the instant t and defined

P (8) = [Ca (D1 = [ P(O)I%. (1.5)
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Using (1.5) the Schrédinger equation (1.3) resalisa coupled set of ordinary differential
equations assuming the form:

ih=-C(t) = H()C(t) (1.6)

where C(t) = [Qt), Cx(t), C5(t)] is a three component column vector of the pajian probability
amplitudes, defined in the baseyafy, s, nameddiabatic states.

The wished initial and final conditions of the etiom are C() = [1,0,0] and C(+0) = [0,0,1],
that means that the entire population resideslhitin y; and at the end ia.

In the rotating wave approximation (RWA) [7] therhittonian has the form:

0 S0p® 0
HE) = h|50p(0 A 5050 | (1.7)
0 Z05() Ap—Ag

In particular in this work only the two-photons eeance betweew, andy; is described,
i.e. the one for whicl\p = Asg,. If this condition is satisfied, the eigenstatéghe Hamiltonian
(1.7) are the time-independent staigsy. vz and the eigenvalues, that represent the enerfjies o
the three states, are respectively

e, (t) = A+yA2+02(D) (1.8 a)
+ > .

£0(H) = 0 (L8 b)
e_(t) = AATHYO (1.8 ¢)

2

where Q(t) = /Q%(t) + Q4 (t) is the root-mean-square Rabi frequency.

In this space, in which the quantum system is nbyntgescribed, the phenomenon has
not a direct comprehension. Indeed it is most yasiberstood in another one, which coordinate
vectors are the eigenstatgsy,, ya.

The new eigenstates, nanatiabatic statesare related to the diabatic states by the relatio

®, (t) =sinfsinY P; + cosI P, + cos O sind Ps (1.94a)
Dy (t) = cosB P, — sinb P, (1.9 b)
®_(t) =sinf cos?I P; —sind P, + cosB cosVI Y5 (2.9¢)

where the time-dependent mixing andgdé$ andd(t) are defined as

Qp(t
tg 0(t) = Q’;Et; , tg 20(t) == @1

The eigenvalueb,(t) associated with the null eigenvalues has a pdatigmportance because,
exploiting this state, it is possible to achieveamplete population transfer betwegnand s
without populating the staig. To force the system to follow this eigenstateneddark state
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Figure 1.2 : Exemple of gaussians pulses in the conterintuitive sequence leading
to the three-state STIRAP.

the key variable to control is the an@(t) because, changing fitom 0° to 90, the system is
initially completely aligned withy; and, at the end, withs.
To achieve thisat the beginning of thprocess, th&®abi frequency of the Stokes pL Qg(t) has

to be larger tharthat one of th pump pulseQg(t), in this way when %t—m , from the
s t—->—o

equation. (1.9a), the andlggets zer. On the contrary, at the end, the amplitofiéhe two pulses
has to ben the opposite situatio, to obtaind = 90°.

This type of pulse sequenisecalled counterintuitive because the intuitiowould sugge: to act
at the beginning wits(t) and at the end wi Qg(t), to move the population frony; to ys.

If an intuitive sequence of pulses applied, generalized Rabi oscillation iretthree states a
produced, and it is impossible to achieve a corephainsfeiof the population frony; to ys.

To achieve the population transfer an importantstant has to be tain into account:
the pulses have to have an appropriate form toit an adiabatic evolution of the syst
Mathematically this conditiorequires thai

[(D4]|d-)| < ley — e (1.11)

This condition reflectshe fact the the coupling between the adiabatic stdtas to be negligib
ascompared to the difference between their enel
By developing the equationsne realizesthat only pulses sufficiently smo¢, close in
amplitudes, with a large area arexhibiting a sufficient overlap permit to have an adiab
evolution. In this wayd(t) change slowly and the system has the possibilitsetoain aligne:
with the dark staté, during the proces
Considering that the variation has to be slow,exact form of the pulsds not determinant t
obtain the population transfer: - Figure 1.2 shows possible configuration, where the t
pulses have been choderbe gaussic.

Because the statg, does not participa to the population transfeas long as the

excitation remains adiabatits properties, such as radiative decay, do nfluence the STIRAI
process.
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Figure 1.3: Quantum system in lambda
configuration utilised to achieve the EIT effect.

The system just described can be generalizeonewith N energy levelsvisible in the
Figure 1.3, and the correspondphenomenon is called multiple-STIRAH.

The Electromagnetally Induced Transparency (EIT) is aptical no-linear coherent
modification of the optical properties of a matt. It can occur neagn atomic resonancwhen
an electric fieldbf the correct frequncy is applied.

This effect hasbeen predicted theoretically in 1¢ by Harris etal. [3,4] and the first
experimentallydemonstratio has been realized some years later by Bellat. using strontium
vapors [5] and by Field ell. using lead vapors [6].

The quantunsystemused to describe this phenomenon is,tsnsimplest form, a thr
levels system in lambda configuratic like that one shown in Figure 1.8he laser pulse that
couple the state; andy, is hamedprobe pulsewhereas that one that coupl, andwys pump
pulse
The EIT effect can be achieved orif three conditions are respected: (¢ transitios fromy,
to y, and fromy; to y; arepermitted whereas the ¢ fromy; to y; is dipole forbidder; (2) Qpump
>> Qpope @nd finally (3)the two lasers pulséhave to ben resonance with the dipolar transitio
that mean®\pymp = Aprore=A =0
This configuration is completely equivalent to tlette described for the STIRAP mechani
therefore the Schrédinger equation that describesirtiee evolution of this system is identical
those previously used:

ih < C(t) = H(t)C(t) (1.12)

where C(t) = [Q(t), Cyi(t), Cs(t)] is three component column vector of the praltgtamplitudes,
defined in the base ofliabatic statesy; v, s, while, in the RWA approximation, tt
Hamiltonian has the form

" 0 Qprobe(t) 0
H(t) = > Qprobe (V) 0 Qpump(® |. (1.13)
0 Qpump(® 0

different from he previous one of equation () because\p mp= Aprobe= A = 0
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Figure 1.4: Quantum systems associated to EIT phenomenon. (a) in the base of
unperturbed states Y1 Y2 P3. (b) in the new base Y11 &. ..

The EIT can be explagt in two differen ways: the first using the notion of the quant
interference destruction and the second one udireglogic adopted toexplain STIRAF
mechanism and in particular the dressed s

Let's consider thaall the atoms arinitially in the state of lowestnerg) yvi. When the
resonanprobe pulse is applied, a certain number of atoawe lthe probability to pass in the le
v, directly @, — ¥,). Whenthe pump pulse is also applied the atoms have anothgrte reach
v, following the sequencg; — 1, — Y3 = P,. Since we consideR, mp>> Qpote, the two ways
to transfer the atoms towards have the same probability to occunhng the Schrddinger
equation (1.12), the solutidrighligths thateach transition is characterized by a phase shifie
probability amplitude ofi/2. Therefore the two different ways to populati, level have total
phase difference of between them: the two mechanisms interfere destalgtand the tots
probability to have the atomsr, becomes null. In othexgords the transition betwear; andy,
is no more possible and the material becotransparent to this transition.

The second point of view utilis adifferent mathematical approach. Wh&y,m, >>
Qurobe like in the specific case of EIT, it is more cenient to expresthe equationin the basis
where basivectors are the instantaneous eigenstates of tha@ltdaian (1.13) like it has been
donefor the STIRAP mechanis. Therefore the eigenstathave the general form expres in
the Equations (1.9) but , Sin€Bump>> Qyrone andA= 0,with fixedvalues for the angl, 8(t) = 0
andd(t) =n/4. The equations (1) can be rewritten in the following form:

O, (8) = Z (W, + ¥3) (1.14 a)
Do(t) =0 (1.14 b)
S_(6) =2 (1, — 3) (1.14¢)

as can be seen, thevo eigenvaluesd,. and ®. are a lirar combination, symmetriand
antisymmetric respectivelyf the unperturbed stis y, andys. So, in this new base, tistrong
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coupling betweeny, andy; form a different type of system nameékssed stateas shown in the
Figure 1.4, in whichb, and®. are separated of®;m,

As it can be seen in Figure 1.4, the appearantieeofiressed state have as consequence that the
Qurobe IS NO longer resonant with the two photons tramsitas it was permitted in the original
system.

If initially the population is entirely confined im, it is no longer possible to move it towarglor

3, and the state becomes transparent to this ti@msit

This consideration can be deduced also considdliegtly the equation (1.14b). The stabg

does not have components in the statesndys, therefore if the population is initially entireiy

y1, it does not move from this state during the tawelution.

1.1.2 Two-State STIRAP

The two-state STIRAP is a quantum phenomenon pleamits to achieve an equal
coherent superposition of two quantum states.itiilty the population is entirely confined in the
state of lower energy, at the end of the processganal distribution of the atoms in the two states
is achieved.

The quantum system that describes this mechasishawn in the Figure 1.5. The two
energy levelsy; andy,, nameddiabatic states, are coupled by a laser characterized bgba R
frequencyQ(t), which is not in resonance with the two-photoansition. The offset between the
Bohr transition frequency,= (E-E;)/h and the laser carries frequensy is the time dependent
detuningA(t).

The evolution of this system is described by theetdependent Schrédinger equation as before

ih% C(t) = H)C(t) ()15

where C(t) = [Qt), Ci(t)] is a two component column vector of probabiiimplitude, defined in
the base of diabatic statesy, and, in the RWA approximation, the Hamiltonian taesform

1[ O Q(t)
H@®) = E[Q(t) 200 18)
The wished initial and final state of the system @f<0) = [1,0]" and C(+0) = [1,1], that means
that the entire population resides initiallwmwhile at the end there is an equal distributiom.i
andy,.
The RWA approximation, used to describe the systewalid if both the frequenc®(t) andA(t)
are much smaller than the laser carrier frequency

The model presented to describe the two-state mystea useful picture of the real
situation but only an idealization. Real atoms hawenfinite number of bound states that become
important, for example, when the spontaneous eamss included in the description of the
system. Indeed when this phenomenon occurs foexted level, there is a probability that the
population lead to levels other than the grountestso that these atoms are lost from the two-
state system previously described. A correct desori would have to take into account the
presence of additional levels and the probabitigslout of the system occurring fram

11
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Figure 1.5: Quantum system utilised in the two-state STIRAP
phenomenon.

Mathematically this traduces in the using of -Hermitian Hamiltonian where the probability
not conserved.

As it was seen for thiree-state STIRAP, it is more convenientdescrib: the evolution
of the system ira new base, whose coordinate vectors are the tas@ous eicnstates of the
Hamiltonian (1.16).

In this new space theorresponding eigensta, namedadiabatic statesare related tay; v, by
the relations

@, (t) = Py sin O(t) + P, cosB(t) (.17 a)
®_(t) = Py cos B(t) + P, sinO(t) (2.17 b)

where the mixing anglé(t) is defined

o(t) = %arc tan %] (1.18)

The correspondingigenvalues, that represent tinergies of the adiabatic states, are define
the following equations

NOEE [A(t) +./AZ(0) + 02 (t)] (1.19 a)
e (t) = %[A(t) —JA2(0) + QZ(t)] (1.19 b)

as it was seen for the EIT, in this base the twemiglues form a new type of system nai
dressed state

To achieve a populatiotransfe 6(t) has to changslowly enough so that the state evo
adiabatically, in others wds the Rabi frequenc(t) and the detuning\(t) have to change
slowly, so that the state vector remains fixedhi@ adiabatic coordinates sp: As already seen,
mathematically the general adiabatic condition resputha

[(Di|P-)| < ley — . (1.20)
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The coupling between the adiabatic state has teebkgible compared to the difference between
their energies. For a two-state system the equéti@®) is converted as follow

~10a - 04| « (02 + A2)3/2, (12

This relation means that the adiabatic conditiauires first of all smooth pulses and furthermore
a large Rabi frequency and/or large detuning.

The system presented in Fig. 1.5 can be usedhiewvacthe STIRAP phenomenon, like
described in the Paragraph 1.1.1, but using onty states. The first big difference between the
three-state and the two-state STIRAP is that inldélsé case an equal superposition, and not a
completed transfer of population, at the end of ghecess is obtained. To describe the way in
which the phenomenon works it is useful to staohg the topological equivalence between the
two-state system and the three-state system [6].

The equation (1.15) can be transformed as threeled Bloch equations having real-
valued variables, using complex values of the pudi amplitude, so that in the RWA
approximations the transformed Schrédinger equaéikes the form [12]:

u(t) 0 —A(b) 0 u(t)
i% v l=la) o —a||lvo)l. (1.22)
w(t) 0 Q(t) 0 w(t)

The quantitiesu,v,w are the real-valued time-dependent coordinateth@fBloch vector that
moves in an abstract three dimensional space. riicpiar u andv are respectively the real and

the imaginary part of theoherenceexpressed by the term G’ that is:

coherence = u + iv = 2C;C, (1.23)
andw is the population inversioff he initial condition isnv(-o0) = -1
The equations (1.22) are therefore the conversfaimeotwo-level into a three-level system. It

should be noted that this is not a time-dependehtdslinger evolution for a resonantly coupled
lambda-system in the usual RWA approximation. Bteet would have the following form:

Ci (1) 0 2%® 0 ][a®
i[O =5|%®O 0 QO] (1.24)
C3(t) 0 a® 0 |[co

whereQ,(t) andQg(t) are respectively the pump and the Stokes putsesiready described for
the three-state STIRAP.

In order to make the equation (1.24) similar t®22).so that the two systems mathematically
equivalently, it is sufficient to replace the proidly amplitude G, C,, C; as follow

13
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(a) (b)

Figure 1.6: (a) Quantum system used to achieve the three-state STIRAP in the base of
unperturbed states Y1 Y2 Ps. (b) Two-state system express like a three-state
configuration, used to descibe the two-state STIRAP phenomenon.

and to permute £andC; to obtain the right structure of the desired ©dinger equatiol

e [0 —as 0 ([G0
iZ|GO| =[O 0 =Qe®[C(0)| (1.26)
C1(t) 0 Qp(® 0 C, ()

Comparing equation (1.22) with (1) it is clear that vector components/,ware the analogot
of (3, C,, C, respectively. The detuningy(t) andthe Rabi frequenc(t) in (1.22) have the role
of the Rabi frequencyg(t) anc Qp(t) in the counterintuitive threstate STIRAP, as shown
Figure 1.6.

This type of formalisnis very useful because n, to study the twatate STIRA), it is
possibé to use the same mathema approach already explained for the thstste STIRAF
The equation (1.22has three eigenvalueone of which null. As already seethe correspondin
eigenstate is thenly one that permit to achieve an adiabatic temef the population from tt
initial statew to u, becaus it is the onlyone that presents a linear combination of only stedes.

d(t) = w(t) cosO(t) +u(t) sinf(t) (1.27)
wheref(t) as the following form

Q
tg O(t) = % (1.28)

To have the passage of the population fw to u, initially the detuning\(t) has to be larger th¢
Q(t), so that asymptoticall§(-0) = 0, hence -x0) = w(-0). At the end the opposite situation |
to be fulfilled, therefored(+oo) = /2 and d(+0) = u(+x).
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The last condition means that the system achiewtata characterised by the conditiojr] and
v=w=0. Knowing that states having+v’=1 andw=0 arestates of maximal coherenagea two-
level system, the process that depletes complatadyinitial energy level in the three-state
configurations corresponds to create a maximalhecent superposition of the states in the two-
level configuration. Using the same notation alyeadplained for the three-state STIRAP this
sequence of pulses is named counterintuitive.

On the contrary, by implementing an intuitive sagueeof pulses, the initial state is completely
depleted but an oscillating superpositiongefandys; is created. In the two-state STIRAP this fact
has as consequence that a state characterise@ lopriditionsw = 0 and y?|+)?|=1 is created.
Also in this case a state of maximal coherenceliseaed and it is possible to have in the two
levels, at the end of the process, an equal digtoiby of the initial population.

To maintain the system in the adiabatic conditibis inecessary to change slowly the
pulses. The other important condition is that plses have a large area, as prescribed by the
global condition of adiabaticity, already discusgmdthe three-state STIRAP,

>« [ A()de (1.29)

where 0(t) = Q2(t) + A%().

The adiabatic passage is very robust and deperaldywen the overlap of the two pulses.
Besides, the most energetically efficient choicasists in implementing two pulses with the
same maximal amplitude.

1.1.4 Disorder-Enhanced Transport in Photonic Quasicrystals

Usual theory of charge transport in conducting taigsrely on the concept of Bloch Waves,
where the quantum state of the charge carrieressribed by a Schrodinger equation with a
periodic potential. This kind of formalism explottee perfect periodicity of the crystal medium to
find explicit solutions to this problem and leadwell known concepts in solid state physics, such
as energy band, effective masses and so on. Arfugrdal change in this situation occurs when
the perfect periodicity of the medium is perturbddhe so-called Anderson localization is a
phenomenon in which, introducing disorder, a cotidgacrystal can transform in an insulator. A
more intriguing situation observed in partially erdd media, such agiasicrystals

A quasicrystal is defined as an intermediate pHasteveen an ordered and a disordered
structure. It does not have a unit cell and dodsenbibit translational symmetries as usually
interpreted for a periodic structure, but anywayassesses a long range order and displays Bragg
diffraction [40]. They were discovered by Shechtma al.[42] in 1984 and the first theoretical
analysis was proposed in the same year by Levimke Stainhardt [43]. These structures are
classified using the notion of order, originatirrgrh the corresponding periodic structure of a
dimension higher than the physical one. For examaplED quasicrystal it can be seen as the
projection of a 2D periodic lattice on a line [48% in the theoretical model the Bragg diffraction
is attributed to the presence of higher dimension.

First experiments in the study of transport prapserof these crystals have highlighted that the
presence of a disordered structure enhance thepetrinstead of turning it off .
More deepened experiments have concluded thatagystsils have counterintuitive transport
properties; in this respect, some fundamental egprestare still not answered. For example, the




mechanism proposed to explain the unusual transpaguasicrystals assun non-interacting
electrons while the conductivity measurements taéNy incorporate elero-electron
interactions. A possible way to investigate experimentally thessues is to mimic the dynan
of electron waves with optical signals and the g~ periodic atomic potential with suitak
waveguiding structures.

In this scenario, it is nndatory to develop some kind of optical system Wwhiould be
used to reproduce optically these kinds of phenaniera convenient fashion. This is one of
goals of the present work.

1.2. Coupled Optical Waveguides

The theory of quanturoptical analogis is based on the observation that the fundam
equation describinguantum phenomena, the Schrodinger equi has the same structure of -
one describingthe waveguides couplii in optic. Thanks to this analogyoupled optically
waveguides provide laboratory to investigate the classical analogdemberent quantum effe
just described. This approach has several advasitddie the possibility of a direct and et
visualization in space of typical ultrafast phenomdn time; (2) the possibilitto explore
coherent dynamical regimes not yet accessible mnmum system; (3) the ability to mirr
coherent lasematter interactions by simple geometric bendinthefguiding

1.2.1 Optical waveguides

A waveguide is an element able to confine an eawknetic wave and, in particular
optical type if the frequency of the transported/evés in the optic range. They are built usin
the least two different dielectrics and the confireat is achieved surroding the material witt
the larger refractive index, i.éhe core, with the others ones, i.e. ttladding. The light can k
confined in one or more directions but only thetfiype, named planar, and characterized by
two index refractions, is mathematically studiedhis paragrap

m (cladding)

x
nz (core) § |

4

n (cladding)

Figure 1.7: Description of a single palanar waveguide of width W, an indice refraction n; in
the core and n; in the cladding. 6; is the incident angle at the surface separation core-
cladding, 8 is its complementary angle. The guide is invariant upon y tranlations.

From the point of view of thegeometricaloptical, it is known that a single wavegu
confines the inident light when two conditiol are satisfied. Therkt imposes that the incide
angle at the core-claddingurface separatiois larger than the critical anglef total internal
reflection so that the optical ray is completely reflectesishowrin Figure 1.7 The secon:
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Figure 1.8: Graphic solution of trascendental equation. The red curve is the
rigth side of the equation, whereas the black one is the left side. The
intersection of two curve permits to find 8m, and their number indicates how
many modes can propagate in the guide.

imposes that the wave satisfies the condition ¢d-coherence, so that after two tcreflections
at the interface coreladding the resultant wave has to be equal toinba&lent one. Thi
condiion is mathematically translat into the equation:

2koWn, sinf — 2¢ = 2mrm (1.30)
where k=2r/) is the module of the wave vector in the vacuW is the waveguide widthy is the
variation of the phase caused by the total refiactindm is the order of the mode propagati

The variationof the phase is calculated using the Fresnel espsatind fc transvers electricTE)
modes, the only realized our experiments of light induced waveguidadas the forn

¢ _ |[sin?6.
tan— = ’—sin2§ 1 (1.32)

The presence of the paramem in the equation (1.30)nplies a discretisation @, where each
value corresponds to a different guided mode. Asequence, al the longitudinal constant
propagatior(z) becomes discretized in function of the mm considered:

Bm = kony cos by, = koneps (1.32)

where Ry is therefractiveeffective indexseen along the propagation by the specific rm
and which satisfiethe conditiorn, < Nes m< Ny

By substituting equatiofi.31) in (1.30) the latter can be rewritten as foltow

nwn,

tan( 1

mn) sin26. (1.33)

o SIDO—T ~ \sin?o
This is thetranscendental equatitand it permits to calculate the differeniues ofd,,. As it is
not resolvable analyticallyt is possible to resolve it only numerically or gingcally, as shown i

the Figure 1.8
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With the wave optic approach, on the other hand fiossible to calculate the electric
field, and therefore the shape of the modes, aatsutivith the propagation in a single waveguide.
A monochromatic wave of this type is a solutiorttef Helmholtz equation:

(V2 + kZn?(@)) E@) = 0 3a)
And the resulting propagation modes form a comfate.

For the particular geometry used, invariant fonstations along the axis and for the mode TE,
a possible solution of (1.34) as the form:

E(r,t) = E,(x)expli(wt — B 2)] (1.35)

Substituting this in the Helmholtz equation (1.84§ gets:
aZ
= Ey(0) + [n2(x)k§ — BRlE,(x) =0 (1.36)

where n(x) is the profile of index refraction amad, shown in Figure 1.7, it is in the core andn

in the cladding.

The equation (1.36) has to be solved separatetpeéncore and in the cladding, because the
dynamic of the electric field is completely diffatén these two regions.

In the coren3k3 — B2 > 0, which can be seen from equation (1.32), by kngwiratn, < Neg

< ny. Therefore the solution has an oscillatory forrd aguations are easier understandable if the
electric field is expressed under the folift(x) = a,,u,,, Where @ is the amplitude and.ithe
field distribution:

cos (hyx) m=0,24

w (x) o {Sin ) m_13s —W/2sxsw/2 (1.37)

_ 2mnysinOpy

where R is the transverse propagation constant, defindgl,as \/n3k2 — B2, = >

In the cladding, on the contramzk3 — 52, < 0, therefore the solution is exponential, and after
re-expressing,* (x) as done in the core, the field distributignhas the form:

exp(—¥mx) x>W/2
U (%) { exp (Ymx) x<W/2 (1.38)

cos2 6,

wherey,, is the wave extinction coefficient, definedigs = /B2 — n?k3 = n,k, - 1.

cos2 6,
This part of the wave is namedanescentad it is the base for treating the coupling mibekory,
as discussed in the following paragraph.

To determine the complete form of the electriddfiié is necessary to know also the amplitude
an. To achieve this it is sufficient to impose thentiouity of the electric field at the surface of
separation core-claddirffore (X =HW/2)= Egjagding(X =2W/2) and to normalize the distribution of

the modey " uZ (x)dx = 1.
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Figura 1.9: Structure composed with two different waveguides. W), nj are
the width and the index refraction of the left one; Wy, n, of the right one; s
is the inter-guide distance; ny is the bulk index refraction.

This description can be generalized for waveguidesfines in two dimensions or with an
arbitrary index profile along« . In this case the solution of the problem hasbéofound
numerically.

1.2.2 Coupled mode theory

The optical coupling is a phenomenon that occurenamultiples waveguides are placed
sufficiently near to each other, so that the ligipgcted in one guide can transfer to a near one.
More precisely the modes of propagations of thiet lgpnfined in a guide are coupled with those
in a near guide.

Different types of formalisms were been developesttidy theoretically this mechanism,
but in this work only the coupled mode theory (CM3 briefly described.
This theory was developed by Yariv in 1973 and ibased on the coupling by evanescent waves,
that occurs when a second waveguide is placedcmrffly near the first one, so that the two
evanescent waves can superimpose each other.ofmalfsm was created to study the coupling
of two guides, where the equations can be comgle¢sblved, but it can also be used to describe
more complex and extended structures: it is sefficito generalize the theory using a “tight-
binding” type approximation.

The base of the theory is to treat the presentbeofecond waveguide as a perturbation
of the problem that involves the single guide

When a second waveguide is taken into account@srsin Figura 1.9, the propagating

wave is not longer a solution of the Helmholtz drabut, in the approximation of coupled
mode theory, of:

92 a?
VZE(r) — MOSOE(T‘)FE(T) = ﬂoﬁppert(rv t) (1.39)




20

whereg(r) = 17(r) is the space-dependent dielectric constant desgrthe waveguide, arhe is
the perturbation polarization defined as:

Ppere(1,t) = £0e(P)E(r,t) = £,An*(r)E(r,t) (1.40)

To solve this equation the same geometry already e the single guide is adopted, and as
unperturbed base, its eigenstates are used. Waldimalism, and for TE modes, the electric
field can be rewritten as follows:

E(x,zt) = %Zm A (2) U e!@E=Pm2) 4 ¢ . (1.41)

It is important to note that, in this case, the biuge g, is dependent upon, in contrast to the
case of a single guide, and tHagx,z,t)is actually the sum of the two electric fields whic
propagate separately in the two guides. Theref@etuation (1.41) can be rewritten as follows:

E(x,z,t) = E.(x,z,t) + E;(x,2,t)
= %(ar (@)u, ()i @W=Fr2) + q (), (x)e@=Pi? 4 c.c.) (1.42)

where Erepresents the electric field propagating in igatrguide and En the left one. Indeed
only the fundamental mode=0 is considered because experimentally the setugjisted only
for this one. The variation of the amplitude ofzpand gz) include the information on the
transfer of energy, that is obtained if waveguiglessufficiently close to each other.

Substituting (1.42) and (1.40) in (1.39), due o "pproximation of slowly varying amplitude

2
%am(2)| K |;—Zam(z)|, separating the contribution for the left and tigjuides and

considering only one direction of propagation fbe tlight, the coupling equations can be
rewritten in the form [47]:

%ar(z) = —iCha;(2)e” P —iC, a,(2) (1.43 a)
5 u(2) = ~iCnar (e — iCyay(2) (143 b)

WhereAp is the phase mismatch within the two guides, @efias1p=/-f, and C, for the right
guide, is defined as:

Cpp = “’T‘EO left gm.de[nl2 (x) — ng () Juy ()uy (x)dx (1.44 a)

_ W&
Crr - i

-+ Jiese guiaelf () = nj (O Ju? (x)dx (1.44 b)

where the influence extends on the left guide. &rexguation admit an analytic solution only if
the two guides are identical. Equation (1.44) dbssrthecoupling constanbetween the left and
the right waveguides, while the second one reptesenly a small correction that can be
normally neglected.

Finally, equations that are solved to study thbtlpropagation in two waveguides are:

2 a,(2) = —iCyra,(2)e 4P (1.45 a)
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;—Zal(z) = —iCrlar(z)e_iAﬁz (1.44 b)

With initial conditions g0) = @ and &0) = O, that correspond to consider the wave elytir
coupled in the left waveguide.

In the case of identical guides the phase mismagshn null and coupling constants are
all equal, so equations (1.43) can be further sfiagl

2 a,(2) = —iCay(2) 46.a)
%al(z) = —iCa,(2) (@.8)

In this way C admits the analytic solution:

2hZ, yme~Yms

¢ (Z) - ﬁm(W+2/Vm) (h$n+yrzn)

(D47

wherey,, is the wave extinction coefficient,,lthe transverse propagation constant, W the width
of the guide and the inter-guide distance, calculated betweenweelioundaries of the guides
(Figure 1.9).

Finally, if more than two waveguides exist the dopures (1.46) can be rewritten in a single

expression:

= y(2) = =iClan_1(2) + Aps1 (2)] (1.48)

This is the fundamental equation of the CMT, whichlso the generalization for a larger number
of identical waveguides equally spaced, in whicly ¢ime fundamental mode Ffpropagates and
where each guide is influenced only by its firdgheors.

1.2.3 Resonant case

In this paragraph the analogy between quantum ptidab quantities is explained for the
three-state STIRAP and EIT. We consider the resooase, where the detunidgbetween the
Bohr frequency and that of the exciting laser is.nu

The quantum effect, as already explained, is gadhy the Schrédinger equation:
R A() = —iH(DA(L) (1.49)

Where A(t) = [A(t), Ax(t), Ast)] is a three-component column vector of the paton
probability amplitudes defined in the base of utyrbedstatesy; vy, s, and the Hamiltonian
has the form:

0 U 0
H() = % Q0 0 Q0 (1.50)
0 0,0 0
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The equationdescribing the wave coupli reported (1.48) andn a more eneral
presentation can be rewritten as:

+~A(2) = —iH(2)A(2) (1.51)

Where A(z) = [A(z), AxXz), As(z)] is a three-component column vector thé electric field
amplitudes proggating in each guide, and H(t) is a matrix comtgrthe coupling constan
between the waveguides:

) 0 Ci2(2) 0
H(z) = 7| C21(2) 0 C23(2) (1.52)
0 C32(2) 0

In the Hamiltonian coupling constis are all different and z-dependeh&causithe general case
of guides not equally spacdths to be taken into acco. This description indicates that it
possible to reproduce optilly the two qguantumhenomena of STIRAP and El

The analogy between the quan mechanics and the optic is linkéal the observatio
that equations (1.48) and (1.3%9ve the same structure , in particularthey are equivale if a
correspondence between temporal z coordinate is establishdd. this way coupling constan
Cn(z) of the Hamiltonian (1.52)orrespond t Rabi frequencief,(t) in (1.50)andthe nth energy
levelsy, to the nth waveguide.
The quantunresonance conditic Ax = O is optically reproduced usindentical waveguide:
having the same width and the seeffective index.

GAUSSIANS PULSES

=
]
T

input --h.._‘_____

E waveglide

S0BC

E output - e

£ wavegide - >
0.4t Z

0z2r

0 5 10 18 gy

Distance z along the crystal [mm]
Figure 1.10: a) Exemple of gaussians pulses in the spatial conterintuitive sequence leading to
the three-state STIRAP. Cp is coupling constant between the input waveguide and central one
and Cs between the last and the cental one. b) Waveguide structure providing an optical
analogies to the counterintuitive three state STIRAP process.
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For the STIRAP mechanisthree waveguides are necessaries to simulate rise ¢émerg
levels andas it was already seen in paragr0.01.1.2 it is important to implement the tempc
counterintuitive sequence of the pulsQr and Qs. Knowing that the temporal coordinate
equivalent to a spatial onéhis condition is opticallytranslated in a sgial counter-intuitive
sequence, so the Figure2 becomes the Figure 1.19a, where pulsage th same shape but,
now, a longitudinal dependence with the crystangth. This sequence is experimente
reproduced observirig equatior(1.47) that the coupling constamds an exponential depende
on the inter-guide distance so a larger coupling constamplies a small distance between t
waveguides and vice versa a sncoupling constana larger distance between tt. In this way
the variations of € or G are reproduced modulating along the crystalas shown i Figure
1.10b. In z =0, as examplethe input waveguide has a larger distaraative to the central on
to model a small & The same logic was applieor the creation of the outy waveguide.

The intuitive case iseproducd simply permuting therder of the gaussia pulses in Figure
1.10a, the waveguidéske on th new structure presented in Figure 1.11

input — —

wavegiide
outpit = -
wavegiide .

Z

Figure 1.11: Waveguide structure providing an optical analogies to the intuitive
three state STIRAP process.

For the EIT the fundamental condition is to hiQuump>> Qu0ne and this is traduced t
using linear waveguidesgparate by a small inter-guide distae between waveguide 2 anc
compared with thene between 1 and 2, as showiFigure 1.12.

ﬂprube(t}

W3
<:> - WG 2
Y3 = WG 1

bt

(2) (b)

Figure 1.12: a): Quantum system describing EIT effect. b)Waveguide structure
providing an optical analogies to the EIT process.
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1.2.4 Detuned case

The detuned case describes the optical analogy tv@éhtwo-state STIRAP, where a
detuningA is present. The analogy is based on the samedsyasbn explained for the resonant
case: the Schrodinger equation and the basic eqsadf the coupled mode theory have the same
structure, so it possible to demonstrate quantumn@mena using optic experiments. The
difference is in the Hamiltonian matrix. In quanta@scription, as explained in paragraph 1.1.2,
the latter has the form:

1[0 Q(t)
H0=3law) 200) )
While the matrix for the optical analogue, conta@nithe coupling constant can be written as
follows [13]:

0 clzemﬁz]
H(z) = ; ' 1.54

() [Cme_mﬁz . (1.54)
Comparing these two matrixes, it can be noticed tthe role of the detuning in the CMT is
played by a phase mismatdaR, in equations (1.54) while C(z) is again the anaéogf the Rabi
frequencyQ(t). The two coupling constants €and G ; are not equals, because of the presence
of AB,.
Usually the matrix (1.54) is rewritten in a diffateway to have a structure more similar to the
Hamiltonian (1.53). This is realized using transfations:

4i(2) = 4y (2o f0.)
A3(2) = A;(2) (1.55 b)

In this new basis the Hamiltonian takes the form:
_[AB8 C
H=| a 0] (1.56)

whereC = ,/C; ,C, 1 is the geometric mean of coupling constants betwee guide 1 and 2 and
AP becomes the equivalent of the detuning

To realize experimentally the optical analogy, twaveguides are necessary to simulate
the two energy levels and the presence of a phé&meatth implies the use of waveguides with
the same width but different effective refractimeléx, given that the latter is directly related to
AP by the formula:

AB = kohn == An 1.57)

As it was seen for the three-state STIRAP, algbigicase it is important to pass from a
temporalcounterintuitive or intuitive sequence olsgs to a spatial one, but this time the gaussian
variation is omp and C. Experimentally the first one is realizethvé gaussian variation of the
index of refraction contrast, since they are cotegas shown in equation (1.57), and the second
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Figure 1.13: Waveguide structure providing an optical analogies to the counteintuitive two-state
STIRAP process. The gaussian variation of AB is obtained a gaussian modulation of the refractive
index, visible in the superior guide on a grey-scale color code, while the variation of C obtained
modulating the inter-guide distance.

one exploiting theexponentic dependence of inter-guide distance,adready seen for the t-
state STIRAP Following this scherm, a structure as the one shownHRigure 1.13is used to
demonstrate opticallthe twc-state STIRAP effect.

1.1.2 Diffusion trough aperiodic coupled waveguides array

The first example in photccs describing an aperiodic structure with a -range order
was described by Kohomoto et al.[44]. This approachasecon the fact that the Schréding
equation describing the quantum system is analdgué¢he equation of the CMT thec.
Kohomoto et al.proposed a 1D photonic quasicrystals structuregusiielectric multilayer:
arranged in the scalled Fibonacci sequence was definedising a substitution rule where the
base blocks are two layen§ two different thicknesesamed long (L) and sholS), characterized
by the fact that theirapport L/S is an irrational numt. In this waythe sequenccannot be
retraced to a repetitive sequence of a highest @mtfiviso and the behaviour of a quasicry:
is reproduced.

The order of L ané is decded following the iterative ruled — S andS — SL, so starting with
L the sequence is composedelements : L, S, SL, SLS, SLSSL, etc..

In this work we have used the rule just explaireedreie an aperidic 1D structure, as describ
in paragraph 2.4.3.
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2| RECONFIGURABLE
WAVEGUIDES

In order to realize experimentally the schemes alegiin the preceding paragraph, it is
convenient to use a flexible approach for rapidqigping of complex optical structures without
need for complicated technological steps. Commonly the opto-electronic or
telecommunications domains waveguides are realimadg physical-chemical steps, but this
approach requires a complex technology to be imphted. Moreover all these techniques have
the disadvantage to create not alterable statictsires, so each experimental configuration which
can be tested requires a new sample, limiting tindysof new phenomena.

In recent times [8,9] it has been shown that lighinduced techniques can provide and
efficient way to solve these issues. In particupdrotorefractive materials, i.e. materials whose
refractive index can be modified dynamically or senpermanently by a light pattern, offer a
convenient way to produce in short times and at tmst the complicated optical structures
needed to verify the quantum — optical analogiesideed in the previous chapter

Above all this approach is particularly convenidmcause of its reconfigurability: each
optical structure can be easily canceled and swiaiy only one sample is necessary.

Different techniques can be implemented to createonfigurable photorefractive
waveguides. In this work, two approaches were uedliateral illumination technique in SBN
and the photorefractive direct writing in Fe:LN.€Tfirst approach was already demonstrated, and
used to test the optical analogue of STIRAP and &fféct [8]. In this work we use it to
demonstrate experimentally, to our knowledge fer fitst time, the optical two — state STIRAP
phenomenon.

The second method was originally developed in these of this thesis; it is meant to be a
complementary approach with respect to the laiuathination technique, because in this way
semi — permanent structures are created, as opptsithe first technique which is fully
dynamical. This offers some advantages when thdumed structures have to be handled and
moved for other applications. The effectivenessthié approach is proved by realizing and
characterizing quasi — periodical optical structure
In the following, the basic characteristics of mrefractive effect and of the materials used are
reviewed and a description of the employed experiaiesetups is given.

2.1 ThePockels Effect

The Pockels effect, named also linear electro-opfiect, is a second order process,
discovered in 1899 by Friedrich Pockels. It comssista linear modification of the refractive index
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when the material is exposed to an electric fiBlde to its linear nature in the electric field,sthi
effect can occur only in non centro-symmetric mater

This effect is described using the optical indisatr.e. an ellipsoid whose central section,
perpendicular to the direction of propagation ld incident beam, identify with its principal
axes, the index of refraction of the material, adtw to the polarization of the propagating
beam. It can be written in the following implicdrin:

2 2

A G 2.1)

ny Ny, Ny,

where R, n, and g are the principal values of the refractive indeng the three directions of an
orthogonal reference system xyz, indicating thengipials dielectric axes. In its general
formulation, developed by Nye, equation (2.1) camdwritten as:

Bl-jxixj =1 with BU = 1 12

gij
remembering that;; = /¢;;.
When an arbitrary electric fieE(x,y,z) is applied to the crystal, the refractindex ellipsoid can
change its shape and orientation and this variadarescribed by the third rank electro-optical

tensor j through the relation:
AB;j = 1yjiEy (2.3)

from the condition B= B; also the electro-optic tensor has to be invanigter permutation of
indices i,j so i = k. The tensor B, using the Voigt notation, can beritéen as:

Bll BIZ Bl3 Bl B6 BS
BZI BZZ BZ3 = B6 BZ B4- . (24)
B31 B32 B33 BS B4 B3
The electro-optic relation (2.3) can be rewritten a
1
or in its explicit form:
AB, "1 Tz T3] p
AB, 21 T2 T23 !
: =1... Ez (2.6)
ABg Ter Tez Teal 3
As the index variation is much smaller than 1 theagion (2.5) can be rewritten as follows:
n3
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Figure 2.1: Description of the photorefractive effect following the band
transport model.

2.2 Photorefractive Effect

The photorefractive effect is the refractive indexiation of a material exposed to a ni
homogenous light patterhis variation is realized as a result of twoga®es. The first one is
the photo-excitation, arthe resulting redistributioof electric charges inside the matedue the
external non uniform illuminatic; the final result ofhis charge unbalancis the creation of a
strongspace charge field in the material. The secondisrdue to the Pockels effe@as the
internal fieldin turn modifies the refractive inde

This effect was observed for the first time in 1966 Ashkin a al. [28] in LINbC; and
LiTaOs. The refractive index variation is the origin a wave front distortion of ny beam
propagating in the crystaBecause of this behavior initialthe effect was regarded a problem
for the optoelectronic performances. deed initially this effect was classified “optical
damage; and all initial studies had the purp to decrease it.

The first model of the photorefractive effect waspgwsed by Chein 1968[29], where he
highlights that the index variation in a mdal submitted to radiain can be exploited to recc
information carried by théght signal. He proposed a model based on the bandotetnsvhere
the photomnduction mechanism is explained. This model cags a photorefractive materi
presenting donor impuritiesufficiently far away from the conduction band,that the thermal
excitationcan be neglected. The concentration of those dasandicated as p.

A part of these impuritiehaving ¢ densityN, is ionized, so that they aapt toaccept a moving
charge. The energy transported by the incident beammits to ionize filled impurities, so tt
they emit a charge (in this case we will considely electron— type carriers The generated
electrons moves in theonduction band, untilhey are trapped at another ionized impt
elsewhere in th crystal. Th generation rate of the moving electrasaghe same of the ioniz
impurity, with the difference that the first ona® anobiles while the second ones are fixed.
schema is represented Higure 2.1. If the electron is trapped in aluminated zone it can k
again photaexcited and the mechanism continues as long astigpped in a dark zone. In tl
way an electronic transfer from illuminated to k zone is realized and this new cha
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distribution generates an internal static elecfitdd namedspace charge fieldEse, in turn
modifying the index refraction via the electro-aptiffect.

This first model was later completed by Kukhtarévak[30,31] in1978, developing a
system of equation describing completely the effiesttdescribed.

N
2 = (sl + B)(Np — Ni) — yrneNi 4P
Jj = qunE + pkpT Vng + qsI(Np — N3 )Lpp (2.9)
€0eVE,. = —q(ne + Ny — N7) (2.10)
2 +vj=0 (2.11)

The equation (2.8) is the trap generation rate efer the cross section coefficient for excitation,
| the incident light intensitys the thermal excitation coefficiengz the electron recombination
constant and Jdthe free electrons density. The first term of digma(2.8) takes into account that
ionized donors are generated either by photo-itioizeor by thermal excitation while the last
term considers that the numbég} decreases because of the electron recombinatiaaank zone

of the crystal.

The equation (2.9) is the current density whictus to the contribution of three terms. The first
one is connected to the presence of an electiid, fighich can be either internal or externally
applied, whereu is the electronic mobility and g the electronicaide. The second one the
contribution due to the electronic diffusion whichconnected to the gradient of the electron
density, where Kis the Boltzmann constant and T the absolute tesyppe. The third term is the
photo-galvanic current describing the current gateel in absence of electric field due uniquely
to the photo-excitation. . is the photo-galvanic drift vector.

Equation (2.10) is the Poisson equation descrilimgy space charge field, wheeeis the
permittivity dielectric tensor and Nis a background charge necessary to ensure thgechar
equilibrium.

Equation (2.11) is the continuity equation, wheiie the charge density.

As we explain in the paragraph 2.3.4 and 2.4.4 stnuctures are created submitting a
photorefractive crystal to a localized illuminatj® equation (2.8) to (2.11) has to be solved for
this particular condition and not as it is usuaitade for the case of a periodic illumination.
Normally the solution for our particular problemf@sund only numerically, but using suitable
hypothesis analytic solutions can be found separidethe lateral illumination technique and the
photorefractive direct writing.

2.3 Dynamical Optical structuresinStrontium Barium Niobate

Strontium barium niobate (SBN) presents many ptigeerthat makes it a suitable
candidate for many non-linear applications. Thigstal is used to make both fundamental and
applied studies thanks to its electro-optic, pielsstric, pyro-electric and photorefractives
properties [14, 15]. Actually it is already utiltefor electro-optic modulator [16], phase
conjugation [17], holographic storage [18], generatof spatial solitons [19, 20] and second
harmonic generation [21].



2.3.1 SBN

The chemical formula of strontium barium niobat&igBa, xNb,Os, usually abbreviated
by the name SBNx% ,wherex is the strontium fraction present in the mateffde most used
composition for optical applications axe 61% orx = 75%.

SBN is obtained starting with a chemical compouratienof a mixing of powders of BaGO
SrCQG; and NBOs, and it is produced using different growing methatdich as Bridgman [22],
Stepanov [23, 24] or Czochralski [25] process, @nedast one is the most often used.

SBN is a negative uniaxial crystal having the agtiaxis corresponding to the c-axis. In such
anisotropic crystal the optical response of theemmlt is described by its dielectric tenstyr
which, due to symmetry properties, can be writtena diagonal matrix:

g1 O 0
£ = & 0 €11 0 . (212)

0 0 &35
At optical frequencies the permittivity of the maatis usually described in terms of its refraetiv
index and according to the polarization of the decit radiation, the crystal has two refractive
indices, one ordinary, = /% and the other one extraordinary = ‘Zﬁ The presence of two
0 0
different coefficients in matrix (2.12) determirtbe birefringent nature of the material, which is

negative because the corresponding indices repeotlatiomn,< n,,.

The refractive indices also depend on the valub®fktrontium fractiox and on the wavelength
used. For the value of 633nm, the one used to exphe created structures, the corresponding
values are:

X=61% X = 75%,
Ne 2.2953 2.2987
No 2.3116 2.3117

SBNt is transparent in the range 0,3 — i@ at room temperature it is ferroelectric and bgko
to the crystallographic point groupn therefore its electro-optic tensor has the form:

_10 733 |
r 0 7y 0 (2.13)
si1 0 0
0

The exact value of the coefficients depends stsongl the fractionx of strontium and on the
wavelength. For SBN:61% and SBN:75% at 633nm, tedficients 3 and s have respectively
the values:

X=61% X =75%,
ls 47 pm/V 67 pm/V
I3 235 pm/V 1340 pmV
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It is important to understanthe defect structure of SBN, becauseldys a rols for
several optical propertiegmong whicl the photorefractive effect. In panlar we focus th
attention toward extrinsic arrather tha intrinsic defects, because the first eaee important in
the description of this effect.

Extrinsic defects cons in any other elements out 8f, Nb andO that can enter the
crystal during the growth or subsequent treatmemtsthe specific case of photorefrac,
dopantdike chrome or cerium alintentionallyadded to increase the photorefractive sensit
The most common dopant used iserium and, its introduction in therystal leads to
photorefractive process domited by electrons rather than hole transptirtvashighlighted [46]
that for cerium concentratidarger than 0.1mol% the photoconductivity becomes indepenc
of the dopant concentratipindicating tlat the ratio between filled and empty traps is tamts
The absorption is proportional to the total congaiun of filled and empty traps and increa
according to the cerium concentra, showing that the dopant is the origin of the apion. For
concentration below 0.15mol% expeents reveathat the cerium is present in SBN a<®* and
sincethe material is electron conductive the absorptiba photon by C** creates C*. In this
case photorefractioproperties depei on the ratio C&/ Cé&*.

2.3.2 Sample

The sample of SBN utilized in this work is SBN:6Iiped with 0.002mol% of ceriur
The SBN:75% would have permitted to have greatecte-optic coefficients 3 and g; but the
realization of such type of crystal having a googstalline qulity is much more difficult than fc
SBN:61%. The crystal, growby Stepanc techniquewas cut to obtain a sample5 x 23 x 5
mm as reported in Figure 2.3, i polished to optical grade, using standard proces.
It is also providedwith two electrods of graphite [27perpendicular to the z axis, allowing 1
application of the external electric field alongsthdirection. In this configuration the opti
structures are confideonly alongthe optical axis ¢, i.e. 1D waveguide® created, while eng x
and ythey are limited by the crys dimension.
The particularstrontium/bariumfraction and the percentage of the cerigharacterizing tt
sample permitsn the experimental conditions emplo here, a slow dynamia the order of few
seconds, allowing to follown real time the mechanism of the waveguidesmation

Figure 2.2: Photograph of SBN:61%. On the left and right the two
electrodes are applied.



2.3.3 Waveguide Creation by lateral illumination technique

The lateral illumination technique exploits the frefractive properties of SBN crystals
to induce waveguiding structures having the sanapetof a light pattern which is sent on one
crystal face. The obtained structures are probeéahtime by a secondary light beam which is
launched in the waveguide from a face perpendidoléne first one. The waveguiding structures
realized with this technique are fully dynamicdle trefractive index change is locally increased
proportionally to the light intensity, following whenever this is moved and disappearing if the
illumination is switched off. The lateral illuminah technique therefore bases its operation in the
fact that the light is guided by the light. Theadef the method is the following: an electric field
applied to the sample reduces its refractive inelarywhere by electro optic effect, but in the
illuminated area this field is screened by a higiemusity of mobile charge carriers. The refractive
index in this region results therefore increasethwespect to the rest and a waveguide is
obtained. An additional background illumination da@ used in order to smooth the resulting
index profile to avoid saturation effects.

This method has the important advantage to be figtwable, indeed each index variation
disappears as soon as the illumination is switdffedn a timescale of the order of one minute, so
that the crystal can returns always to the ingitlation. Because of the small relaxation time of
the material, it is sufficient to turn off the extal illumination to start the cancelling process i
the crystal. By increasing the intensity of theeemal incoherent illuminatiory lan homogenous
redistribution of the charges can be acceleratguhrting the refractive index to the bulk value.
This permits to make a very large number of expenital demonstrations. On the contrary this
method has the disadvantage that the optical stei€eixits till the external illumination is on and
the external electric field is present, so the talysannot be moved from the setup.

To find an analytic expression of the charge spiete, we follow the treatment described in
[32] and [27], solving Kukhtarev equations.

Since the realized structures are straight strastatigned perpendicular the ferroelectric ¢
axis, the problem can be treated in one dimengioparticular along, parallel to thec axis of
the crystal. A stationary situation is considerddscribing the electric field after the initial
transitory situation. Besides that, the contribngi@ssociated to charge diffusion are neglected,

21

because an illumination beam with width larger thi@m Debye length d_is used, withl.; = P
d

2 + _nt
wherek,; = /;:V—keg andNgsr = %DND) . Lp is in the order of im for the majority of the

photorefractive crystals. The photo-galvanic effiscalso neglected, because this effect is not
relevant for SBN. This effect explains becausexdareal electric field Ehas to be applied to the
crystal, indeed the external illumination makes thaterial much more conductive but the
conduction electrons are emitted along a priviledgdction. Under these hypothesis equation
(2.9) simplifies to:

j= Qﬂne(Esc + EO)- (2-14)

On the other hand, from eq. (2.8) it turns out #tagquilibrium the carriers concentration is given
by:
_nNnT
ne(z) = RO TD) 2.15)
RD
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So that the material become more conducting whhee ilumination is strong. In these
conditions, by substituting eq. (2-15) into eqd@-it can be shown that the space charge electric
field has the following expression:

I
Esc(Z) = EO 1D+I;(Z) (216)

where F is the electric field applied to the crystal thgbuhe electrodes, 1(z) the intensity of the
laser beam illuminating the crystal, i.e. the lakdocalized illumination andpl is the dark
intensity. The latter has two contributions, on¢his thermal excitation of mobile charges while
the other one is due to the background illuminatibms important to notice in equation (2.16)
that the electric field f&s decreased in the illumination zone accordinthéoratiol (x)/1p.

Initially the crystal has an homogeneousrefractive index, corresponding to its bulk
value. Applying the external electric field) Blongc axis, due to the Pockels effect, the index
variation is equally decreased according to:

3

Anl(z)=0 = —n?refon. (217)

When the localized illumination is applied, dughe photorefractive effect, the electric field seen
by the crystal is the one expressed in (2.10)hab the index modulation can be expressed as
follows:

n3 I

— D
Anyzyz0 = _7reffE0 Ipt@) (2.18)
Consequently the refractive index contrast prdfdeomes:

1
An = Anl(x)¢0 - Anl(x):() = Anoﬁ (219)

3
where Any = —n?refon. The situation is depicted in figure 2,4c. It iasg to see that the

refractive index in the illuminated region is higheompared to the one in the dark, so that
illuminated areas can in principle be used as tre of the light induced waveguide. Equation
(2.16) displays another important property of tiammed refractive index profile: saturation. If

Ip K 1(z) eq. 2.19 can be approximated/agz) ~ Anozl(_];)

determined by the illumination profile (remembeatthn, has a negative sign) with an amplitude
proportional tol,. On the other hand, if, > I(z), i.e. outside the illuminated area, or for very
weak illumination patterns, the refractive indexfge does not follow anymore the illumination
profile, An(z) = An, = constant. It is therefore important to set a correct valok the
background illumination, in order to have a largéactive index contrast on one hand and to
reproduce correctly the illumination pattern on tltleer.

Experimentally this is obtained adding in the sednphalogen lamp which illuminates uniformly
the crystal. The creation of a stabile waveguidplating this method requires characteristic
times of about 30seconds, thanks also to the Hegttire-optic coefficients.

Concerning the cross section of the illuminatioofipe, it can be shown that in practice, a true

square profile is practically impossible to obtaflue to aberrations and to the finite optical
resolution limit of our setup. A more realistic e [27] is a waveguide following a super
gaussian profile:

and the refractive index contrast is
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Figure 2.3: Description of the process permitting to create waveguide in SBN with
the lateral illumination technique.

1(x) =1, e(_#)6 + e(_@6 + e(_x+p)6 (2.20)

where | is the half width of the super gaussiatve® and p is the structuggeriodicity

2.3.4 Experimental Setup

The creation of photo induced wauides, whose physic principles described in
paragraph 2.3,2is made utiliing the setup presented in Figure 24dthe so called lateral
illumination technique.

The control beanused to obtain the illumination profile inducingetivaveguides is obtain:
from a Nd:YAG lasercharacteried by a wavelength of 532nm, withpawer of about 200mW
This one passes through a spatial filter, a sphlelens (SL), which enlarges it, ancpolarizing
beam splitteris used to sele the vertical polarization of the beafter that, the bearwith the
right polarization hits a spatial light modulat@.(M) Holoeye™ LC-R 1080,the key instrument
of the setup This devicpermits to reproduce the waveguides on the SBNs formed by ¢
nematic liquid crystals cell 116.39 x 10.56 mm steered by a compult@tially nematic crystal
are all oriented in the same direction but, wherekattric field is applied, they turn and 1
degree of rotation depends the value of the applied electric field. Theia#on on crysta
orientation induces @&ariaion of the reflected bearpolarization. This operation is softwe
controlled, inserting in the control program a gsagle image having 256 different type of ¢
levels and the dimensions of 1920 x 1200 pixeldeon accordance with SLM dimension.is
condition isdue to the fact that the maxim polarization change ithe beam is inducefor
white regionsof the image, while a blacpart of the imageone not modify the bee's
polarization The intermediaries gray colors have a parti@atfin thepolarization variation. Th
reflected beam having the polarization rotated énoedance with the image used, goes
toward the beam splitter and the variation on tienxation is traduced in a variation
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Figure 2.4: Description of the setup used to create photoinduced waveguides.

intensity, as it reflects toward 1 SBN the horizontal component, that is the parheftbeam the
has been modified.

The beam passes through two crossed cylindrical (l€h), one vertical and the other horizon
which are used to adapt the SLM image to the sadipiension. Because athe presence of th
system of lensedo create a correct image in the Slthe conversion due to the imaging betw
the SLM and the sample should be taken into acc

1 pixekm = 1.2umsgy

The control beam is finallgent tc the crystal to create the waveguides. The SBNsissubjected
to an electric field and background light, necess during the inscriptioprocess, ¢ seen in the
paragraph 2.3.2T'he electric field is eplied along the c axis of the crystal thanks tagraphite

electrodes while e supplementary illumination suppl by a white halogen lamp wke

intensity can be regulated.

The probe beans a HeNe laser at the wavelength of 633nm, @athrized alon the ¢
axis of the SBN. The bearis divided into two parts to create alsbo Macl-Zehnder
interferometer, useful tmeasure the refractive index contrast inwaveguidegsee Figure 2.5).
One part of the probe begmopagatein free space while the othen®is coupled into the cryst
by a microscope objective, to investigate icreated structureFinally the two beams a
recombined expanded with a spherical lens and resulting imageis collected by a CCI
cameraThe total magnification of thcollecting system is given by:

1 pixekcp = 0.73umggy



2.4 Photorefractive Direct writing Iron doped Lithium Niobate

2.4.1 Fe:LN

Lithium niobate single crystal (LiINbfor LN) presents many properties that makes it a
great candidate for many linear and non-linearcaptapplications such as waveguides, electro-
optic modulators, second harmonic generators, najpdgc devices, sensors.

It is an artificial crystal, described the firsm& in 1928 by Zachariasen [34] and
synthesized the first time in 1965 by Ballman, gsi@zochralski technique [35]. It is one of the
four compounds of the pseudo-binary systap®—-Nb,Os, besided.i,NgO-1, LisNbQ, and the
lithium triniobateLiNbsOg, and it is colorless and insoluble in water anghaoic solvents. It is a
pyro-electric, piezo-electric and ferroelectric arél. At temperatures lower than the Curie point,
which is about 1150°C, it has a spontaneous paldoiz, which disappears at higher temperatures
in the paraelectric phase.

LN can is normally produced normally using a chexhimmposition characterized by a lithium
deficiency, differing from the stoichiometric forfau (50 mol% Li,O): the composition
corresponding to this point is defined as congruemnt the relative molar percentagelLofO is
48.6 mol% [36]. This composition is preferred bessmathe melt and the growing crystal have the
same composition, so these crystals show the Higim#®rmity of their chemical and physical
properties. On the contrary, in other cases, sscht@chiometric materials, the composition of
the melt and the crystal are slightly varying dgrithe growth and the crystal becomes non-
uniform, particularly along the growth axis.

LN is a negative uniaxial crystal having the ogtiasis correspond to the ferroelectric c-axis. In
such anisotropic crystal the optical response eftiaterial is described by its dielectric ten&or
which, due to symmetry properties of LN, can betemi, as a diagonal matrix:

g1 O 0
£ = & 0 €11 0 . (221)

0 0 &35

At optical frequencies the permittivity of the madabis usually described in terms of its refraetiv
index. According to the polarization of the incitlendiation, the crystal have two refractive

€33
&o ’

index, one ordinaryn, = /Zﬁ and the other one extraordinaty = The presence of two
0

different coefficients determines the negative fhingent nature of the material, as indexes
respect the relation.< n,. Their values are strongly dependent on the teatypes, composition,
and beam wavelength: for a congruent sample at neonperature and for 633nm and 532nm
beams (those used in this work) they are respdygtive

532 nm 633nm
Ne 2.23357 2.20217
No 2.32319 2.28641

The pure LN is transparent from about Bbto Jum and belongs to the crystallographic space
symmetry groupr3c, point group 8, therefore its electro-optic tensor has the form:
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0 —T22 T3
0 T22 T3
I 0

- 0 733 222
r 0 Yoy it (2.22)
Ta2 0 0

—T22 0 0

These coefficients have a linear dependency wétteémperature, as shown e.g. by P. Gérsky et
al. [37] in the range 2200-C, and in particular at room temperature they hhgesalues:

s = 3.4 pm/V

rso =28 pm/\V

riz= 8.6 pm/\V
r;3 = 30.8 pm/V.

The defect structure of LN is of main importanceuttderstand, because it deals with many
optical properties, in particular with the photoaetive effect. As a matter of fact, since the
discovery of this effect, great effort has gone itite understanding of the role of defects in the
physical properties of the material. In particulae focus the attention in extrinsic and not
intrinsic defects, because the first ones are nmaportant in description of the photorefractive
effect.

Extrinsic defects consists in any other elementsoblli, Nb and O that can enter in the crystal
during the growth or subsequent treatments. Insghexific case of photorefraction the dopant
used may have two purposes:

- to suppress the effect as in the casklgfZr, ZnandHf .

- to enhance it as fdte, Cu, Mn andNi.
For the aim of this work it is fundamental to i the second category of dopants and in
particular sample doped with iron are used.

Iron doping provides in the visible range of thesaiption spectrum a strong broad band
responsible for the photoexcitation of the freecetmns, which is a necessary condition for the
realization of the photorefraction. It is well knowthat forFe:LiNbO; the iron atoms are found in
the valence statd=’" andFe®*, and that these states represents respectivetrsland acceptors
centers in photorefractivity.

By solving the equations (2.8 — 2.11), and as cowd experimentally (see e.g. [45]), it can be
shown that on iron doped LiNRQrystal the space charge electric field followsadurated
exponential time evolution:

t
E =FEs: [1 —exp (— T_o)] (2.23)
where E4 is the field at saturation defined &$,; = % with K the Glass constant, the
absorption coefficient and the photoconductivity of the LINb{ T, is the relaxation time
defined asly = 5 These characteristics are determined by the fapsaimple in use. It can be

shown that the photoconductivity (which determities relaxation time) is proportional to the
light intensity and to theeduction ratio[Fe**)/[Fe®], while the saturation value of the space



Figure 2.5: Example of Fe:LN sample having the
titanium waveguide diffused in the superior
surface, used to write waveguides and gratings.

charge field is proportional to [E& The doping characteristics of the sample theee&stablish
its photorefractive response.

2.4.2 Sample

The samples used in this thesis were grown by #teei@alski technique in our laboratories
and obtained from the same boule. The samplesukalbped with iron at nominal concentration
of 0.1mol%, as this concentration is known to be thptimal one for maximizing the
photorefractive properties [38] The samples weatented, cut in slabs with the major surface
perpendicular to the direction and polished to optical grade, usingid#ad procedures. All the
resulting samples were oxidized using a thermalinent in wet oxygen atmosphere, as verified
by optical absorption. In these conditions andtfes doping level, the saturation value of the
photorefractive space charge fielg. E expected to be about®@m, which lead to a maximum
expected variation of the refractive index compasabout 1d.

In our experimental setup for direct beam writitiggse samples are scanned with a focused laser
beam with an intensity of aboutl® W/n? in the focal spot (see paragraph 2.4.3) ). Assgrain
reduction degree between 0.001 and 0.01, a typalak, it turns out that the photoconductivity
has an expected value of abouf20° Q" cm* and consequently the dielectric relaxation time
To is in expected to be in the millisecond range ngghese values it possible to calculate the
variation of the electric space charge field indtimn of the time using (2.23), reported in Figure
2.6.

The photorefractive characteristic time of our skargan be compared with the time needed to
the writing beam to scan a length equal to a spatsh order to estimate the optimal scanning
speed. Considering a beam diameter of abpoit 2nd a photorefractive saturation time of 1ms, it
turns out that an optimal speed to reach the daioraalue of the space charge field is in the
range of 1000m/s. This value allows for scanning an area of 2 mnf with 300 lines in the
reasonable time of 200s. In principle, working astér speed in order not to have the space
charge field saturated, should allow for the redion of graded index structures, as it is achieved
with the lateral illumination technique.
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Figure 2.6: Electric space charge field in function of the time estimated for
Fe:LN samples light up with a gaussian beam of intensity of 5:10° W/m?2.

barriers extending from the sample surface in thik bf the sample for some tenth of microns
that the light confinement is only lateral along trystallographic z directic In some cases a
vertical confinement may be desirable, so that wgoged also the possibility to write late
optical index structures on the top of a preexisfimed slab waveguid To this aim n some
slabs, a local doping was performed to cre waveguide by titanium idiffusion at one of th
two major surfaces. Initially a thin film of Ti wadeposited by magnetron sputtering for .
seconds, using a power of 80W and an initial chanpibessure of 5 x 7° mbar, after that
thermal diffusion vas made at a temperature of 1050°C for two houwsritmosphere: the:
values permit to obtain a planar and a n-mode guide at the surface for the wavelengt
about 650 nm, later used to study the sarnr

The diffused samples were characterizeSecondary lon Mass Spectrometry (SIMS) in ord¢
obtain theconcentration profile of the iron and titanium. Flecharacterization shows that the i
concentration is constant, as expected, while tre of titanium follows a ser-gaussian
evolution, wth the maximum at the surface and a width at halplaude of about 1um, as
shown in Figure 2.7From the concentration profile it is possible tocownthe correspondin
index variation, using the equati[50]

An=kCY (2.24)

where k andy are constant depending on the element diffused Gnd the concentratic
expressed in atoms/énfor the titanium diffused in Fe:LN it is knowrofn the literature that, i
the extraordinary polarization is utilized, k =-10°° cn® and y = 1. The corresponding profile
reported in Figure 2,%vhere it can be notid as thathe maximal contrast obtaina is 0.0113.
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Figure 2.7: a) Concentration profile of the titanium diffused in sample of LN bulk doped with iron
in function of its depth. b) Variation of the index refraction generated by the presence of titanium
in function of sample depth

2.4.3 Waveguide creation

The optical structure creation in LN using the plireduced direct writing exploits, as for
the lateral illumination technique, the photorefrae effect.
In this case a focused laser beam is scanned dalengample surface to write the desired
structures. Also this one is a reconfigurable methecause every variation in the refractive index
can be easily canceled by illuminating the sampléh va sufficiently intense homogenous
incoherent light. The great difference betweenather method is in that this way, due to the long
dark relaxation time of the material, the optidaustures can be considered as permanent. This
offers the great advantage that the sample candyednfrom the setup making it available for
following characterization or utilizations.
Of course, because of their reconfigurabilityisinecessary to pay attention on the wavelength
and on the intensity of the light used for thedaling characterizations, in order not to erase the
produced structures.

An analytical solution for the Kukhtarev equatidnghis case is not easy, on one hand
because the writing beam has a three dimensionaitste, on the other because it is moving
along a given direction. A rigorous treatment fog full problem could be done only numerically,
but two cases [33,39] were reported in literatina tould help understand some aspects of the
technique. The first model developed by Zozulya Anderson solves the problem for a static
Gaussian beam focused at the surface of a Fe:LNlsamith the beam polarized along the z
direction. The other interesting situation corrextsoto the solution of a one dimensional problem
similar to the one considered in paragraph 2.3i8s Ttter case is meaningful if we consider that
the resulting refractive index profile along a it line is probably not so different from this
case.

The Zozulya-Anderson model considers a fixed sirggussian beam polarized along z
axis of a photorefractive media, which enters ia flice x = 0 and propagates along the axis X,
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and exits at x = L. The crystal is cut along crijgtaaphic axis, and the beam diameter is much
more small than the size of the sample, so thatiiis is considered to be infinite. The photo-
galvanic current is generated along z.

Using these conditions, the equations are complatgived finding the distributions of
the electric charge, potential and current. Froms¢hequations, the index variation can be
obtained from using the electro optic effect. Tikidetermined starting from the variablg), the
normalized non linear addition to the refractivdear of the medium, defined as:

kK o= .
v(r) = manep “(Fer - Vo) - € (2.25)

Where k is the wave number of the electromagnaeitiliation in the medium k =n®/), n is the

2 ~
index refraction,k; = /;EZAT, E =@, & iIs the unit vector in the direction of beam
0 B

polarization,; is the electro-optic tensor apds the dimensionless potential of the electritdfie
defined ad/¢ = —k%E. Considering that in LiNb©the most important component of the electro-
optic tensor isg the equation (2.25) can be rewritten as follows:

v(r) = Sn?ry,EG(r) (2.26)

where G(r) =ki%. Sincev(r) « G(r) we shall refer to G as the normalized non linear
d

refractive index. The distribution of the potentpais completely known developing all equations

of the Kukhtarev model so, finally, the normalizedfraction index, apart from some

proportionality constants, has the expression:

k3z%+y? 1
v(y,z) = —k%—a; ZI,%,Ly +Ekn2Ephr33 (2.27)
2 wlnip?t d2
where I, = 24— o = ® 13, =222 and d is the width at half amplitude of the
8n T33E 4 8n 733

gaussian beam. In Figure 2.8r§(@nd its projection along y and z are reporteslit&an be seen
along the z coordinate the index variation is @fliji increased compare to the bulk value, but
overall a fixed gaussian beam polarized alangropagating along generates a negative
variation.

In our case the situation is similar to the oné {escribed with the difference that the gaussian
beam scans the surface along vy, so the refractdexiprofile along z is expected to be similar to
the one reported in Figure 2.8, as it is verifiecthapter 4 using far-field characterization of the
samples.

The Bian’s model [39] solves Kukhtarev equatiomgp®sing a cylindrical gaussian beam
with distribution:

—2x2

I(x,2) = 1,(0,z)ew*® 28)

propagating along the z direction. The spatial mixté the gaussian beam along the direction
perpendicular to the c-axis is assumed to be iefimnd the polarization is considered along the c-
axis. This model gives important information on #ipace charge electric field considering our
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Figure 2.8: a) Numerical simulation of the non linear refractive index generated by a gaussian
beam propagating along x. b) Projection of the index along z and c) along y.

technique invariant in the scanning direction, educing the problerto single dimensic. In
addition in the model the crystal is supposed tosber—circuited. In addition along the
direction the spatial extend w(z) of the gaussiarrlbeam is supposed to be much less thal

width of the crystal. With these approximations #pmce charge fieldsc results to have the

expression, which is identical to equation (2.

I

Ese ~ —Ep)——
SC P I+Ig+ip

(2.29)

ky

where | is the illumination generated by the gaarssieam,Ep = eZA is the photovoltaic fiel

g is the s~called dark irradiance.

This equation is not rigorously valid for our cdmause samples are not s-circuited andd =
0 but it permits anyway to have important inforraaton the space charge electric fieldating
in the LN during the illumination with a gaussiaeam. When | >>p, which is the case of o
illumination, the Ec is proportional to the photovoltaic contribution tbk field, corresponding
as will be explain in the paragra2.4.2, to the electric field at saturation.

constant and,, =
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L Y
i "y
(cladding) (cladding)
Figure 2.9: In the upper part of the image index refraction profile after
writing of the optical barriers. In the lower one, picture of a waveguide.

The Zozulya-Andersomand the Bian's model shothat the index variatiois negative,
independently of the exact form of the prc. Therefore this technique, differently from wl
discussed irthe case of SBN and lateral illumination techniquem be used to generate opt
barriers instead of a guiding ¢, as shown in Figure 2.9This implies that thewaveguide
creationrequires at least two scans along the sample &iathe claddings awe around the core.
Because of this factis technique can be considered the specular obtigeused to crea
waveguides in SBN.

2.4.4 Experimental setup

The experimental setup used to create waveguidasodic andaperiodic Fibonacc
gratings in sample Fe:LIs presentein Figure 2.10.

The structures arecreater in the sample using a&ontinuous Ti:Sapphire aser
characterized by a wavelength of 532 nm, a reetlirvertical polarizatic andar initial power of
1Watt. The beam passes through a shutter and througiea séfilters to attenuate it. Finally tl
beam is sent to a 100x microscope objective, asshoFigure 2.10aThe power of the beam «
the sample halseen set to 17 mW, after a preliminary study whialicated this value as a go
compromise between the writing velocity and theliguaf the realized structure
The objectivecan be translated along the optical axis, as sho Figure 2.10. Its translation i
allowed by a piezo actuator, controlled by a cormay. Exiting from themicroscopeobjective , the
beam has an estimated focus spot size-2um, a power density in the order ¢-10°W/m? and
the polarization parallel to theaxis.

The sample is placed above a comf—controlled translation stage, which can be mc
alongx andy axis with a resolution step of (um and velocities in the rangarh/s— 310* um/s.
The sample can be also manually tilted in ordehdwe its surface parallel to the transla
directions. he beam is partially reflected at the sample sarfand this lightgoes back throug
the microscope objective and the peope and it is collectedeflecting it toward a photodiode,
turn connected to an oscilloscc This latter possibility allow for the detectiontbie optimal
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Figure 2.10: Description of the setup used to write the waveguides and the gratings. a) Bird’s -
eye view. b)Lateral view.

focusing at the sample surface, as when the be&meused at the surface, the photod signal
shows a maximum.

To createwvaveguides ¢ gratings, the sample is placed the stage with itz axis parallel
to the beam polarization. The structures have terbated ¢ the uppersample surface, the
beam has to be focused hehdter that t is important to guarantee the horizontality af tnystal
so that, during the translation, the structurescaeated always the same height. To make 1,
the beam is focused initially on a corner of thegle, and subsequently in the opposite and
if the oscilloscope indicates that the signal iiimal in both points for the sam-position of the
microscope objective the sam is taken to bdorizontal. If it is not the situation, the cryshas
to be tilted and the microscope objectivenslated, till the horizontal condition is found.i§
operation damages optically the sample, therefugsd two regions cannot be used to creat
desired structuresMoreover, due tthe gaussian natudd the beam, it is important to rememl|
that stuctures are also writt in depth, and not only at the surface.

As aconsequence ' how the sample is placed on the stage, the laser hscan the
surface moving parallel tg axis In order to avoid the presence of systematic erdois to the
rolling and pitching of the translation stages (which eadlto the presence of <~ harmonics in
the written gratings) the lines are scanned movwlwggays in the same directic In addition to
make thick optical barriers it is sufficit to separate lines vhita distance ofdm, kecause thanks
to thedimension of about 1%n of the beam focus, this value allow to srimpose the lines ar
S0 to create larger barriamregiol.
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3| OPTICAL TWO-STATE
STIRAP IN SBN

The optical two-state STIRAP is studied using theug presented in paragraph 2.3.4, by
which waveguides are created and characterizatiidrsection the simulations of the phenomena
and its experimental realization are presented.

3.1 Setup Optimization and Characterization

The first step to characterized the setup considise study of the accessible index variation
when we illuminate the SBN with the control beams.ifwas seen in paragraph 2.3.2, describing
the waveguides formation, the maximal index contimshe difference between the one of the
dark and the illuminated zone and it depends oretternal electric field & the intensity of the
control beam I(x) and the background illuminatign |

In spite of the theoretical equation the informatam the effective index contrast is obtained
experimentally using the Mach-Zehnder interferomgitaced in the setup as described in
paragraph 2.3.4. Experimentally we count the nurobéinge in the interferometric image, from
the initial moment of the waveguide creation to skegionary situation, operation made possible
thanks to the rather slow dynamics characterizimg photorefractive process in SBN. The
number of fringesn, calculated using images as the one report&gimre 3.1b, permits to know
easily the index contraain, using the equation:

Ap ==And (3.1)

where ) is the wavelength of the probe beam, d the crystagth andA® is the phase shift
defined asA® = 2um. It is also possible in this way to connect thaygevel of the waveguide
with its refraction index contrast, counting theigton fringes for different waveguides, each
one characterized by a different color. This stisdyndamental because, experimentally we have
access to the gray level using the SLM, but fordineulation it is necessary to know the index
contrast. With this study the calibration reporiadFigure 3.2a is obtained, where it can be
noticed that the effective refraction contrastrighie order of 1¢f and that images with a grey
level superior than 75% or inferior than 50% canm®tused. In the first case because the SLM
generates a constant changing in the refractivexinish the second one because the dynamic is
too slow and an appreciable change in the inderatdre measured in a reasonable time.

From the information orn it is possible to know the phase mismatch betvweenwaveguides
using the equation:
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Figure 3.1: Interferometric image of a waveguide.
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Figure 3.2: a) Calibration measures of the effective contrast of the refraction index as a function
of the gray level apllied to the SLM image. b) Calibration measures of the phase mismatch as a

function of the gray level.

AB = koAn =ZTAn

(3.2)

The corresponding calibration is reportedFigure 3.2b.

The external electric fielctE, applied to the crystal was set ®5kV/cr and the
waveguide width i7.2um, because a precedent study has highlighted hieaetvalues are tl
optimal experimental conditio to obtain waveguide of good qualif]. The powe of the
control laser was set @bout 180mW\as a result of preliminary studi€shis allows to ofain the
largestzone for which a changing in the gray level coroesfs to a change in the effective ind
With these parameteasly the first propagation mo propagates in the waveguic

To reproduce the gaussian variation of the phasenatch in gaussian variation of t
index refractionit is important to know the dependencethe gray level in function of thiAf
between 50% and 75%his information is extract from a fit made Figure 3.2kobtaining the

equation:

gray level =-0.0052 A3+ 0.16 AB2+ 0.99 AB + 47

(3.3)



3.2Theoretical M odeling

The central part of the demonstration of the optiva-state STIRAP consists in the creation
of images reporting the optimal waveguides confion which has to be reproduce in the
crystal. To make this, a set of programs in Maliatguage reported in Annex A were developed,
creating, from the initial shape of the two pula@sand C, the desired image

The first step is to decide which pulse shape ke,thecause as seen in paragraph 0.01.1.2
there is not a privileged choice, although for digity a gaussian variation is normally
considered. So a preliminary study on the pulsesade usingProgram 1 Considering that the
light is initially coupled in only one waveguidéet coupled mode equation using the Hamiltonian
(1.51) is numerically solved and the intensity lo¢ £nd of the two waveguides is studied. The
purpose of the two-state STIRAP is to achieve % Bf the initial intensity exiting from each
waveguides, for both the intuitive and the countertive sequence. Pulses are modeled with the
aim of reaching of this situation. During this fisgudy it is important to take into account that
that the maximal variation ofp and C are experimentally limited. For the firsepFigure 3.2b
indicates that the maximal amplitude is about THcmhile for the second one the limitation
derive from the minimal inter-guide distance this# 6LM can reproduce in the crystal. As seen
earlier this one is 1;#n, so the amplitude of the coupling constant cabeduperior to the value
corresponding of this minimal distance.

The study on the optimal theoretical configurattdrpulses has also highlighted that the system
exhibits the same behavior when the phase mismiatgbositive or negative. Therefore so
experimentally four configurations have to be tédst®unterintuitive and intuitive sequence, each
ones for negative and positig.

When the optimal theoretical configuration is fouRdogram 2,solving the equation of the
propagation in a single waveguide and the couptmgde theory, described respectively in
paragraph 161.2.1 and 1.2.2, translates the \amiati pulse C in a variation of the inter-guide
distance. To solve the model it is fundamentaltiiiza the real index refraction of the waveguide
and not the effective one, so tha found with calibration measures is converted gifirogram
3. This one calculates the propagation in a singldeggolving the transcendental equation for a
theoretical index in the range 104-10*. The experimental value is predicted from theatign
(1.31) and the result is shown ftigure 3.3: from this graph, with a fit, the two values are
connected and the result equation is finally useBrogram 2. It can be seen as the two indexes
have a non-linear variation for small values arod®f, while for large values the mutual
dependency is roughly linear. Overall the entiteo$@alue is modeled with a polynomial of sixth
order.

To demonstrate the optical two-state STIRAP two egandes with different refractive index
contrast are necessary, so the coupling constapta@d G, are not equals and, as seen in
paragraph 1.2.4, their geometric average is usesolve the model. Fixing the inter-guide
distance Program 2 permits also a study in theatian of the coupling constants as a function of
AB, as shown irFigure 3.4. This graph is created using a gaussian variatidthe phase mismatch
having an amplitude of 1.0mhand an inter-guide distance qfr8: the geometric mean is about
constant, and this demonstrate that the approxdmaised to solve the model is licit.

After having calculated the waveguide curvaturg@ogsible to reproduce the phase mismatch
variation in a corresponding gray level variatiaisjng equation (3.3). These calculations are
implemented inProgram 4 and the final image with right dimensions, resoh and colors is
produced to be experimentally tested. To creaténtlge corresponding to a positixg the two
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waveguides are placed in the fig so that the microscopy objective injects the lightthe
straight one For the case of negatiAB, the two waveguides are simphanslated so that tt
microscopy objective couples thdight entirely in thecurved one, realizing tl desiderate
condition in a simpler wayymages arereated with a black backgroumdile waveguides have
gray level changing between 50% and 75%, accortingalibration measureThe theory does
not prescript whichvaveguide hs to have the fixed index and whithe gaussian o), both
configurations are expected to deliver the samaitr

10t THEORETICAL REFRACTIVE INDEX

Mtheo

0 1 2 3
Me&‘ecﬁve vt

Figure 3.3: Prediction of the effective refraction index in function of
the theoretical one in the range 10-5 - 4-10-4.
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Figure 3.4: Variation of coupling constants Ci2 and Cz: and its geometric mean
Cerr, calculated using a waveguide with a fixed index of refraction and the other
one with the gaussian contrast reported in Figure 3.5a. The inter-guide distance is
fixed to 3um.



3.3 Results and Discussion

The first set of measures utilizes gaussian puiagsg respectively the form:

AB(z) = AB, exp [— (Z;Vzl)z] (B.4
C(z) = Cyexp [— (Z;VZZ)Z] 5B

whereABy and G are the maximal amplitudes,iz the center of the gaussian and w is it’s tHe ha
width at 1/e level.

After a preliminary test on possible pulses confdions, it was decided to center
gaussian pulses respectively i=z7,6mm and z= 15,2mm from the beginning of the crystal,
equally spaced compared to the crystal border waiehabout 23mm, so that in this symmetric
situation the change from the counterintuitive k@ tintuitive sequence consists only in a
permuting of zand z in equations (3.4) and (3.5). The maximal valuéhefphase mismatdkp,
was set to 1.0mihand G = 0.42mnt . This choice is motivated by the fact that highatses
allows to better respect the adiabatic conditidme Gaussian width w is established as the value
permitting to obtain in the simulation 50% of theitial intensity at the output of each
waveguides. The resulting profiles o and C for the counterintuitive case are showRidgure
3.5a while in Figure 3.5b the corresponding vasiatof the intensity along the propagation is
reported. It can be recognized as these parameliers to maintain the system in adiabatic
condition because the intensity does not exhilgillatons during the propagation. The intuitive
sequence is reported in Figure 3.6. It can be #amnalso in this case the system tends to the
desired final configuration but initially the systds characterized by oscillations. In both cases
the simulation do not reach exactly 50% of theéahjopulation because of both the finite crystal
length and the values describing pulses.

Figure 3.7 shows the counterintuitive case simdlaising a negative phase mismatch and it can
be noticed that the intensity profile is the samdhte one for positivé\B. The intuitive case
exhibits the same behavior.

For each configurations the corresponding wavegpitdile is reported in Figure 3.8.
This one reproduces the gaussian variation of Gidering that the other waveguide is straight
and ideally placed at position zero on the ordireatis. The typical distance are in the order of
micrometers and in particular for this configuratiothe minimal distance between the two
waveguides is about 2m while the maximum distance is aboutu#0 Only two profiles are
necessary, considering that the case with negphi@se mismatch does not change the curvature.

Finally the images controlling the SLM are genettadad an example is given in Figure
3.9, the one corresponding to the counterintuiti®e. This one is created by fixing the gray level
of the straight waveguide to 75% while the curbeddg is characterized by a gaussian
longitudinal index variation, reproducing the véina of AB of Figure 3.5a. As explained in the
precedent paragraph from the theoretical point iefvvit is indifferent where the gaussian
variation is placed but unfortunately this corragence is not confirmed experimentally. In
initial experiments the index variation was pladedthe straight waveguide and with this
configuration a confirmation of the two-state STIRAvas obtained, but only for the positive
gaussian variation of the phase mismatch, indinahat experimentally some kind of asymmetry
is introduced. On the contrary, if the indexesedfactions variations are placed as in Figure 3.8
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Figure 3.5 a) Counterintuitive spatial pulses sequence. b) Simulation of the light evolution
intensity along the propagation in the crystal using the counterintuitive pulse sequence.
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Figure 3.6: a) Intuitive spatial pulses sequence. b) Simulation of the light evolution intensity
along the propagation in the crystal using the intuitive pulse sequence.
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Figure 3.8: a) Inter-guide distance calculated for the counterintuitive pulses sequence. b) Inter-
guide distance calculated for the intuitive pulses sequence.

Figure 3.9: Image used to reproduce with the SLM in the SBN the desired pulse configuration.
The present structure corresponds to the one for the counterintuitive case is reported.

there is a light passage between the waveguideallf@onfigurations, counterintuitiv
intuitive and with positive and negatiAp.
Images are more sgible to small variation iAp instead of C because of the transformation f
micrometers of the Figure 3.8 into pixels in Figuded. Effectively, known that lum
corresponds to 1pixel, variation of the i-guide distance inferior to this step are detected by
the setup.

Experimentally he light propagation is studi at the end of the crys taking videos with
the CCD camerand it is possible to see t, after an initial transient time of stabilizat which
is about 20 secongdshe light iniially injected in one single waveguide is coupletbiboth
guides. Video shows thdor all the configuratio are 50%of the initial light is achieved, ¢
predicted by simulationbut the phenomena is nsufficiently stable because light oscillatic
between waveguides aséll present after the quasi stationary stateth&tpresent we are able
highlight the phenommea for all four configurations. consecutive important work will have to
made to modify the present experinal parameters in order to stabilizetherthe process.

In any case it is possible to maa preliminary analyzéo have important informatic on the
intensity, profile and position of the waveguic From videos of each configuration, images
the one shown inFigure 3.10 e extracted and the analysis made by studying the
corresponding profilealong thd x axis for a fixedy. The latter are superimposed with t
corresponding gaussian pro (Figure 3.11). To connected tkeaxis expressed in pixel tc
physical dimengin, we rememb« from the setup description thdt pixeccp is equal to
0.73umspn. The resulted profile are rerted in Figure 3.11 where it cdre seen that for all the
configurations it is possible to achieve aboutgthme intensity in two waveguic at the end of
the crystal. Théwo gaussians the counterintuitive case witkB>0 are separated by 1{um and
with Ap<0 by 16.8m. Rememberin that each waveguideah a width of 7.2m the respectiv
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Figure 3.10: Image of two waveguides extract from the video
studying the light evolution. This kind of image is used to obtain
the profiles reported in the following figure.
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as the previous one. Each pick is superimposed with a gaussian for the analysis of intensity and
position.
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Figure 3.12: a) Pulses configuration used for test a counterexample of the two-state STIRAP. b)

Intensity variation along the crystal for the counterexample configuration.
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inter-guide distances are Irh and 9.@m: considering that two transformations betweerelf
andum are made tlee value are consistent with those expected frantthoretical profile c
Figure 3.8aln the intuitive case foAp > 0 the separation is 27unh while for Ap < 0 is 31.4m,
corresponding to an intguide separation of 2Quf and 24.g@m, respectivel

To validate the model it is also necessarfind counterexamples of the t-state STIRAP just
demonstrated. The aim ie confirm tha the 50% splittings achieved only if pulses respect
the theoretical model consints described in paragraph 0.01.1Fbr this purpos a pulse
sequencexpected to preve the passage of the light beten the two waveguidavas analyzed.
The sequence reported in Figure Za was selected, to demonstrate ith#é necessary to have
gaussian variation of thengitudinal propagation consti. AB. For the counterexamy Ap was
set constant to thealue of 0.5mr™, while C is not changed witlespect tcthe precedents tests.
The corresponding intensity simulation along theppgationshownin Figure 3.12. The light
injected in one waveguide, after an initial ostion, remains almost all confin in the same
waveguide.

With this configuration the corresponding imés formed by two waveguides, one straight
the other one curbed, hagithe same curvature calcule earlier but this time both with a fixe
index. | particular the straight one has a gragl@f 75% while the other one is calculated us
equation (3.3) forAB=0.5mn™’. In this casethe video shows that, after a initial transientet
characterized by oscillations, the light remainsfomwd in the waveguide where it is injecte
confirming the theoretical expectatic

Another type of pulses variation walso testedso that the quantum phenom would
be independent from the their analytical folln particular supegaussian of fourth order we
used reported in Figure 3.1, and following the equation:

28@) = Ay exp |- (22)'] 36)
C(z) = Cyexp [— (2;22)4] (3.7)

whereABy, and G are the maximal amplitude; is the center of the supgaussian and w is i
half width at 1/e level.

In this case, the intensiiy the two waveguides evolves toward 50% splitting for smaller
amplitudesAp, and G for the gaussian profilen particularAB, is set equalo 0,6mn'* and G =
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0,3mm™. Consequentlyv was fix to 6,2mm, that is;zand z are the samas in the precede
configuraton, equals to 7,6mm and 15,2mm, respecti This configuration allowanyway to
maintain the systerin adiabatic condition, visible from the Figure 3ulbecause of e non
presence of oscillations.

The corresponding integguide distance is shown in Figure 3.14, where it ba seen as tl
maximal is about 120n. The phase mismatch is reproduced alwusing equation (3.3) and t
corresponding figure is experimentally testeUnfortunately thecurvaturc necessaries to
reproduce C igoo large so that the light can be here conand,in spite of the simulatior
experimentally this configuration canrbe used to test the two-state STIRAP.
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Figure 3.13: a) Counterintuitive supergaussian pulses sequence. b) Simulation of the light
evolution intensity along the propagation in the crystal using the counterintuitive supergaussian
pulse sequence.
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Figure 3.14: Inter-guide distance calculated for
the counterintuitive supergaussian pulses sequence.



4| DIRECT WRITING OF FIBONACCI
WAVEGUIDES ARRAY IN Ti:Fe:LN

Using the setup described in paragraph 2.4.4, iassef waveguide was produced in our
Fe:LN sample. The resulting system was studied bothear field to characterize the light —
confinement properties of the written optical bensi and in far-field using an optical
diffractometer. The first approach exploited théupepresented in paragraph 4.1, while the
second one will be described in the following. Téisdy is the basis to a further develop of the
optical system able to reproduce optically the gugstals.

4.1 Waveguide characterization

The first step of our investigation consisted inedaining what are the best process
conditions are in order to obtain a waveguide ahdtwhe limits of the writing technique are. The
first experimental waveguides set was realizedha bulk of a Fe:LN sample described in
preceding paragraph (sample code:151.15.2), fatigulie schema shown in Figure 4.1and in the
Table 4.1. In this case the field is confined ifyame dimension, so that the resulting waveguide
have a configuration somehow similar to those eckatith the lateral illumination technique. A
set of waveguides was therefore realized by chanigira systematic fashion the writing speed
between 500 and 1000 pm/s, the barriers width letv@® and 5 um and the waveguide width
between 25 and 50 pm (see table 4.1).

The setup used for the characterization wavegurdesar field is shown in Figure 4.2. The
source is a fiber-coupled laser diode with a wahgtle of 670 nm, a power of some hundreds of
microwatts and controlled by changing the injeatedent. The beam exiting from the fiber is
collimated by a convex-plane lens with a focal angf 3cm, and injected in the microscope
objectivel. The sample is collocated in the focuthe probe beam, so that the probe signal is
injected inside the waveguide structures. A seaoimoscope objective with 50x magnification
placed at the output surface, collects the lightirex from the waveguide. A CCD system
connected to a computer was connected to the oolkperttive, to collect some image of the beam
exiting from the surface

Two type of focusing objectives were used durirgdhalysis, one with an enlargement of 4x
and the other one with an enlargement of 60x. Rl@requations describing the transmission of
a gaussian beam through a focusing components,pbssible to estimate the diameter of the
laser exiting of these two lens. In particular tbheused spot for the first one has a diameter of
about 2um, while for the other one of aboutr.

57



4 | Direct writing of Fibonacci waveguides array inHé:LN

To study this first set of waveguides, imicroscope objectivel with the enlargement o
was used, because its waist was better suitea twvdlreguide dimensiol

T
o

S.66MMmM

Figure 4.1: Description of the first waveguides set wrote in the sample 151.15.2. the reference
system indicated the crystallographic axis of lithium niobate.
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A B C D
1| 23| 1] 2] 3| 1| 2] 3] 1 | 2
Writing velocity pim/s] 500 1000 500 500
Barriers width um] 30 30 15 10
Waveguide widthfm] | 50 | 35 | 25| 50| 35| 25/ 50 35 2% 50
L [um] 1000
S [um] 250
Table 4.1
convex-plane micrascope
lens objective?

microscope
objectivel

focal
length

Figure 4.2: Description of the setup used to study waveguides.




Figure 4.3: a) Image of A1 waveguide, which presents a multi-mode propagation
of light. b) Image of A2 waveguide, characterized by a mono-mode propagation.
The x axis is along sample surface, while y along the volume, where the extension
of a guide is about 100pum.

The preliminary characterization is made with theéDCcamera, which permits to ta
images of waveguides, as shownFigure 4.3, where Al and Aguides are presented. Tl
system allows taeasily evidence a wavegu and to distinguishperpendicularly to the bea
propagation, i.e. along theaxis, its multi-mode (Figure 4.3a) or a memode nature (Figure
4.3b).1t is also possible to evaluate its extension m\tblume of the samg, i.e. alongx axis,
which is about 100m andto notice that thenaximum of the guiding is near the surface
addition in this direction, figures show the preseof fringes, owed to internal reflections at
surface.

The second characterizati is made studying guides profiledon¢ z axis, i.e. by
comparing theneasured near field images along the depth dire
Initially the influence of optical barriemriting velocity is carried ouand, as exampl profiles of
guides A2 and Bare reported itfFigure 4.4a. These ones werade witl the same width (35
nm) and barriers dimensic (30um), but the first one was writtewith a velocities stage
translationof 50Qum/s, while the secol one with 100Qm/s. Thesewo valueswere chosen after
a prdiminary study on gratingsas they permit to obtaia suitable compromise between the t
necessaryo complete the writing of the entire sample and magnitud: of index refraction
variation for the power of 17 mwW
It can be noticed a&2 allowsfor a better confining of the light: there#oit is preferable to writ
the barriers with a velocitinot larger than 5Q00n/s. This resujtas seen in paragrai2.4.2, has
also a theoretical motivatiobecause a smaller velocity aloe to retttd maxinal space charge
electric field,creating a large refractive index contrast compé#odate bulk valut

59



60

4 | Direct writing of Fibonacci waveguides array inHé:LN
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Figure 4.4: Profiles of intensity of confined light, projected along x direction. a) Profile of A2
(black) and B2 (red). b) Profile of A2 (black) and C2 (red). c) Profiles of A1 (black), A2 (red)

and A3 (blue).

The influence of barriers width is also examined,aas example, the profiles of guic
A2 and C2 are reported iFigure 4.4b. These one were made with the same writing velc
(500um/s) and width (35nm) but the first one has twaikes of 3Qum, while the second one «
15um. In this case the difference of confined lighteirsity is about 1%, so it is not necessar
make wider baiers to obtain a suitable confin..

Finally guides width is taken into account and,e&ample,the profiles of group A ar
shown inFigure 4.4c. These guides were made with the same barriemsrdiion (3(@m) and
writing velocities (50Qm/s), but with different widths. Thfigure shows that only guides wi
dimensions inferior to 36n have mon-mode propagation of light.

The secondexperimentawaveguide set was made againthe sample 151.15 after
having canceled th@receding structur, but this time in theitanium guide, following th
schema shown iRigure 4.5 and in theTable 4.1. In this case wabtained waveguides which &
hybrid, because theonfinement is achieved in two different ways: imedlirection it is possibl
thanks to the photorefractiaptical barriers while in the other orhanks to the presence of t
titanium waveguide.

In this case anicroscope objecti\l with an enlargement of 60x was us&tjs is a necessa
compromise because the hybrid waveguides havedinguiegion with a very different size alo
the horizontal (~20 um) and vertical (~2 |, so that it is necessary to haveeamfocus waist
with a dimension comparable tioe one of the titanium waveguide.
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Figure 4.5: Description of the first waveguides set wrote in the sample 151.15.2.
A B C D E
1] 23] 1] 2] 3| 1] 2] 3 1]2]1] 2] 3
Writing velocity 50C 1000 500 50C 500
[um/s]
Barriers width 30 30 15 10| 5 1
[m]
Waveguide | 5o | 35| 25| 50| 35| 25| 50 3§ 25 5050 | 50| 35 25
width [um]
S [um] 250
Table 4.2

4
I

Figure 4.6: Images of group A, written in titanium waveguide. a) A1l guide, characterized by a multi-
mode propagation of light. b) A2 guide, where the propagation is mono-mode. c) A3 guide, with a
mono-mode propagation, in which a defect owed to the crystal is present.
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Figure 4.7: Images of group C, wrote in titanium waveguide. a) C1 guide, characterized by a multi-
mode propagation of light. b) C2 guide, where the propagation is mono-mode, but a defect owed to
the crystal is presented. c) C3 guide, with a mono-mode propagation.
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Figure 4.8: Images of group D, wrote in titanium waveguide. a) D1 guide, created in a crystal defect.
b) D2 guide, where the propagation is mono-mode, and where a defect owed to the crystal is present.
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In fact, images had shown the presence of lighkadges in titanium waveguide from t
photorefractive optical barriers, caused by différealues of index refractiovariation alongx
andy axis. Indeed, beingny >> Anpariers @ different numerical aperture of the beam alz and
X, i.e. an elliptic beam, would be required to héve optimal coupling, while the real one
symmetric. To solve this problem it wol be necessary to change the set up describFigure
4.1, inserting a cylindrical lens after the microscajigectivel to make the beam elliptic, ot
change the variation of index refraction modifythg diffusion parametersf the titaniun.

The firstcharacterization is made with the CCD camera, as/shn Figure4.6, 4.7 and
4.8where the group A, C and D are preset Observing photosf A3, C2, D1 and D, it can be
noticedas this way to create waveguides is more sensibdeystal imperfection, and because
this reason D1 guide excluded from the analys It was impossible to observe a guided mod
the group E, madeith barriers of iim, so it is possible to conclude thadaveguidesccreated with
a beam power of 17mW and a writing velocity of p®@< cannot confie the light, if the barrier
are created with a single line.

The second characterization is made projected &« andy the pofiles of confined light.
In particular along, as reportedn Figure 4.9which show the behavior of A1 as example, it
be noted howhe titanium waveguide permits to confine entirtbly ligh along this directiol

Profiles obtained alongare reported | Figure 4.10 and they aadl normalized to on in order to
make clearer the comparison on the shajthe propagation modes. It can be seen that g
with a width of 5@m are always mul-modes, and to have a monwde jropagation it is
necessary to have a width inferior tou8% sc that it is nearly irrelevant to create barriers
30um or 15um, because the trend of modes is the same, if thimgvvelocity is 50Qm/s. This
consideration changes if the width of bais is reducedp to fum, because they confines less
light and the propagation becomes mr-mode.

With this technique it is possible to reproduce titawas made with the later
illumination technique but with some limitations, for example the mimum distance than c:
be achieved between waveguides, which cannot be sradller than 5 microns for the explo
range of experimental conditio

CONFINEMENT IN TITANIUM WAVEGUIDE
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Figure 4.9: Intensity profiles of confined light, projected along y direction.
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Figure 4.10: : Intensity profiles of confined light, projected along z direction. a) Profiles of group A: A2 (black)
which shows a multi-mode propagation while A2 (red) and A3 (blue) a mono-mode. b) Profile of group C: C1

(black) characterized by multi-mode propagation, while C2 (red) and C3 (blue) by a mono-mode.

4.2 Gratings characterization
4.2.1 Description of the setup

The gratingsharacterization made through the study of théliffractions patter in the

reciprocal space, obtainegding he setup shown in Figure 4.11 [48].
The source laser is a -Ne, havinga wavelength of 632.8 nm and a powe 5mW.

The beam is initiallytransmitted through a chop|, whose frequency is 360 , a vertical
polarizer and an attenuator. After that the laseses through leam expand, collimating it,
and an iris, selectingnly its central pa. The aperture of the latterenmits to define the
illuminated area on the sam the spot size, so ththe beam has the appropr dimension to
cover the grating surfacd he sample is placed on a rotational stage, itsti axis parallel to the
rotational axis. This stag@erfoming a® scan, has a stagsolution of 0.0Cdeg; the sample
position with respect to the rotation axis can &eand it isplaced on a translation sta so that
the sample surface contains the goniometel. The detector is a Si PIN dic is mounted on a
second goniometdraving a minimum step of 0.005deg and perfori the sc-called6 scan. As
the diffraction pattern has to be obtained in the ffeld, a spherical lens is mounted on
detector arm, with a 10@m slit in its focal point. Using th configuration, the photodetector ¢
scan along the true far field region, i.e. associating to a given propagatdirection the
measured signal. The photodetector is connectedltak-in which uses the chopper signal
reference. In this way a godynamic of seven orders of magnitudes is obtaiThe diffracted
intensity is finally recorded and stored on a

Thefocused spotsize after 1 lenshas a diameter which is inversely proportionalh® diamete
of the probe beam @/ so it is importat to verify thatit can entirely enter in thelit, in order to
avoid loss of intensitgnd/or resolutia. This is verified by doing &-scanof the primary bea,
for different iris apertures.he largest aperture possible is of 5mm, becauséstthe Imit value
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D—

polavizer

Figure 4.11: Description of the setup used for gratings characterization.
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Figure 4.12:

to cover about entirely the grating surt andtherefore apertures of 4mm and 3 mm \ tested,

as shown in Figure 4.12 If thes aperture is 3mm, which creates the larggsit size aft¢ the

lens, the maximum of the intensity is (Figure 4.12)meaning that the focused size is still

to pass the 10@m slit. This implies thathe angular resolution of the apparatigetermined by
the split sizeand not by the lel. In the following the largest iris apertuoé 5mmr can be used,
because guaranteeittge major intensit'

The setup just describeallows to obtain the diffraction patternk)(in the reciproca
space considerinthe geometry showin Figure 4.13. In this configuratiom and6 become
respectively the incident angle the primary beam with respedb the sample norn, and the
angle between the primary beam and the diffracte. LetKy beingthe incident momentunK s
the scattered onefor elastic scatterinck = KgKq is the exchangednomenum. In this
configuration be projection along x and z k becomes:
= k[sinw + sin(6 — w)] (4.2 a)
[cosw + cos(6 — w)] (4.1b)

ky =k
k, =k

V4



so it is clear that bygrforminga o — 6 scan according to a suitable pattpravides information
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Figure 4.13: Description of the geometry used to convert the
direct space in the reciprocal one [48].

in the reciprocal space.

detector

4.2.2 Periodic and Fibonacci diffraction gratings

With the setup described in the previous sectibreet different gratings, written on t
titanium waveguide of sample 151.14, were studied, of them aperiodic and one periodic,

shown in Figure 4.14 andhose characteristics are reporteTable 4.3

A B C

5 L
FE - -

Figure 4.14: Description of the sample 151.14. A and B are aperiodic
Fibonacci gratings while C is periodic.

A B C
Long (L) [um] 23 23 23
Short(S) [um] 17 15 /
Writing velocity Jum/s] 500 500 50C
Lines numbe 300 300 30C
Table 4.3
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PERIODIC GRATING

1
0,13534
0,01832

0,00248

3,354E-4 ! :
4,539E-5
6,144E-6

8,315E-7

Intensity normalized [a.u.]

1,125E-7

1,523E-8

kx [um™]

Figure 4.15: Diffraction pattern of periodic grating. The intensity is reported in
logarithmic scale.

The periodic grating (C) permits to make a completag/ study on the writing techniq
explained in paragraph 2.4 analyze the characteristics of the single tireating the cdding
of the waveguides, and also validate the resultsefperiodic grating:

They are studied is fdield using the optical diffractometatescribed aboviand the
corresponding diffraction pattern is presentedFigure 4.15 where and it can be seen t
diffraction peaks are equally spaced, as expe

In particular, the theoretic@lindamental period Q of the pattein the reciprocal spads defined
as:

Q== (4.2)

where L is the gratingpacing, so the expected ve for this particular gratir is 0.273m™.
Consequently of this formulde position of eacpeak in this space &tuated in , = nQ, with n
an integer number.

To verify if the theoretical Q is in accordance with the expenital on, peakspositior has been
plotted in function of its ordefThe corresponding graph is shownFigure 4.16 and a linear
interpolation of the experimental d gives the parameters:

Qexp = (0.27247+ 0.00005)m™
intercept = -0.0007+0.0004)m™

in excellent agreement with the nominal v.
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Figure 4.16: Peaks position in the reciprocal space in function of the
order. The slop of the linear fit permits the estimation of the real grating
period.

From the analysis of peaks intensitnformation on the ineix profile created by the
photoinducedilirect writing are deduct.
From standard diffraction theory, in the thin gngtiapproximation, the diffraction pattern can
expressed with a function of this k:

1(qQ) = X532l F(@)|1?8(q —nQ) (4.3)

where|F(q)|? is the square modulus of the structure factor§(q — nQ) is the Kronecker delt
function. In other words, the reciprocal spacerisiiy i< given by a series of evenly spaced d
—like peaks located at positionQ, whose intensity is modulated by the funct

L

F(q) = f_i An(x) e~"9%dx. (4.4)

whereAn(x) is the reakpace refractive index profile of a the repeateiti (imour case a writte

line). As it is well known, the presence of the squanediulus prevents one from obtaining dir

information onAn(x) by directly calculating the inverse Fourier transform|F(q)|?, because all
the details on the phase Bfq) are missing. We used therefore two approachesdriiitst cast

we search for a simple function in direct spaceAn, so that the squared modulutits structure
factor gives an analytical dependence describirth vaasonable approximation the recipr¢

space intensity of each diffraction peak. The dated structure factor is then adjusted to

experimental data in order to obtain an approte estimate of the shapeAn(x). In the second
approach, the actual shapeAn(x) is disregarded and the structure factor in recgrepace i

simply described using some phenomenological fancfThe idea is thzas the real space she

of the Ine is the same for all the produced grating, weeekthe structure factor to be the s¢

for all. The periodic grating is then used to estinthis function and subsequently usei

simulate the other more complex structt
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. STRUCTURE FACTOR
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Figure 4.17: Peak intensity in function of its position in the reciprocal
space. The fit of the exponential data.

Following the first @proach, it can be seen that th— behavior of the peak intensities more
less obeys an exponential depende

|F(q)|? = Ae™/t (4.5)

The separate fit of theositive and negative, gives the following parameters:

Negative k Positive k
Ala.u] 0.00114 + 0.00009 0.0013 £ 0.0001
t [um™] -0.23+0.01 0.23+0.01
Table 4.4

An analytical function whose squared Fourier tranmsf gives an exponential like (4.6) is
Lorentzian function, L(x):

L(x) =B 2 (4.6)

2
24(=
<+(;)

Where B = A and I'n = 1/t, separately for positive and negatiy. Using mean value of tt
Table 4.4,

A = (0.00122 + 0.00007) a.u.
t = (0.230 + 0.007pm™*

the Lorenztian L(x)s characterized by the paramet

B = (0.034928 + 0.0000002) a.u.
I = (0.69 + 0.01um
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Figure 4.19: Index refraction profile obtained in bulk Fe:LN using the direct writing
technique, for a laser power of 17mW and a velocity writing of 500pum/s.
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Figure 4.18: Simulation of the global variation of the refractive index due to the
presence of the titanium diffused in the surface and the photoinduced direct writing
technique.

According to this view, we may estimate that thieaietive index profile of a single line writte
with an incident power of 17m and a writing velocity of 500n/s, has a Lorentzian shape, w»
the above listed parameters. A plot of the linghiswn in Figure 4.1¢

From this profile also information on width optidadrriers created in the sample 151.15.2 ce
extracted. The width at half heigl" equal to 0.6@m, is in agreement with the experimer
observation that two lines written at a separasimaller than ‘um merge togethe

On the contrary the amplitude B is not an indigatd the maximum refractive index obtainat
because of the equation 4 where the peak intensity is only proportionaktuare module ¢
the Fourier transformation. At this stage of sethyaracterization it is only known from t
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literature, as seen in paragraph 2.4.1, that thiatien is in the order of I To have the real
value two solutions are possible: to solve numéyithe non linear problem for a focalized laser
beam scanning the surface of the sample, or tareithé setup a Mach Zehnder interferometer to
measure it directly, as made for photoinduced waieksg in SBN.

In Figure 4.19 the Lorentzian profile of Figure &.8lue to the photoinduced direct writing
process is superimposed to the refractive indefilpraf Figure 2.7b generated by the presence of
the titanium. The waveguide E3 is simulated, charamed by a width of 2band single optical
barriers.

For what concerns the second approach, it candrethat the function:

—(x—x0) —(x=x9)

IF(q@)|? = Aje &1 +A,e *t 4.7)

can be used to describe accurately the q — depeadgrFigure 4.17 of the peak intensities in
reciprocal space. This function will be exploitedd simulate the experimental data obtained in
aperiodic gratings, as explained in the following.

The aperiodic grating (A and B) are studied with $ame setup of the periodic one, i.e.in
far-field. The aim of their characterization isunderstand if these gratings arranged in Fibonacci
sequence exhibits the expected characteristics.

The two periods L and S are arranged followingdiestitution rule explained in paragraph 1.1.2
but it was decided to utse a total number of 3Gibds.

The resulting diffraction pattern is reported igiie 4.20 and Figure 4.21, where it can be seen
as the peaks numbers is much larger than the peooeé: this is the peculiarity of these types of
gratings which are dense, i.e. theoretically betwea peaks it is always possible to find another
one having an inferior intensity.

In order to analyse our results, we follow the Inevand Steinhardt formalism [49] according to
which in the real space, 1D quasicrystals may Ilseriteed by the general form:

xn=n+a+%[§+ﬁ] (4.8)

where n is an integet,the golden ratio and,  a generic shift of the reference system and [y] is
the integer part of y. Knowing thaf5 = t (1 + Tiz) equation (4.8) can be rewritten as

M} +a-—pt (4.9)

X, = (n(1+r_2)+\/§ﬁ)—%{ =

Where {y} indicates the fractional part of y. Thiest term is invariant under transformation of
integer multiples of (1 + ) while the second one is always periodic with pet(1 +1 ).
Equation (4.9) can be rewritten as:

X, = (na+ @)+ F(na+ ¢) 4.10)

where the first parenthesis indicates a quantitjode of perioda and F is a periodic function
with period b such that b/a is an irrational number
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Figure 4.20: Diffraction pattern of the Fibonacci grating A. The intensity is reported
in logarithmic scale.
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Figure 4.21: Diffraction pattern of the Fibonacci grating B. The intensity is reported in
logarithmic scale.
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Considering the equation (4.10) the position oflmes can be formally considered as the sum of
a two periodic sequence having two incommensuratiegsa andb. It can be shown that in the
reciprocal space the peaks positions are defined by

n' 2nt? n'

O =21 (3+5) =T (h+7) (@.12)

where h and hare two integer numbers..

Adapting this theory to ours gratings, the equa#B) can be re-expressed as:
Xn = nL, + AL || (4.12)

where L, is long period andL = L; — L.
Following the same procedure used for the equétid@) the equation (4.12) can be rewritten as:

(4.13)

-1
x, =n(L, + ALT™Y) — AL {M}

T(Lp+ALT™1)

The first term is invariant under translations &f (+ ALt ™) and the second term under
translations of(L, + ALt ™). In this case in the reciprocal space the peakiipn are given by
the formula:

O = o (R + 1) (4.14)

- L,T+AL T

This formula cannot be directly used to generatkpgosition because of their dense position in
the reciprocal space. The comparison between tperiexental value and the simulation is easier
if the diffraction pattern is analyzed by directbalculating its reciprocal space intensity
distribution from the basic definition:

. 2 . 2
1(q) = |22V, Fgyeis|” = LIF(q) [Ty eio] (4.15)

wherex,, are the position of the grating lines accordinghi Fibonacci sequence and F(q) is the
structure factor, in principle equal to the ondhaf periodic gratings. For the aperiodic gratimg, t
calculate the the reciprocal space intensity distion, it is necessary to separate the line shape
contribution due to the structure factor from thentcibution generated from the Fibonacci
arrangement. The square module of the structureobt@sned from the fit of the peak intensities
of the periodic grating (equation 4.7 and Figurg7i The third term of the last member of
equation (4.15) is numerically calculated consmigrg = Q n and as example the result is
reported in Figure 4.22 for the grating A where teeiprocal space is limited between 0 and 1.
Comparing this graph with the one of Figure 4.3%réng the experimental value it can be seen
as the dense structure is well reproduced. Onlypgaks are not in according with the real values
because the simulation is very sensible of the 8(k) the function adopted, in this range, not
reproduce with a good approximation experimentiles® The simulation is in accord also with
the rest of experimental values.
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Figure 4.23: Simulation of the structure factor for the Fibonacci grating A.

% 10_7 EXPERIMENTAL VALUES
2. r

R i 7

=15k

2

B= [

i 1

4]

g

:

e 0.5t i 4. '
% g 4 : !
1 ] ® s & [ 4 -
: 8 ‘l ; !. LY -

a
0. 0.1 02 03 04 05 06 0.7 08 09 1.

kx [pm]

Figure 4.22: Experimenetal values of the Fibonacci grating A in the range between 0 and 1
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CONCLUSIONS

This work was devoted to the experimental studguzintum — optical analogies by means of a
new and powerful experimental approach which explihie photorefractive effect in two

different materials to produce arbitrary and re@pnfable optical structures which can be used to
mimic some quantum — like phenomena.

The analogy between these two branches of physickased on the observation that the
Schrddinger equation, describing the temporal éwluin the quantum world, has the same
structure of the equations resulting from the cedpmode theory. In particular they are
equivalent if a correspondence between temporal zandordinate is established and in this
picture every quantum level become the analoguesifigle optical waveguide.

Two different setups were exploited. The first odeyeloped by the Laboratoire Matériaux
Optiques, Photoniques et Systémes (LMOPS) at thealoe University, Supélelc campus in
Metz (France) based on the lateral illuminatiorhtegue on Ce-doped SBN samples, the other
one, realizedex novoat the Padova University exploiting an originalirédt laser writing”
approach on iron — doped lithium niobate. Thesedysiems proved to be complementary as the
first allows for the production of arbitrary dynaal structures, while the second is an excellent
way to produce at low cost semi — permanent opstaictures and enabled us to successfully
prove the optical analogue of two effects. The athge of this approach is that the proposed
methods are extremely versatile and have low sosare particularly suited for rapid prototyping
of he complex optical structures needed in thiskwor

The first quantum effect reproduced is the twdest&TImulated Raman Adiabatic
Passage (STIRAP) which allows achieving a cohesaperposition of two quantum states with
equal probability in a two — level system, i.einitially the population is entirely confined ingh
ground state at the end of the process an equaibdion of the atoms in the two states is
achieved. Form the quantum point of view this dffecproduced modulating conveniently the
laser Rabi frequency coupling the two energy lewgld the detuning between the laser and the
Bohr frequency. Optically this is traduced moduigtin the same way the coupling constant
between the two waveguides and the refractive iraderg the propagation direction. It is worth
highlighting that this effect from the quantum poif view has been only theoretically predicted
but not tested experimentally because it is diffita find a quantum system with the desired
characteristics.

Experimentally these structures were reproduceathusie lateral illumination technique in a SBN
crystal. The configuration giving the better resukploits a gaussian variation of pulses centered
in z = 7,6mm and z= 15,2mm along the crystal length, having a widthalf width of 6.2mm
and the maximal value of the phase mismatch equabDimm'* and for C to 0.42mth.
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This was reproduced creating in SBN two waveguide® straight and having a constant
refractive index and the other one curved so thatinter-guide distance is modulated with a
Gaussian profile and with an additional Gaussidike-modulation of the refractive index. The
experimental configuration was created startingnftbe pulses shape and resolving the coupled
mode theory using Matlab language. A numerical ltdiem of the related equations was
implemented, in order to allow for a precise designthe needed structures. With this
configuration, the optical analogy of the two atetSTIRAP was successfully observed, to our
knowledge for the first time. It is worth pointiraut that this effect has also some interesting
practical application because a structure simdathe one here observed can be exploited as an
achromatic directional coupler, of great interestdll optical signal processing. Future work will
be needed to increase the stability of the obsestredtures which, due to their dynamical nature,
may not allow for the observation of the phenomeifoora long time.

The second part of the work is devoted to the ldpweent of a new method to realize
semi-permanent arbitrary three — dimensional obtatauctures, using the photorefractive
properties of Fe — doped lithium niobate. The dgwed method involves the writing of optical
structures using a low — power focused laser bezanred on the sample with the aid of a
computer — controlled translation stage. In thiprapch optical barriers can be written either in
the bulk or on the top of a Ti - diffused wavegumh a Fe: LN sample. This method may seem
similar to the other well-known direct writing apaches such as femtosecond laser writing,
however it bears the following important differeacé) the laser source can be a low- cost CW
green laser with moderate power of the order oml. (ii) The realized structures can be easily
erased by illumination with a inhomogeneous lighi). The obtained refractive index variations
are negative instead than positive. The realizédpseas tested, defining the optimal process
parameters, which enabled to obtain stable refmcindex modulations were obtained. In
particular the possibility of confining light intevaveguides obtained by creating two optical
barriers at close distance was demonstrated, tkrmwledge for the first time.

Also this method can be used to test some quantwoegses, similar to the ones
highlighted above, or to test the optical analogiisome solid state systems difficult to obtain
experimentally. In this thesis, to demonstrate wisefulness of this approach, we studied the
diffraction characteristics of an optical quasirystal, which will be used in the continuation of
this work to study the propagation of light in areg of aperiodically coupled waveguides. Quasi
crystals can be considered as an intermediate fedseen an ordered and a disordered structure
which does not exhibits translational invarianceé #ayway possessing a long range order and
displaying some peculiar aspects in diffraction eepents. To this purposes we exploited the
advantages of our setup to record a series of guasiriodic lattices by writing a sequence of
lines arranged according to a Fibonacci sequertoerdciprocal lattice of the produced structures
was studied by optical diffraction. By comparisoithwa periodic grating recorded in the same
conditions, we were able to obtain information ba tefractive index profile of a single line and
we highlighted how the presence of quasi — periodier modifies the diffraction characteristics
of the sample. An analysis performed using quasiystal theory, shows that the diffraction
pattern is in good agreement with theoretical mtsatis.
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ANNEX A

In this section programs written using Matlab laage are reported. They are used to
create all simulations and images reported in thapter 3, and they were the base to the

experimental study of the optical two-state STIRAP.

PROGRAM 1
Clear all

%% Guides parameters

step=0.001; %step of calculation

length=23; %mm

nrguide=2; %number of the guides
nrzpoints=0:step:length; %number of the points along the crystal

%% Pulses parameters
kconstant=0.37; %coupling constant max (mm-1)
delta_beta=1.0; %delta_beta max (mm-1)

%gaussian variation of the coupling constant and th
kconstant1(1,:)=kconstant*exp(-((nrzpoints-13.8)/(5
delta_betal(1,:)=delta_beta*exp(-((nrzpoints-9)/(5)

%% Initial conditions

%definition of the matrix of electric field
Es=zeros(nrguide,size(nrzpoints,2));

%the electric field is coupled entirely in one of t
Es(1,1)=1;

%% Resolution of coupling equation using Euler's me
for j=2:size(nrzpoints,2)

Es(1,j)=Es(1,j-1)-i*step*(kconstantl1(j)*(Es(2,j
Es(1,j-1));

e phase mismatch
))"2);
)."2);

he two guides

thod

-1))+ delta_betal(j)*

Es(2,))=Es(2,j-1)-i*step*(kconstantl1(j)*(Es(1,j -1)));
Intensityout=abs(Es)."2; %calculation of the intensity

end

figure;

plot(nrzpoints,Intensityout);

xlabel( 'Distance along the crystal [mm]' );

ylabel( 'Normalized Intensity [a.u]' );

title(  'INTENSITY PROFILE' , 'FontWeight' , 'bold’

axis([0 23 0 1.1));

box off ;

figure;
plot(nrzpoints,delta_betal,nrzpoints,kconstantl);

title ( 'GAUSSIANS PULSES' , 'FontWeight' , 'bold’

, 'FontSize' ,9);

, 'FontSize' ,9);
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xlabel( 'Distance along the crystal [mm]' );

ylabel( 'Pulses [mm~{-1}]' );

%the writing is controlled by the mouse in the grap hic
gtext( ‘'\Delta\beta' );

gtext(  'C" );

axis([0 23 0 1.1));

box off ;

PROGRAM 2

clear all

lambda=633e-3; %wavelength (um)
length_crystal=23; %mm

Z0=376.730; %characteristic impedance of empty

%% Pulses Parameters
%the crystal is subdivided in steps of 0.05 mm
nrzpoints=1:0.05:length_crystal;

C=0.3; %coupling constant max(mm-1)
B=1.0; %delta_beta max (mm-1)
%gaussian variation of the coupling constant and th e phase mismatch

kconstant=C*exp(-((nrzpoints-7.6)/(7))."2);
delta_beta=B*exp(-((nrzpoints-15.2)/(7))."2);

%% Waveguides Parameters

d=7.2; %waveguide width pm (6 pixel)
s$=1:0.05:30; %waveguide separation (um)
ne=2.2953; %Dbulk refraction index

%guide with fixe refraction index

frangie_a=4.7,; %it corresponds to a gray level of 75%

%experimental refraction index

dn_a_efficace=lambda*frangie_a/(length_crystal*10"3 ):

%theoretic refraction index extract from Program 3

dn_a=-1.2e19*dn_a_efficace”6+9.9e15*dn_a_efficace”5 -3.3el12*
dn_a_efficace™4+5.5e8*dn_a_efficace”"3-5e4*dn_a_effi cace”2
+3.8*dn_a_efficace+1.3e-5;

%guide with varying refraction index
%experimental refraction index

dn_b_efficace(1,:)=(lambda*10”(-3)*delta_beta)/(2*p i)+dn_a_efficace;
%theoretic refraction index extract from Program 3
dn_b(1,:)=-1.2e19*dn_b_efficace.6+9.9e15*dn_b_effi cace.b-

3.3e12*dn_b_efficace."4+5.5e8*dn_b_efficace.”3-
5e4*dn_b_efficace.”2+3.8*dn_b_efficace+1.3e-5;

%% Transcendental equation of guide with fixe refra ction index
k0=2*pi/lambda;
%limit value of sin_theta for the first mode
lim_a=lambda/(2*d*(ne+dn_a))-1e-12;
%complementary of the critical angle
theta _c_a=acos(ne/(ne+dn_a));
sin_theta_a=0.000001:0.000001:lim_a;
for g=1:length(sin_theta_a)
%left side of trscendental equation,m=0
left_a(g)=tan(pi*d*(ne+dn_a)*sin_theta_a(g)/lambd a);



%right side of trscendental equation

right_a(g)=sqrt((sin(theta_c_a))"2/(sin_theta_a(g )*sin_theta_a(g))-1);
result_a(g)=right_a(g)-left_a(g);

end
%it find the minimum value and it stokes in i_a the corresponding index
of array
[minimum_a,i_a]=min(abs(result_a));
%it is the value where the two curves cross each ot her
sin_theta_m_a=sin_theta_a(i_a);
theta_m_a=asin(sin_theta_m_a); %mode angle for waveguide a
%Longitudinal constant of propagation for waveguide a

beta_m_a=k0*(ne+dn_a)*cos(theta_m_a);

%% Calculation of mode's constants
h_a=sqrt(k0"2*(ne+dn_a)"2-beta_m_a"2);
%Tranverse propagation constant for waveguide a

gamma_m_a=ne*k0*sgrt((cos(theta_m_a))"2/(cos(theta_ c_a)"2-1);
%Extinction coefficient for waveguide a
b_a=(cos(2*(ne+dn_a)*pi*sin_theta_m_a/lambda*d/2))/ (exp(-
gamma_m_a*d/2)); %proportionality factor

%% Transcendental equation of guide with varying re fraction index

for k=1:length(dn_b)
theta_c_b(k)=acos(ne/(ne+dn_b(k)));
sin_theta_c_b(k)=sin(theta_c_b(k));
lim_b(k)=lambda/(2*d*(ne+dn_b(k)))-1e-12;
if lim_b<sin_theta c b
sin_theta_b=0.000001:0.000001:lim_b(k);
for g=1:length(sin_theta_ b)

left_b(g)=tan(pi*d*(ne+dn_b(k))*sin_the ta_b(g)/lambda);
right_b(g)=sqrt((sin(theta_c_b(k)))*2/(sin_theta_b( g)*sin_theta_b(g))-
' result_b(g)=right_b(g)-left_b(g);
end
else
sin_theta_b=0.000001:0.000001:sin_theta_c_b(k );
for g=1:length(sin_theta b)
left_b(g)=tan(pi*d*(ne+dn_b(k))*sin_the ta_b(g)/lambda);
ght_b(g)=sqrt((sin(theta_c_b(k)))"2/(sin_theta_b( g)*sin_theta_b(g))-

ri
1);
result_b(g)=right_b(g)-left_b(g);
end
end
[minimum_b,i_b]=min(abs(result_b));
sin_theta_m_b(k)=sin_theta_b(i_b);
theta_m_b(k)=asin(sin_theta_m_b(k));
beta_m_b(k)=k0*(ne+dn_b(k))*cos(theta_m_b(k));

%% Calculation of mode's constants

%Transverse propagation constant for waveguide b
h_b(k)=sqrt(k0*2*(ne+dn_b(k))*2-beta_m_h(k)"2);
%Extinction coefficient for waveguide b

gamma_m_b(k)=(ne)*k0*sqrt((cos(theta_m_b(k)))"2/(co s(theta_c_b(k)))"2-
1);

%proportionality factor

b_b(k)=(cos(2*(ne+dn_b(k))*pi*sin_theta_m_b(k)/lamb da*d/2))/(exp(-

gamma_m_b(k)*d/2));
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%% Calculation of the mode um_a and um_b
for t=1:length(s)
|_suppl=20; %oum,
ymin=-1_suppl-d/2;
ymax=d/2+s(t)+d+|_suppl;
pas=0.01,;

%the zero of the coordinate is centered in the infe
ya=ymin:pas:ymax;

%the zero of the coordinate is centered in the supe
yb=fliplr(ya);

%illing of an array with the refractive index na in

and with bulk index outside
na=zeros(length(ya),1);
indice_debut_guide=round(l_suppl/pas);
indice_fin_guide=indice_debut_guide+round(d/p
na(indice_debut_guide+1:indice_fin_guide+1)=n
na(l:indice_debut_guide)=ne;
na(indice_fin_guide+2:end)=ne;

um_a=zeros(length(ya),1);

um_a(indice_debut_guide+1:indice_fin_guide+1)=cos(h
but_guide+1:indice_fin_guide+1));

um_a(l:indice_debut_guide)=b_a*exp(gamma_m_a*ya(L:i
de));

um_a(indice_fin_guide+2:end)=b_a*exp(-

gamma_m_a*ya(indice_fin_guide+2:end));

um_l_a=um_a."2;

%filling of an array with the refractive index nb i

and with bulk index outside
nb=zeros(length(yb),1);
indice_debut_guide=round((I_suppl+d+s(t))/pas
indice_fin_guide=indice_debut_guide+round(d/p
nb(indice_debut_guide+1:indice_fin_guide+1)=n
nb(1:indice_debut_guide)=ne;
nb(indice_fin_guide+2:end)=ne;

um_b=zeros(length(yb),1);

um_b(indice_debut_guide+1:indice_fin_guide+1)=cos(h
_debut_guide+1:indice_fin_guide+1));

um_b(1:indice_debut_guide)=b_b(k)*exp(-

gamma_m_b(k)*yb(1:indice_debut_guide));

um_b(indice_fin_guide+2:end)=b_b(k)*exp(gamma_m_b(k
_guide+2:end));

um_|_b=um_b."2;

%Normalization

%the integral is calculated using the trapezoidal m
norm_um_b=-beta_m_b(k)/(2*k0*Z0)*trapz(yb,um_
norm_um_a=beta_m_a/(2*k0*Z0)*trapz(ya,um_I_a(

UM_a=1/sqrt(norm_um_a)*um_a;
UM_b=1/sqrt(horm_um_b)*um_b;

UM_ab=UM_a.*UM_Db;
integrando_a=(na."2-ne”2).*UM_ab;

%inferior extreme of the array
%superior extreme of the array

rior guide

rior guide

the inferior guide

as);
e+dn_a,;

_a*ya(indice_de

ndice_debut_gui

n the superior guide

);
as);
e+dn_b(k);

_b(k)*yb(indice

)*yb(indice_fin

ethod
I_b());
)



kappa_ab=trapz(ya,integrando_a); %umn-1

kappal(t)=k0/(4*Z0)*kappa_ab; %coupling constant a-b

integrando_b=(nb."2-ne”2).*UM_ab;

kappa_ba=-trapz(yb,integrando_b); %umn-

1

kappa2(t)=k0/(4*Z0)*kappa_ba; %coupling constant b-a

%effective coupling constant
kappa_eff(t)=sqgrt(kappal(t).*kappa2(t));
%the difference between the gaussian coupling const
calculated coupling constant is computed
difference(t)=kconstant(k)-10"3*kappa_eff(t
end
%finding of the minimum value of the array 'differe
the corresponding index
[minimo,z]=min(abs(difference));
%(distance board to board of the two waveguides that
value of gaussian coupling constant
Sp(k)=s(2); %um
end

figure;
plot(Sp);

title(  'Profile of the guide curvature' , 'FontWeight'

'FontSize'  ,9);
xlabel( 'Distance along the crystal [mm]' );
ylabel(  'Distance board to board of the two waveguides [um]

PROGRAM 3
clear all

%% Guides parameters

ne=2.2953; %bulk refraction index

d=7.2; %waveguide width um (6 pixel)
lamb=633e-3; %wavelength (um)
dn=1e-5:1e-5:4e-4; %variation of the refraction index

%% Transcendental equation
k0=2*pi/lamb;
% limit value for sin_theta for the first mode
for k=1:length(dn)
lim(k)=lamb/(2*d*(ne+dn(k)))-1e-12;
end
for k=1:length(dn)

%um~-1
ant and the

);

nce' and stoking in z

reproduces the best

, 'bold"

theta_c(k)=acos(ne/(ne+dn(k))); %complementary of the critical angle

sin_theta=0.000001:0.000001:lim(K);

left=tan(pi*d*(ne+dn(k))/lamb*sin_theta); %left side of the equation

right=sgrt(sin(theta_c(k))"2./(sin_theta.*sin_t
result=right-left;
[minimum,i]=min(abs(result))

%% %% Calculation of mode's constants
sin_theta_m(k)=sin_theta(i);
theta_m(k)=asin(sin_theta_m(k));
beta_m(k)=k0*(ne+dn(k))*cos(theta_m(k));

heta)-1);  %right side

%mode angle
%Ilongitudinal constant
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delta_n_eff(k)=(beta_m(k)-k0*ne)/kO;

end

figure;

plot(delta_n_eff,dn);

ylabel( '\Deltan_{theo}' );
xlabel( "\Deltan_{effective} );

titte( 'THEORETICAL INDEX REFRACTION' , 'FontWeight'

PROGRAM 4

figure;
%to set the dimensions of the image. with the resol
finals dimendions are (6.394*1200, 3.9985*1200)pixe
%it is decided to utilised an initial image with di

the originals (=1200,1920)pixel
set(gcf, 'PaperUnits' , 'inches’

%to convert um to pixel, to move the courved guide

the thickness of the two guides,to reflect the ima

is injected from right

conversion=zeros;

for i=1:length(Sp)
conversion(length(delta_beta)+1-i)=Sp(i)/(1.2)+

end

gray=zeros(length(delta_beta),1);
delta_beta_conversion=zeros(length(delta_beta),1);

%plot of the courved guide from right to left with
index
for i=1:length(delta_beta)
%to set the other guide the zero of the variation o
index and to transform from mm”-1 to cm”-1
delta_beta_conversion(length(delta_beta)+1-i)=1
(delta_beta(i)*10);
gray(length(delta_beta)+1-i)=(-
0.0052*(delta_beta_conversion(length(delta_beta)+1-
i))*3+0.16*(delta_beta_conversion(length(delta_beta
i))"2+0.99*delta_beta conversion(length(delta_beta)
hold on;
plot(i,conversion(i), 's' , 'MarkerEdgeColor’
i),gray(length(delta_beta)+1-i),gray(length(delta_b
'MarkerFaceColor' [gray(length(delta_beta)+1-
i),gray(length(delta_beta)+1-i),gray(length(delta_b
)], 'MarkerSize' ,1.2);
end

%to set the background of the image with the color
set(gcf, ‘color' ,[000Q]);

%horizontally in the left the 6% of the image is no
straight guide is centre in the middle of the image
axis([-(length(delta_beta)*0.06) length(delta_beta)
%to eliminate the image's white bord
set(gca, 'Units' , 'normalized' ,
axis off ;

%to save the image with the right colors previously

'Position’

, 'Paperposition’

, 'bold" );

ution of 1200dpi the
| = (4800,7680)pixel
mensions 4 times that

, [0 0 6.394 3.9985));

to take into account
ge because the light

gaussian refraction

f the refraction

2.839-

y+1-
+1-i)+47)/100;

J[gray(length(delta_beta)+1-
eta)+1-i)],

eta)+1-

noir

ir, vertically the

-600 600]);
,[0011]);

decided



set(gcf, 'InvertHardCopy' , off );
%to save the image with a resolution of 1200dpi
print  -dpng proval.png -r1200 ;
I=imread( ‘'proval.png' );

%to create the final image with the right dimension s (1200pixel x
1920pixel)
A = imresize(1,[1200 1920], 'bicubic’ );
imwrite (A,'int_grigi_guida_curval.png'); %to save the curved guide
figure;
set(gcf, 'PaperUnits' , 'inches’ , 'Paperposition’ , [0 0 6.394 3.9985]);
%plot of the straight guide with fixe refraction in dex
y=0;
for i=1l:length(delta_beta)
hold on;
plot(i,y, 's' , 'MarkerEdgeColor’ ,[0.75 0.75 0.75],
'MarkerFaceColor' ,[0.75 0.75 0.75], 'MarkerSize' ,1.2);
end

set(gcf, ‘color' ,[000Q]);

axis([-(length(delta_beta)*0.06) length(delta_beta) -600 600]);
set(gca, 'Units' , 'normalized’ , 'Position’ ,[0011]);

axis off ;

set(gcf, 'InvertHardCopy' , off );

print -dpng prova2.png -r1200 ;
J=imread( ‘prova2.png’ );

B = imresize(J,[1200 1920], 'bicubic’ );
imwrite(B,'int_grigi_guida_curva2.png";

C=imadd(A,B); %superposition of the two images
imwrite(C,  'int(15,2-1,0)(7,6-0,3)7_grigi_guida_curva_negativo .png’







BIBLIOGRAPHY

[1] S. Longhi.Quantum-optical analogies using photonic structutesser & Photon. Rev. 3,
No. 3,243-261(2009).

[2] V. S. Malinovsky and D. J. Tannd@imple and robust extension of the stimulated raman
adiabatic passage technique to n-level systeimys. Rev. A, 56, 4929-4937, 1997.

[3] S. E. Harris, J. E. Field, and A. ImamogNonlinear optical processes using
electromagnetically induced transparenefys. Rev. Lett., 64, 1107-1110, 1990.

[4] S. E. HarrisElectromagnetically induced transparen@&hysics Today, 50, 36-42, 1997.

[5] K. J. Boller, A. Imamoglu, and S. E. Harri8bservation of electromagnetically induced
transparencyPhys. Rev. Lett., 66, 2593-2596, 1991.

[6] J. E. Field, K. H. Hahn, and S. E. Har@bservation of electromagnetically induced
transparency in collisionasly broadened |leagpor.Phys. Rev. Lett., 67, 3062-3065, 1991.

[7] N.V.Vitanov, M. Fleischhauer, B.W Shore, K.famannCoherent manipulation of atoms
and molecules by sequential laser pulgb/ances in atomin, molecular, and optical physics
Vol. 46.

[8] C. Ciret.Structures des guides d’onde photo-induits et agia®quantiquesPhD thesis,
Université de Lorraine.

[9] C. Ciret, V. Coda, A.A. Rangelov, D.N. Neshand G. MontemezzariPlanar achromatic
multiple Beam splitter by adiabatic light tr&fer.Optics Letters, Vol. 38, No.18 (2012).

[10] C. Ciret, V. Coda, A.A. Rangelov, D.N. Neshand G. MontemezzarBroadband
adiabaticlight transfer in optically indudeavwguides array$2hysical Review A 87,
013806 (2013).

[11] C. Ciret, M. Alonzo, V. Coda, A.A. Rangeland G. Montemezzaminalogue to
electromagnetically induced transparenng @utler-Towns effect demonstrated with photo
induced coupled waveguid@iysical Review A 88, 013840 (2013).

[12] N.V.Vitanov, B.W ShoreStimulated Raman adiabatic passage in a two-stzstes.
Physical Review A 73, 053402 (2006).

[13] A. Yariv. Coupled mode theory for guided-wave optitiSE J. Quant. Electron., QE-9, 919
933, 1973.

[14] M. D. Ewbank, R. R. Neurgaonkar, W. K. Coapnd J. Feinberdghotorefractive properties
of strontium-barium niobaté. Appl. Phys., 63, 374-380, 1987.

87



[15] T.R. Volk, N. R. Ilvanov, D. V. Isakov, L. ivleva, and P. A. Lyko\Electro-optical
properties of strontium-barium niobatestgls and their relation to the domain structure of
the crystal?hys. Solid State, 47, 305-311, 2005.

[16] O. Kwon, O. Eknoyan, H. F. Taylor, and R.NReurgaonkarLow-voltage electro-optic
modulator in SBN:6&lectron. Lett., 35, 219-220, 1999.

[17] H.Y. Zhang, X. H. He, Y. H. Shih, and L. Y.d@icosecond phase conjugation and two
wave coupling in strontium barium niobateMod. Opt., 41, 669-674, 1994.

[18] J. B. Thaxter. Electrical control of hologhap storage in strontium-barium niobate. Appl.
Phys. Lett., 15, 210-212, 1969.

[19] M. Segev, B. Crosignani, A. Yariv, and B. ¢hier.Spatial solitons in photorefractive
mediaPhys. Rev. Lett., 68, 923-926, 1992.

[20] M. Wesner, C, Herden, D. Kip, E. Kratzig dap. Moretti.Photorefractive steady state
soliton up to telecommunication wavelesgthplanar SBN waveguideSpt. Commun.,
188, 69-76, 2001

[21] A. S. Kewitsch, M. Segev, A. Yariv, G. J. &alo, T. W. Towe, E. J. Sharp and R. R.
NeurgaonkarTunable quasi-phase matching using dynamic feeagt domain gratings
induced by photorefractive space-chargllfi. Appl. Phys., Lett., 64, 3068-3070, 1994.

[22] H. S. Lee, J. P. Wild, and R. S. Feigeld8ndgman growth of strontium barium niobate
single crystalsl. Crystal Growth, 187, 89-101, 1998.

[23] L.I. Ivleva, N. V. Bogodaev, N. M. Polozkoans V. V. OsikoGrowth of SBN signle
crystals by stepanov technique for phdtastive applicationsOpt., Mater., 4, 168-173,
1995.

[24] L.I. Ivleva, T. R. Volk, D. V. Isakov, V. VGladkii, N. M. Polozkov, and P. A. Lykov.
Growth and ferroelectric properties of Nd-dopedstium baruim niobate crystals.
Crystal Growth, 237-239, Part 1, 700-70)2

[25] M. Ulex, R. Pankrath, and K. Betzl@rowth of strontium barium niobate: the liquidus
solidus phase diagramh. Crystal Growth, 271, 128-133, 2004.

[26] K. Megumi, H. Kozuka, M. Kobayashi, and Y.ribhataHigh sensitive holographic storage
in Ce-doped SBMppl. Phys., Lett., 30, 631-633, 1977.

[27] M. Gorram.Generation et etude de guides d’onde dynamiquescenfigurables induit par
illumination lateral PhD thesis, Université de Metz, 2009.

[28] A. Ashkin, G. D. Boyd, J. M. Dziedzic, R. Gmith, A. A. Ballman, J. J. Levinstein, and K.
NassawOptically-induced refractive index inhomogeneiiie&iNbO; and LiTaQ. Appl.
Phys. Lett., 13,223-225, 1968.

[29] F.s. ChenOptically induced change of refractive indices iNhO; and LiTaQ. J. Appl.
Phys., 40, 3389-3396, 1969.

[30] N.V.Kukhtarev, V. B. Markov, S. G. OduloM. S. Soskin, and L. VinetskiHolographic
storage in electrooptic crystals. i. stgatiate Ferroelectrics, 22, 949-960, 1978.



[31] N. V. Kukhtarev, V. B. Markov, S. G. OduloM. S. Soskin, and L. VinetskiiHolographic
storage in electrooptic crystals. ii. Beaoupling and light amplificatior-erroelectrics,
22, 961-964, 1978.

[32] R. Ryf, M. Wiki, G. Montemezzani, P. Guntand A. A. ZozulyalLaunching one
transverse-dimensional photorefractivaétenk in KNbQ crystals.Opt. Commun., 159,
339-348, 1999.

[33] A. A. Zozulya and D. Z. AndersoRropagation of an optical beam in a photorefractive
medium in the presence of a photogalvaaidinearity or an externally applied electric
field.Physical Rewiew A, volume 51, number 2, 1995.

[34] W. H. Zacharisen, Skr. Norske Vid.-Ada., Qd\tat. Naturv. No.4 (1928)

[35] A. A. Ballman.Growth of piezoelectric and ferroelectric materiéhg the Czochralsky
techniquel. Am. Ceram. Soc. 48 (1965) 112.

[36] A. Rauber. Chemistry and Physics of Lithium Niobdt@78.

[37] P.Gérsky, R. Ledzion, K. Bondarczuk and W cKarczyk. Opto-Electronics Review 16(1),
p. 46, 2008.

[38] M. Falk, J. Japs, T.Woike, K. Buggharge transport in highly iron-doped oxidized ilitin
niobate single crystal8ppl. Phys. B 87, 119-122 (2007).

[39] S. BianEstimation of photovoltaic field in LiNk@rystal by Z-scanOptics Comm. 141
(1997) 292-297.

[40] L. Levi, M. Rechtsman, B.Freedman, T. Schwa@. Manela, M. Segetisorder
Enhanced Transport in Photonic Quasicryst8tience 332, 1541 (2011)

[41] G. Caorrielli, G. Della Valle, A. Crespi, R.98llame, and S. LonghDbservation of surface
states with algebric localizatioRRL 111,220403 (2013).

[42] Shechtmann, D., Blech, L. Gratias, D & Cah\W.Metallic phase with long-range
orientational order and no translationglrsmetry Phys. Rev. Lett. 53, 1951-1953 (1984).

[43] Levine, D & Steinhardt, P. Quasicrystals: a new class of ordered structufdsys. Rev
Lett. 53, 2477-2480 (1984).

[44] Kohomoto, M.,Sutherland, B. & Iguchi, Kocalization of optics: Quasiperiodic media.
Phys. Rev. Lett. 58, 2436-2438 (1987).

[45] R. Grousson, M. Henry, S. Mallick, and SXu. Measurement of bulk photovoltaic and
photorefractive characteristics of iron éapLiNbQ. J. Appl. Phys., 54(6), June 1983.

[46] K. Buse Lightinduced charge transport processes in phefraictive crystals II: Materials
Appl. Phys. B 64, 391-407 (1997).

[47] A. Yariv. Optical electronics in Modern Communicatio@xford University Press, 1997
[48] N. Argiolas, M. Bazzan, C. Sada, P. MazzdiiM. Pigozzo, A. D. Capobianco, and E.

Autizi.Refractive index modulation in periodically polétium niobate crystals.
Ferroelectrics, 352:125-133, 2007.




90

[49] D. Levine, and P.J. SteinharQuasicrystals. I. Definition and structureRB 34, 596
(1986);

[50] S. Fouchet, A. Carenco, c. Daguet, R. Guglielmd, lanRiviere.Wavelength Dispersion of
Ti Induced Refractive Index Change in L3mas a Function of Diffusion Parameters.

Journal of lightwave technology, vol. Ltflg. 5, may 1987



