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abstract. It is necessary to execute interventions on bridges to ensure that they continue to provide an adequate level 
of service. It is necessary to inspect them to ensure that these interventions are timed appropriately. As there are nega-
tive impacts associated with both inspections and interventions, e.g. the impact on the owner due to the hours of labor 
and amounts of materials required to perform an inspection and execute an intervention, it is desirable to determine 
inspection and intervention strategies that minimize these negative impacts (i.e. the optimal management strategy). An 
important, however often overlooked, factor in determining optimal management strategies, is how management pro-
cesses affect the determination of the optimal management strategy. In this article it is shown that it is not always pos-
sible to determine an optimal management strategy without explicitly taking into consideration management processes, 
how variations in management processes can be evaluated and that the significance of these variations is dependent on 
the values of the incurred impacts.
Keywords: management decision process, optimal management strategy, inspection strategy, intervention strategy.

introduction

In order to ensure that bridges continue to provide an ade-
quate level of service over an extended time period it is 
often necessary to execute interventions. During the execu-
tion of interventions stakeholders incur negative impacts. 
Negative impacts that can be attributed to the owner, for 
example, are the hours of labor and the amounts of mate-
rials required to execute interventions. A negative impact 
incurred by the user is, for example, the increases in travel 
time that results from traffic flow disruptions. The time to 
execute interventions to minimize these negative impacts 
depends on the existing and future levels of bridge per-
formance. The estimation of the levels of performance, 
however, normally includes performing inspections, dur-
ing which negative impacts are also incurred. 

Keeping in mind that it is desirable to minimize 
these negative impacts many researchers have focused on 
developing methodologies to determine optimal inspec-
tion strategies (OSSs), i.e. the optimal times to perform 
inspections and the optimal types of inspection methods 
to be used that result in minimal negative impacts, e.g. 
Baker and Descamps (1999), Faber and Sørensen (2002), 
Qin and Faber (2012), and optimal intervention strategies 
(OISs), i.e. the optimal times to execute interventions and 
the optimal types of interventions to be executed, e.g. 
Thoft-Christensen and Sørensen (1987) and Frangopol 

(1997). In both cases there has been no explicit consid-
eration of the management processes used to determine 
the SSs or the ISs.

Management processes can, however, affect the 
SS and IS deemed optimal, and, therefore, need to be 
explicitly taken into consideration when determining the 
OSSs or OISs. For example, one process to determine 
the SS to follow may exclude advanced inspection tech-
nologies, perhaps due to their high up-front costs, where 
another may not. It is then feasible that the ISs coupled 
with the SSs in order to determine the management strat-
egy (MS) that results in the lowest negative impacts on 
bridge stakeholders, i.e. the optimal management strat-
egy (OMSs), are different. In both cases, however, OMSs 
would be determined, but the latter case would result in 
lower overall negative impacts then the former.

In order to determine OMSs, it is, therefore, neces-
sary to take into consideration the management processes 
used. In this article it is shown, with a more extensive 
example as mentioned above, that it is not always possible 
to determine an OMS without explicitly taking into consid-
eration management processes. This is done be developing 
a realistic process to determine the SSs to be followed for 
a reinforced concrete bridge deck and demonstrating that 
without modeling the management processes the OMS, 
and therefore the OSS is not always determined.
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It is also shown how variations in management pro-
cesses can be evaluated and that the significance of these 
variations is dependent on the values of the incurred 
impacts. This is done by showing how changes in an 
example process can affect the OMS when different val-
ues of unit impacts are used.

The article is structured as follows: following the 
introduction, there is a literature review that shows the 
advancement of the state-of-the-art in process analysis 
and evaluation giving clear indication of how process 
analysis can be used to improve the management of infra-
structure. The main processes used by managers to deter-
mine OMSs for bridges are then explained. Building on 
one of these processes as an example, it is then showed 
how variations in a process can affect the optimality of 
MSs. The paper is concluded with a conclusion section.

1. state-of-the-art in process analysis  
and evaluation

Analysis and evaluation of processes are elements of 
a business process management (Weske 2007) through 
which a process is visualized and its performance is 
tracked, communicated and (if necessary) improved. In 
the analysis phase, processes are first identified and then 
expressed in a standard notation to facilitate communi-
cation with different stakeholders for possible improve-
ment. In the evaluation phase, a performance index is 
defined, and an evaluation of the process is conducted.

Rigorous and systematic analysis and evaluation of 
business processes is relatively recent and has emerged 
from the areas of computer science and information 
technology. Some of the research has been focused on 
structural analysis in order to identify semantic errors in 
business process constructs. This has principally been 
done by both identifying a set of base metrics (e.g. 
events, activities, etc.) deemed important in the evalua-
tion of the elements of a process construct (Weske 2007), 
and then developing measures to be used to evaluate the 
construct (e.g. the total number of events). Some of the 
measures that have been proposed are:

 – size, length and breadth of processes when repre-
sented in graphs, e.g. Nissen (2002); 

 – simplicity, flexibility, integration and efficiency, e.g. 
Tjaden (1999);

 – total number of start, intermediate and end events, 
e.g. Rolón et al. (2006) and Reynoso et al. (2009); 

 – degree, density, distance and connectivity, e.g. 
Mendling (2008);

 – role integration, role dependency and transition 
delay risk, e.g. Balasubramanian and Gupta (2005) 
who attempted to quantify the degree of automatic 
decision making.
Other research has been focused on process seman-

tics through mapping into formal languages for which 
analysis tools are well-developed. For example, Dijk-
man et al. (2008) proposed a mapping of BPMN into 
Petri nets (a language for modeling and simulation of 

discrete events that is popular among computer and auto-
mation control scientists), and Wong and Gibbons (2008) 
mapped a business process model into CSP (a language 
for describing patterns of interaction in concurrent sys-
tems). Similar work, but using different mapping formal-
isms include that by Puhlmann and Weske (2006) who 
converted a number of BPMN subsets into π-calculus 
(a model of computation for concurrent systems) and 
showed how this could be used to check the correctness 
of the process.

Other research has been focused on the performance 
evaluation of processes. For example, Canevet et al.  
(2003) developed a technique for mapping from the Uni-
fied Modeling Language (UML) to stochastic process 
algebra that can be used to evaluate the performance of 
software systems, and Braghetto et al. (2010) proposed a 
conversion algorithm for mapping of BPMN models into 
the so-called Stochastic Automata Networks.

This brief, and certainly not exhaustive, overview of 
some of the recent work in process analysis and evalua-
tion indicates that it is both an emerging and an advanc-
ing field of research. Although the work to date has led 
to multiple ways that can be used to analyze and evaluate 
processes, often in preparation for implementation in soft-
ware development and computer systems, no-one has yet 
attempted to evaluate the management decision processes 
inside a bridge organization, or the effect that these pro-
cesses may have on the OMS to be followed. The work 
presented in this article is the first step in this direction.

2. management processes
2.1. general
One of the goals of a bridge management organization is 
to determine the SS and IS to ensure that bridges provide 
an adequate level of service over the investigated time 
period while causing the least total negative impact. In 
a typical bridge management organization, the principal 
management processes used to achieve this goal are:

 – Process Determine optimal SS;
 – Process Determine optimal IS;
 – Process Plan inspections;
 – Process Build work program;
 – Process Plan and supervise interventions.
In Figure 1 these processes are shown in BPMN. 

Although each one of these processes affects the OMS, 
only the process used by management to determine the 
SS to follow is discussed in detail. For other processes 
and their effects on MS to follow, see Jamali and Adey 
(2012).

2.2. process 1: determine optimal ss
2.2.1. Process
The process Determine optimal SS is used to determine 
the times, types and methods of inspections to be per-
formed (Fig. 2). Although the exact process will most 
likely be different from organization to organization, the 
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process shown is representative of one possible process 
and it is believed that the principal activities shown will 
be included in the processes of most bridge management 
organizations. The process is started by identifying the 
types of inspections that are appropriate according to the 
inspection needs and a number of relevant inspection 
methods for each inspection type. A list of appropriate 
inspection methods per inspection type is then deter-
mined based on various, often incomplete, criteria, e.g. 
upfront costs of each method, and the type and accuracy 
of information each provide. This results in a range of 
possible SSs, as shown in a collapsed format in Figure 2. 
The optimal SS is then identified through the sub-process 
Determine optimal SS.

2.2.2. Effect on the optimal management strategy
The process used to determine the optimal SS can affect 
OMS. Four ways that this may happen can be attributed 
to the following activities (shaded grey in Fig. 2):

 – Identify inspection methods per inspection type: 
If not all appropriate inspection methods are taken 
into consideration, then some SSs will not be con-
sidered in the search for the optimal SS. This may 
happen, for example, if the task of identifying the 
appropriate inspection methods is assigned to a less 
experienced and less knowledgeable engineer rather 
than to a more experienced and more knowledge-
able one.

 – Evaluate inspection methods: The evaluation con-
ducted in the sub-process used to evaluate the 
inspection methods should concurrently consider 
costs, type and certainty of the information to be 
obtained through the inspection methods. If any of 
these factors are ignored or are not considered con-
currently, some SSs will not be considered in the 
search for the optimal SS.
It is also possible that variations in the sub-process 

Investigate type and certainty of information can result 
in different MSs being deemed optimal:

 – Set acceptance criteria: The use of inadequate cri-
teria for evaluating type and certainty of inspec-
tion methods may result in the exclusion of some 
inspection methods and, therefore, some SSs will 

not be considered in the search for the optimal SS. 
For example, one may evaluate a concrete resistivity 
testing method based on its ability to indicate cor-
rosion of reinforcing bars in a reinforced concrete 
when the corrosion does exist. If the required level 
of certainty is set too high, then concrete resistivity 
is no longer considered. It is, therefore, not passed 
into the sub-process Identify SSs to be considered 
and thus will not be included in the search for the 
optimal SS.

 – Determine optimal SS: The optimal SS among the 
SSs to be considered may be determined incorrectly, 
if the sub-process Determine optimal SS (shaded 
grey in Fig. 2) is conducted based on inadequate 
or incorrect information, or is in itself conducted 
incorrectly. Two examples are as follows: (1) If all 
appropriate inspection time-intervals are not taken 
into consideration in the determination of the SSs 
to be investigated, then some SSs will not be con-
sidered in the search for the optimal SS. This may 
be the case when, for example, the organization sets 
a minimum interval for inspections (Fig. 3); (2) If 
the expected future behavior is ignored or estimated 
incorrectly. If the estimated deterioration rate is 
higher than what it actually is, then the estimated 
time-intervals of inspections will be shorter than 
what is actually required. If the future behavior is 
not known and thus not taken into account, then the 
inspection time-intervals are likely to be longer or 
shorter than the optimal ones (Fig. 4).

 – Inaccurate estimation of, or overlooking, the ability 
of the SS to reduce the uncertainty with respect to 
the bridge behavior in the future (Fig. 5). For exam-
ple, a manager may choose to use a crack detection 
technology to identify surface distresses as indica-
tors of on-going corrosion in reinforced concrete 
when it is believed that the deterioration process 
is carbonation-induced corrosion. However, if the 
predominant deterioration process is actually chlo-
ride-induced corrosion, it is possible that no surface 
distress is developed, e.g. where highly soluble cor-
rosion products, as opposed to solid rust, are gener-
ated (Angst et al. 2012).

Fig. 1. Principal management processes in a typical bridge management organization
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3. example

3.1. general

In order to show that it is not always possible to deter-
mine an OMS without explicitly taking into consideration 
management processes, how variations in management 
processes can be evaluated and that the significance 
of these variations is dependent on the values of the 
incurred impacts, an example is conducted. This is done 

by defining three similar but different processes to deter-
mine optimal SS (one is the original process shown in 
Figure 2, and the two others are variations to the origi-
nal process). These three processes are used to determine 
three SSs to follow for a reinforced concrete bridge deck 
and then three MSs are built by combining the three SSs 
with an IS. The MSs are, then, compared with respect to 
the total negative impact that each one of the MSs has on 
the considered stakeholders (owner, user and public) over 

Fig. 3. Sub-process Determine optimal SS with limited number of SS to be analyzed

Fig. 4. Sub-process Determine optimal SS that does not consider the change of behavior/demand over time

Fig. 5. Process Determine optimal SS which does not explicitly take into account the ability of SS to reduce uncertainties
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Table 1. Parameters of deck deterioration modeling

Description Unit Distribution Par. 1 Par. 2

β position factor – normal 0.0104 0.001
X uncertainty 

factor
– normal 1 0.02

P water/cement 
ratio

– normal 0.45 0.02

C cover depth mm normal 25 2
Wt wetness factor – const. 0.4 –
T time time 

units 
const. – –

N age factor – normal 0.37 0.07
ke exposure factor – gamma 0.265 0.045
kt testing factor – const. 1 –
kc construction 

factor
– const. 1 –

D0 Diffusion 
Coeff. 

mm2/
s.10–12

normal 473 95

t0 constant – const. 0.078 –
Ccr critical 

chloride
% wt. of 
concrete

log-normal 0.48 0.15

Cs surface 
chloride

% wt. of 
concrete

log-normal 0.146 0.04

S1 constant mm normal 74.4 5.70
S2 constant mm normal 7.3 0.06
S3 constant mm/MPa normal –17.4 3.20
D size of rebars mm normal 12 0.2
ft tensile strength MPa normal 5.0 0.5

75 units of time. The actual OMS is then determined for 
sets of unit impact values, and used to demonstrate the 
ability of each process, in each situation, to be used to 
find the actual OMS. The following sections give details 
of how these are done.

3.2. bridge deck description
The object used in the example is a cast-in-place rein-
forced concrete bridge deck (Fig. 6). The nominal cover 
depth of the deck section reinforcement is 25 mm at all 
locations.

Corrosion of the deck reinforcement, where the 
corrosion results in an expansive rust product, is the 
main deterioration process affecting the bridge deck. 
With time the corrosion of the reinforcement, accel-
erated by the application of de-icing salts to the road 
surface, will most likely result in the development 
of longitudinal cracks in cover concrete followed by 
spalling and delamination. Eventually, the level of 
service provided by the bridge deck will no longer be 
adequate. This behavior is modeled using the Duracrete 
(1998) corrosion initiation and crack propagation mod-
els and the corrosion rate model proposed by Vu et al. 
(2005), as follows:

 ; (1)

 (2)

 . (3)

The parameters are described in Table 1. These were 
obtained by reviewing the design documents, as-built 
drawings, and measuring the concrete chloride con-
tent in a number of core samples taken from the deck. 
The change over time of the deck condition, if the 
mean values given in Table 1 are used, is illustrated in  
Figure 7.

3.3. management process to determine inspection 
strategies
In the original process used to evaluate the inspec-
tion methods (hereafter referred to as Process 1) once 

Fig. 6. Bridge deck under consideration

it is determined which inspection type is to be con-
sidered (in-depth inspection in this example), the 
manager chooses a range of relevant inspection meth-
ods, i.e. inspection methods that allow the detection 
of the speed or severity of the deterioration process 
(corrosion of the reinforcement in this example), 
e.g. visual inspection, chloride testing and concrete 

Fig. 7. Illustration of one possible future scenario of the 
change of deck condition
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resistivity testing. If the type and certainty of informa-
tion obtained from any of these methods do not meet the  
acceptance criteria set by the manager then those meth-
ods are no longer considered. The process is shown in 
Figure 8.

It is not difficult to imagine that there could be 
many variations in Process 1. Two possible variations 
are shown in Figure 9 and Figure 10, which hereafter 
are referred to as Process 2 and Process 3, respectively. 
The difference between Process 1 and Process 2 is in the 
sub-process Evaluate inspection methods. The difference 
between Process 1 and Process 3 is in the activity Iden-
tify SSs to be considered. 

In the original sub-process used to evaluate the 
inspection methods in Process 1, the upfront costs are 
considered in conjunction with the type and certainty of 
the information provided by the inspection method. This 
is indicated by using the parallel splitting and merging 
gates. In the sub-process used to evaluate the inspection 
methods Process 2, however, the evaluation criteria are 
set in series, i.e. upfront cost criterion comes first and 
other criteria come later. As a result, some of the inspec-
tion methods are initially eliminated due to their higher 
upfront costs, and thus are not considered in the search 
for the optimal SS. It is assumed, in this example, that 
the concrete resistivity test has higher upfront costs and 
is eliminated in this activity. The remaining inspection 
methods, i.e. visual inspection and chloride content meas-
urement (CCM), are, therefore, included in the SSs to be 
investigated.

In the sub-process used to evaluate the inspec-
tion methods in Process 3, the activity Identify SSs to 
be considered in Process 1 is replaced with the sub- 
process Identify SSs to be considered. Whereas, in Pro-
cess 1, the activity Identify SSs to be considered does 
not contain any explicit constraints in terms of inspec-
tion time intervals, the sub-process Identify SSs to be 
considered in Process 3 imposes minimum time inter-
vals of inspections. It is assumed, in this example, due 
to the number of skilled inspection teams compared to 
the number of bridges to be inspected, that the average 
amount of time between inspections is to be a mini-
mum of 10 units of time. As a result, any SSs with time 

intervals smaller than 10 units of time are eliminated 
from further consideration.

3.4. management strategies
The MSs investigated were built from combinations 
of the SSs that emanated from the processes described 
above for the example concrete bridge deck, and an IS. 
The SSs are those given in Table 2. The interventions 
used in the IS are dependent on the condition state (CS) 
of the deck. The definitions of these CSs are given in 
Table 3 and the IS investigated and the descriptions 
of the intervention types of which it is composed are 
given in Table 4. The investigated MSs are presented 
in Table 5.

Note that the definitions of the CSs have been 
selected to take into consideration the criteria that could 
be used to trigger an intervention. Although it is possible 
to set many different values for these criteria as thresh-
olds to trigger interventions, and it is possible to use 
many different criteria to trigger interventions, the ones 
selected to be used in this example can be detected using 
the SSs given in Table 2. The best criteria and thresh-
old values to use is a large area of research. Some ini-
tial contributions have been made though, for example,  
Angst et al. (2009).

3.5. estimation of the impacts
In order to evaluate MSs, it is necessary to determine 
their impacts on the bridge stakeholders. This requires 
an estimation of the possible impacts and the probability 
of their occurrence per stakeholder.

3.5.1. Probability of intervention under each  
management strategy
The probability that a specific condition, described by 
a limit state, gw(x,t) is reached at time t is obtained as:

  (4)

where: x is the vector of random variables used to 
determine if the threshold for entering the CS has been 
reached; and w is the threshold (e.g. development of 

Fig. 8. Process 1: Determine optimal SS producing visual inspection as the SS to follow
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Table 2. Investigated SSs

Mgmt.
Process SS No. In-depth 

inspection Condition indicator Intervals
(time units) Description

1 1 Only visual Corrosion-induced cracks 
width

10 A detailed visual inspection to identify crack 
of cw > 0.05 mm 

2 2 Visual & CCM Corrosion-induced cracks 
width, and, chloride content

10 (visual)
20 (CCM)

As above, plus, a chloride measurement to 
determine the chloride content in the cover 

3 3 Visual & CCM Same as above 10 (visual)
10 (CCM)

Same as above

Table 3. Description of condition states

CS
Description

Chloride content requirement, C, 
at the surface of the reinforcement

Crack width 
requirement, cw

CS 1 C < Ccr cw <= 0.05 mm
CS 2 C >= Ccr cw <= 0.05 mm
CS 3 cw <= 0.5 mm
CS 4 cw <= 1.00 mm
CS 5 cw > 1.00 mm

Table 4. Intervention types and expected effects

Intervention 
type Description

CS expected immediately 
following intervention

1 2 3 4 5

Do Nothing

Only routine 
maintenance 
interventions are 
executed

1 2 3 4 5

Int. 1 Chloride removal N/A 1 3 4 5

Int. 2
Chloride removal 
and sealing of all 
cracks

N/A 1 1 1 N/A

Int. 3

Removal of 
concrete and 
addition of a new 
layer

N/A 1 1 1 1

cracks x mm in width). It is assumed that an interven-
tion is executed immediately once it is known that a CS 
is reached; thus the probability of executing an inter-
vention is equivalent to the probability of identifying 
that the object has entered a CS. The probabilities are 
shown in Figure 11. The formulas used to estimate the 
probabilities of executing an intervention of each type 
is given in Table 6 where gA(x,t), gB(x,t), gC(x,t), and 
gD(x,t) are limit state functions that indicate the limits of 
CS 5, CS 4, CS 3 and CS 2, respectively, ti is the inter-
vention time (measured from the time of construction) 
and t1 is the time elapsed after the last intervention. For 

example, an Int. 1 is conducted on the condition that 
the deck is in CS 2. Thus, the probability that an Int. 
1 is needed equals the probability of the deck being in 
a CS greater than 2 minus the probability of the deck 
being in CS 1. 

Fig. 10. Process 3 resulting to elimination of SSs with Δt ≤ 10 units of time in the search for the optimal SS
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Since the ranges of values used to define being in 
CS 2, CS 3 and CS 4 are relatively narrow when com-
pared to the ranges of values used to define being in CS 1 
and CS 5 (Fig. 7), so are the probabilities that the bridge 
deck is in CS 2, CS 3 and CS 4 relatively small when 
compared to the probabilities of being in CS 1 or CS 5.

3.5.2. Probabilities of interventions
To determine the impacts, an event tree analysis is used. 
The probability that an intervention of type j is executed 
after inspection at time ti when scenario k of MS l is 
being followed is obtained using Eqn (5), where PInt.1, 
PInt.1, etc. are the probabilities of the execution of inter-
ventions per IS (Table 6) and l is the MS investigated  
(l = 1, 2 or 3):

 

. (5)

The probability that scenario k of MS l is realized is:

 
, (6)

where: m is the number of inspections to be performed in 
the investigated time period (e.g. m = 7 for MS 3); and k 
is the number of branches of the event tree.

3.5.3. Stakeholders and impact types
Although it is possible to identify many different stake-
holder and impact types, in this example, the ones in 

Table 7 are used. Details on the formula used to determine 
the impacts can be found elsewhere (Jamali, Adey 2012).

3.6. analysis of inspection strategies
In order to show how the values of impact types, defined 
in Table 7, can change the significance of the variation 
in management processes on the optimality of MSs, dif-
ferent sets of values for each impact type are considered 
(Table 8). The values for travel time and accidents are 
given in terms of cost per day, and must be multiplied 
by the number of days expected for each inspection or 
intervention (Table 9). Each set of impact values is dif-
ferent from the reference set with respect to at least one 
impact value. The impact types being different than those 
of the reference set are shaded grey in the table. In order 
to take into account time value of money, a discount rate 
of 2% is used. Using these values, the expected negative 
impacts if each MSs was followed over 75 units of time 
were then determined.

4. results

The negative impacts associated with the investigated 
MSs are given in Table 10.

Table 5. Investigated MSs

MS
SS IS Indicator  

of CSNo. Description No. CS 1 CS 2 CS 3 CS 4 CS 5

1 1 Visual (10) 1 DN Int. 1 Int. 2 Int. 2 Int. 3 cw & C

2 2 Visual (10), 
CCM (20) 1 DN Int. 1 Int. 2 Int. 2 Int. 3 cw & C

3 3 Visual (10), 
CCM (10) 1 DN Int. 1 Int. 2 Int. 2 Int. 3 cw & C

Table 6. Equations to estimate the probability of intervention 
under each MS

MS
Intervention 

type CS Probability

1,  
2 
or 
3

Do Nothing 1

Int. 1 2

Int. 2 3

Int. 2 4

Int. 3 5

Fig. 11. Probability of the deck being in each CS
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Table 7. Stakeholders, impact types and determination of the impacts

Stakeholder Impact type level 1 Impact type level 2 Model (see Appendix for description  
of parameters)L. Description Label Description Label Description Symbol

O
w

ne
r

the persons 
who are 
responsible 
for decisions 
with respect 
to physically 
modifying the 
infrastructure

Intervention the impact 
of executing 
interventions

Detailed 
inspections

… used to 
perform 
detailed 
inspections 

Iins,o

Detailed 
intervention

…used to 
execute 
detailed 
interventions

Iint,o

U
se

rs

the persons 
who are using 
the roads

Travel time the impact of 
travel in terms 
of time lost

Detailed 
inspection 

the economic 
impact of 
wasting e 
time due 
to detailed 
inspections

IVT,u
ICCM,u

Detailed 
intervention

… due to 
detailed 
interventions

Iint,u

Accident the impact of 
accidents on 
the users

Detailed 
intervention

the social 
impact due 
to injury or 
death

Iac,u

Pu
bl

ic persons not in 
the vicinity of 
the road

Accident the impact due 
to injury or 
death

Detailed 
intervention

the economic 
impact due to 
injury or death

Iac,p

It can be seen that it is not possible to determine the 
OMS if the processes are not considered because if they 
were not the OMS determined would only be determined 
if process 2 was followed, if the set 1 of impact values 
were used. If process 1 or 3 were followed, MS1 and 
MS3, two sub-optimal MSs would be followed.

It can also be seen that variations in the process 
Determine optimal SS can have an effect on the ability to 

Table 8. Values of impacts during inspections and 
interventions

Stakeholder Impact 
type Symbol. Cost per

Set[a]

1 (ref.) 2

Owner

Int. 3 int. 100 100

Int. 2 int. 12.5 12.5

Int. 1 int. 10 10

visual 
insp. insp. 0.5 0.5

CCM 
insp. insp. 1.5 1.5

User travel 
time Iu,t day 1 5

User/Pub. Accident Ia day 200 200

[a] Values in percentages of the impact on the owner of executing 
Int. 3.

Table 9. Duration of inspection and intervention

Inspection/Intervention No. of days
Visual insp. 1
CCM insp. 1
Int. 1 14
Int. 2 21
Int. 3 28
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determine the actual OMS. For example, the difference 
between process 2 and process 1, which result in neglect-
ing CCM in inspections, means that the actual OMS is not 
found, if set 1 unit impact values are used. The value of an 
organization switching from process 1 to process 2 would, 
therefore, in this one particular case, be approximately 
12 monetary units (mus). When set 2 is used the value is  
7 mus.

The difference between process 3 and 2, which 
result in neglecting the possibility to do inspections 
every 20 units of time, means that the actual OMS is not 
found, if set 1 unit impact values are used. The value of 
an organization switching from process 3 to process 2 
would, therefore, in this one particular case, be approxi-
mately 2 mus. When set 2 is used the value is approxi-
mately 10 mus. It is also interesting to note that, in this 
case, the MS in which more information is generated is 
less favorable than the one in which less information is 
generated (MS2 includes inspections with CCM ever 20 
units of time where MS3 includes inspections with CCM 
every 10 units of time). 

As can be seen, changes in the unit impact values 
results, unsurprisingly, in changes in the impacts incurred 
per MSs and, therefore, in different values of organiza-
tion changing from one process to another. 

Conclusions

The work presented in this paper shows that:
 – it is not always possible to determine an optimal 
management strategy without explicitly taking into 
consideration management processes;

 – how variations in management processes can be 
evaluated; and

 – that the significance of these variations is dependent 
on the values of the incurred impacts.
As variations in the processes can be analyzed it is 

not hard to imagine that similar analyses could be used to 
identify areas of improvement within in bridge manage-
ment organizations, which would result in the determina-
tion of management strategies that would result in lower 
overall negative impacts linked to bridges.

Further work should include investigation of deci-
sion making processes in real organizations and their 
effect on determination of management strategies, and 
the development of a simple methodology to be used 
by bridge managers to determine the effect of man-
agement processes on the optimality of management 
strategies.
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Appendix

The parameters used in the impact evaluation models 
(Table 7) are defined as follows: ti – time of inspection 
number i (time units); dCCM and nCCM – time required to 
conduct a CCM (days) and number of scheduled CCMs, 
respectively; ∆TCCM and ∆TVT – time-intervals of the 
CCMs and visual inspections, respectively, (time units); 

 and  – Impact on owner of conducting a CCM and a 
visual inspection, respectively (CHF/day);  and  –  
Impact on user of increased travel time due to a CCM 
and a visual inspection, respectively (CHF/day); Iu,t – 
Impact on user cost of travel time to be borne by users 
(CHF/day);  and (dint)i,j,k – Impact on owner (in 
CHF) due to, and duration (in days) of, an intervention 
of type j executed after the inspection at time ti, respec-
tively; r – discount rate; Ia – Impact due to occurrence of 
spalling; f(t) – probability density function.
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