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1. Introduction 

The growing of industry sector has lead various problem in distribution of logistics and supply chain 
management. Increment of industry scale has effect in increasing the cost of the transportation aspect. 
To reduce the cost, CVRP has become the most necessary role in logistic and supply chain management 
[1], [2]. The basic version of the CVRP was firstly introduced by Dantzig & Ramser [3]. Since then, 
this problem has been analyzed for finding more optimal technique to provide most optimal solution 
using both exact optimization methods and heuristic algorithms. The CVRP or also called VRP aims to 
minimizing the total travel distance needed by a set of vehicles in sending an amount of goods from a 
central depot to a set of customers. This primary logistics distribution problem is classified by NP-Hard 
Combinatorial Problem which is the complexity of the problem will increase exponentially by the 
problem size [4]. According to this complexity, only small sized instances can be solved optimally using 
exact methods within a reasonable time [5], [6].  

One of the VRP solvers is incorporating clustering strategy with other route construction method. 
This approach partitioning customers into clusters and arranging customer in each cluster to create the 
route. Cluster-first route-second methods are well-known in solving vehicle routing, this method try to 
split customers in clusters that compatible to capacity constraint, and solve a traveling salesman problem 
in each cluster [7]. Gillett & Miller [8] developed good approach with sweep algorithm and successfully 
solving large scale vehicle-dispatch problem. Fisher & Jaikumar [9] solving a generalized assignment 
problem to generate. Recently, Fang et. al. [10], developed Voronoi spatial neighborhood-based search 
heuristic and successfully reduce local search computational time and improve solution quality of large-
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scale DCVRPs. Cakir et. al. [11] propose a two-stage, shape-based clustering approach to decompose 
the problem into smaller subproblem and employ Concorde TSP solver to generate routes for each 
individual cluster separately. Bouzid & Hacene [12] integrate Lagrangian Split with powerful variable 
neighborhood search and yield competitive result. The Lagrangian Split used to generate good quality 
initial solution and improve the local search performance for the VNS. Comert, et.al. [13] shows the 
effectiveness of presented cluster-first route-second approach in VRP problem of supermarket 
distribution chain. This kind of approaches also successfully tackle other combinatorial optimization 
problem such as TSP [14], [15], Bike sharing Rebalancing Problem [16] and Open VRP [17]. These 
methods are effectively solve TSP variants including VRP variants by taking the advantage of spatial 
information of node locations. 

State-of-the-art research on large scale vehicle routing problems uses metaheuristics [11]. 
Metaheuristic and the predecessor heuristic approaches are commonly developed as solution 
methodologies which can produce a good quality solution, even though the most optimal solutions are 
not guaranteed in reasonable amount of computing time. Toth & Vigo [18] classified the heuristic 
methods into classical heuristic and meta-heuristic. Classical heuristic approaches have been studied such 
as saving algorithm [19], sequential and concurrent route building strategy [20], and insertion heuristic 
[21]. Although the classical heuristic can obtain a feasible solution quickly, this method performs 
relatively limited exploration of the search space which makes the resulting solution may have a large 
disparity compared to exact method [22]. In other side, metaheuristic approaches have gained more 
attention from most researches on the CVRP recently [23]. Toth & Vigo [6] present a granular tabu 
search strategy for solving vehicle routing problem. Golden et. al. [24] and Li et. al. [25] successfully 
solved many VRP instances with an approach composed by combination of record-to-record travel and 
variable-length neighborhood list. Tarantilis et. al. [26] present list based threshold accepting heuristic 
that require only one parameter to solve CVRP. Mester & Bräysy [27] provide many best-known results 
with the developed active guided evolutionary strategies (AGES). Reed et. al. [28] demonstrated the use 
of Ant Colony System in solving VRP with multi compartment. The strength of a metaheuristic 
algorithm based in the effectiveness of employed intensification and diversification strategies, and the 
efficiency of the algorithm depend on the decision between global search reinforcement and convergence 
search in the promising region [29]. Therefore, the focus of metaheuristic strategies studies in VRP lies 
on intensification and diversification aspect of the algorithm. 

Among some metaheuristics approach had been used to solve VRP variants, variable neighborhood 
search (VNS) has been proved to be one of the most successful one [30]–[35]. However, most of 
metaheuristic algorithm, including the VNS algorithm, could produce low quality solution regarding to 
the premature convergence of the search process which lead the algorithm trapped in local optimum 
condition and unable to jump the solution to another promising search space [33].  

One way to enhance the effectiveness of a metaheuristic method is by developing hybrid approach 
which incorporate combination of two or more meta-heuristic superiorities [36]. Recently, Akpinar [33] 
developed combination of LNS and ant colony algorithm to solve VRP, the result showed that the 
combined LNS-ACO outperforms the other variants of traditional LNS approach. in Akpinar [33], Sze 
had developed hybrid adaptive VNS and LNS approach to tackle VRP. However, this combination of 
more than one meta-heuristic could make more complex algorithm. The combined algorithm is 
relatively difficult to develop and need more computation cost during the searching process. 

In this study, an enhanced PVNS with ASM is developed for solving VRP. Instead of using complex 
meta-heuristic approach to improve VNS, this study used a simple perturbation strategy to extend the 
search horizon and produce more robust solution. This approach adopts PVNS by Polat et. al. [37] and 
adding ASM by Li et. al. [38] to control the perturbation scheme to effectively escaping the solution 
out from local optimum condition and continue the search process to another promising region. 
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2. Method 

2.1. Notation 

The notations used in this paper are listed in Table 1. 

Table 1.  Notation used in this study 

Notation Meaning 

V set of customers 

𝑉0 set of customers plus one depot (customer 0): V0 = V ∪ {0} 

𝑛 total number of customers: n = |V | 
𝑐ij distance traveled between customer 𝑖 and 𝑗 

𝑐𝑖0 distance traveled between customer 𝑖 and depot 

𝑑𝑖 delivery demands of customer 𝑗, 𝑗 =  1, . . . , 𝑛 

𝑄 vehicle maximum capacity 

𝐾 vehicle numbers 

𝜃1 first score value in perturbation selection mechanism 

𝜃2 second score value in perturbation selection mechanism 

𝑤𝑖 weight of perturbation scheme 𝑖, 𝑖 =  1, … ,10 

λ a positive parameter in initial construction called route shape parameter 

𝑢 a positive parameter to exploit asymmetry of information between depot to customer 𝑖 and 𝑗 

𝑣 a positive parameter as assignment priority of customer with larger demands 

 

2.2. Capacitated Vehicle Routing Problem 

The CVRP is the basic version of the route planning problem. This problem made up of a single 
distribution center (depot) and a set of customers with some amount of demands which must be 
delivered from the depot via a set of 𝐾 homogeneous fleet. The objective of this problem is to establish 
the distribution routes which is involving assignment customers including their demands to 
corresponding vehicles and determining trip sequences to all customers which need minimum total 
travelled distance without violating maximum capacity constraint of each vehicle. In graph theory, VRP 
can be defined as 𝐺 =  (𝑁, 𝐸), where 𝑁 means a set of customers and a single depot (𝑁 =  {0, . . . , 𝑛}), 
and 𝐸 is the edge set (𝐸 =  {(𝑖, 𝑗) ∶  𝑖, 𝑗 є 𝑁}). Node 0 mention the depot as the beginning and ending 
point of the trips. The rest nodes represent the customers whose known delivery demand 𝑑𝑖. Each 
customer must be visited in single time by exactly one vehicle. Every vehicle has an exact and identic 
capacity.  The vehicle will travel node by node where the distance from node 𝑖 to node 𝑗 is defined by 
𝑑𝑖𝑗 > 0. The total delivery demand of the customers belong to a route must less than the maximum 

vehicle’s capacity of 𝑄𝑘. The mathematical model of VRP has presented in Fisher & Jaikumar [9]. For 
further information about the VRP variants and some solution approaches, the readers suggested to 
gather more information in [39]–[42]. 

 

2.3. Enhanced Perturbation-based Variable Neighborhood Search with Adaptive Selection 
Mechanism for VRP 

In recent years, VNS received more attention in the VRP literature with some enhancement. 
perturbation-based variable neighborhood search with adaptive selection mechanism  (PVNS ASM) 
adopt PVNS Framework by Polat et. al. [37] to solve VRP. The structure of the approach is given as 
pseudo-code in Fig 1. The main framework of this algorithm is VNS that systematically changing the 
solution over several iterations. Saving algorithm (SA) and variable neighborhood descent (VND) are 
employed for constructing initial solution and local search respectively. Finally, ASM is used to control 
selection of perturbation scheme according to empirical record of success for escaping from being trapped 
in local optimal condition. 
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Fig. 1.  Structure of PVNS ASM Algorithm  

 

2.3.1. Initial Solution Construction 

A heuristic construction method is used to generate initial solution, that is, a well-known saving 
algorithm by Clarke & Wright [19] with additional consideration to vehicle capacity according to 
enhanced formula in Altınel & Öncan [43]. This construction heuristic builds a solution considering a 
saving value. The construction begins with a vehicle dispatched to each customer, then routes are merged 
repeatedly by the saving value in generated routing cost. In every iteration, two routes are merged into 

1. 𝑁𝑚𝑘, 𝑘 = 1, … , 𝑘𝑚𝑎𝑥 as neighborhood structures of shaking phase 

2. 𝑁𝑚, 𝑚 = 1, … , 𝑚𝑚𝑎𝑥 as neighborhood structures of shaking phase 

3. set 1 score to all perturbation scheme 

4. construct 𝑥0 generate initial solution with saving heuristic 

5. while 𝑝 < 𝑝𝑚𝑎𝑥 

6.    𝑠 = 1 

7.   while 𝑠 < 𝑠𝑚𝑎𝑥 

8.            𝑘 = 1 

9.    while k< 𝑘𝑚𝑎𝑥 

10.     𝑥2 = 𝑥𝑘
1 ∈ 𝑁𝑘(𝑥1) Shaking ∶  𝑥𝑘

1 𝑖𝑠 𝑟𝑎𝑛𝑑𝑜𝑚 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑖𝑛 𝑘𝑡ℎ 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟ℎ𝑜𝑜𝑑 𝑜𝑓 𝑥1  

11.     If 𝑓(𝑥2) < 𝑓(𝑥1)  

12.              𝑥1 = 𝑥2, 𝑘 = 1   

13.     else 

14.             𝑥3 = 𝑥2, 𝑚 = 1   

15.     while m< 𝑚𝑚𝑎𝑥 

16.      𝑥3 = 𝑉𝑁𝐷(𝑁𝑚(𝑋2)); 𝑙𝑜𝑐𝑎𝑙 𝑠𝑒𝑎𝑟𝑐ℎ 𝑤𝑖𝑡ℎ 𝑉𝑁𝐷 𝑖𝑛 𝑚𝑡ℎ 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟ℎ𝑜𝑜𝑑 𝑜𝑓 𝑥2  

17.            if 𝑓(𝑥3) < 𝑓(𝑥1)  

18.     𝑥1 = 𝑥3, 𝑘 = 1   

19.      else 

20.       𝑘 = 𝑘 + 1 

21.        end if 

22.     end while 

23.     end if 

24.    end while 

25.    If 𝑓(𝑥1) < 𝑓(𝑥0)  

26.     𝑥0 = 𝑥1; move or not: 𝑥0is a current best solution  

27.     changeperturb = false 

28.     Add 𝜃1to cth perturbation scheme 

29.    else  

30.     𝑠 = 𝑠 + 1    

31.    end if 

32.   end while 

33.   If (changeperturb = true) 

34.          c = select perturbation scheme by roulade wheel using equation 2 

35.   endif 

36.   changeperturb = true 

37.   𝑥1 = 𝑥𝑟
0 ∈ 𝑃𝑐(𝑋0); 𝑃𝑒𝑟𝑡𝑢𝑟𝑏𝑎𝑡𝑖𝑜𝑛: 𝑥𝑟

0 𝑖𝑠 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑡ℎ𝑜𝑓 𝑥0  

38.    add 𝜃2to 𝑐𝑡ℎ perturbation scheme 

39. end while 

40. return 𝑥 = 𝑥0  
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single route which can result in feasible combination and has largest saving value. This construction 
stops when feasible combination of routes is no longer available. The saving value [43] is defined in (1). 

𝑆𝑖𝑗 = 𝑐𝑖0 + 𝑐0𝑗 − 𝜆𝑐𝑖𝑗 + 𝑢|𝑐0𝑖 − 𝑐𝑗0| + 𝑣
𝑑′𝑖+𝑑′𝑗

�̅�
   

2.3.2. Solution Improvement with VNS 

After initial solution is generated by saving algorithm, the solution is evaluated with an improvement 
algorithm. For this purpose, a VNS approach proposed by Hansen & Mladenovic [44] and [45] is used. 
This algorithm employs a set of neighborhoods in a deterministic order to explore increasingly distant 
neighborhood and improve current incumbent solution by investigating the promising region. Reference 
[37], [45]–[48] revealed the effectiveness of VNS in the implementation for VRP scenarios. 

VNS algorithm is consisted of two main phases, namely shaking and local search. The shaking phase 
responsible to lead the search direction of the algorithm escape from local optimum condition by 
restructure the solution using curtain neighborhood change. In this paper, a set of neighborhood 
operators is employed since the probability to escape from local optimum is increasing when the shaking 
employs more than one operator [37]. 3 intra-route structures are employed which is executed in 
deterministic order to explore potential another search space after algorithm found local optimum in 
local search step (Table 2). 

Table 2.  Intra-route operators employed in shaking step of the algorithm 

Operator Meaning 

Exchange (m,n) This operator transfers m sequential customer from a random route (first route) to another random 

route (second route) and then n sequential customer transferred from second route to the first 

route. Where m and n are randomly generated number between 1 to customer number in each 

route.   

Cross This operator divides two randomly selected routes (first route) become two parts namely part A 
and part B. Then part A from the first route is connected to part B of the second route while the 

part B of the second route is connected to part A of second route [49]. 

Shift (m,0) This operator transfers m sequential customer from randomly selected route to another randomly 

selected route at random position where m is randomly generated number between 1 and customer 

number in the first route. 
 

After algorithm perform shaking phase, the solution is processed to local search phase to find local 
optimum.  In this paper the VND algorithm is used as local search algorithm by applying a set of 
neighborhood structures 𝑁𝑚,m=1...,mmax, in a deterministic order. The sequence of movements 

considered in this work consist of four inter-route structures and three intra-route structures is 
summarized in Table 3 and Table 4. For further information about the VND algorithm, reader is referred 
to Avci & Topaloglu [50] and Crispim & Brandão [51]. 

Table 3.  Inter-route structures employed in local search step of the algorithm 

Operator Meaning 

Insertion The best insertion movement that move a client from its position and inserts to another position in 

the same route. 

Swap This operator finds the best permutation movement that swaps the locations of two client within a 
route  

3-Opt 3-Opt moves some sub route to different position in the same route. For the example, three links 
(pair of nodes) are removed and replaced by three other links. 

2-opt This operator tries to find the best two-opt movement that swaps pairs of links in the same route. 
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Table 4.  Intra-route structures employed in local search step of the algorithm 

Operator Meaning 

Replace (1,1) This operator finds best exchange 1 customer from selected route with 1 customer from another 

selected route which gaining less objective value of the solution. 

Shift This Structure finds best transfer of m sequential customer from a selected route to another 

selected route where m is number between 1 to number of all customer in first route. 

Crossover This structure finds best possible crossover from two selected routes. 

These six intra-route neighborhood structures and four inter-route neighborhood structures are 
employed in the VNS algorithm based on study by which is borrowed from [29], [37], [49], [52]. 

 

2.3.3. Perturbation Mechanism 

The enhancement of VNS by adding perturbation mechanism in is recently presented by Polat et. al. 
[37] which has main objective is to extend the search space and diversification degree of the search. In 
this paper, instead of using perturbation mechanism which is given before, the simple destroy and repair 
algorithm is employed. This approach adopted from Li et. al. [38], in the study the LNS and an adaptive 
mechanism was applied to iterated local search (ILS) algorithm as additional perturbation strategy and 
successfully improved ILS for solving Multi Depot VRPSPD. This destroy and repair method consist of 
the removal of customer and reinsertion of the removed customer. The removal phase using three 
removal methods, random removal method introduced by Shaw [53], relatedness removal method by 
Schrimpf et. al. [54] and long-arc-broken removal [38] which is described in Table 5.  

Table 5.  Removal method employed in Perturbation phase. 

Method Meaning 

Random removal This method evaluates each customer of the current solution, a customer removed when a 

generated random number (𝑟) smaller than the threshold level (𝑟0) where r,r0 ∈ [0,1] 

Relatedness removal In this method, a customer 𝒊 is choosen randomly, then select all customers that has distance 

from customer 𝒊  between 0 and 𝑟 ∗ Average(𝑖), where Average(𝑖)indicating the average 

distance between all other customer in the solution to 𝒊and r is a random generated number 

between 0 and 1. 

Long arch broken Firstly, this algorithm computes the sum of longest arc and second longest arc of each route 

and rank the routes in descending way based on the computation result. Then a random 

route is selected randomly from first ω routes and remove the customers between the two 
first longest arcs. 

 

The removed customers denoted by 𝑀 which is removed from removal step then reinserted using 5 
different insertion method which are greedy tournament 1, basic greedy tournament, regret tournament 
insertion, greedy basic and basic regret-2 insertion. The basic greedy insertion which introduced by 
Campbell & Savelsbergh [55] move customers from 𝑀 one by one to the best position in solution while 
the greedy tournament algorithm select a set M' customer from 𝑀 namely M' ⊆ 𝑀 and apply basic 
greedy insertion to reinsert all M' to solution. This process is repeated until all removed customer is 
transferred back to the solution. Different with the basic greedy tournament version, greedy tournament 
1 chooses only one random customer from removed then applied greedy insertion. 

2.3.4. Adaptive selection mechanism 

This section describes modification to basic PVNS with additional adaptive capability to select better 
perturbation scheme of the algorithm. The performance of different neighborhood structures may be 
significantly different depend on characteristics of every problems and instances [37]. Thus, instead 
stochastic approach, this study employs an adaptive mechanism to select new perturbation scheme that 
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will move current solution to the new solution space. This approach based on previous work [38] that 
used adaptive mechanism to the perturbation step of iterated local search. 

According to 10 different perturbation set in Table 6, adaptive mechanism assigns equal weight to 
each perturbation scheme in the beginning of the search process. During the search process, the weight 
of the schemes is altered depending on the successful operations of each method. The scoring system of 
ASM control possibility and the weight of each neighborhood scheme along the search process. When 
a new overall best solution is founded, the score 𝜃1 is added to the weight and the scheme is directly 
selected for the next perturbation call (line 27-28 Fig. 1), Otherwise, the score 𝜃2 is assigned after 
applying a perturbation scheme (line 38 Fig. 1). 

Table 6.  Destroy and repair methods as perturbation scheme 

No Removal Method Insertion Method 

1 Random Removal Greedy Tournament 1 

2 Random Removal Greedy Tournament 1 

3 Relatedness Removal Greedy Tournament 

4 Random Removal Greedy Tournament 

5 Relatedness Removal Regret Tournament 

6 Relatedness Removal Regret Tournament 

7 Relatedness Removal Greedy Basic 

8 Relatedness Removal Regret 2 basic 

9 Long Broken Arc Removal Greedy Tournament 

10 Long Broken Arc Removal Regret Tournament 

 

In the condition where a perturbation scheme is failed to make the algorithm obtain new best 
solution, the adaptive mechanism employ roulette wheel selection to find new perturbation set to be 
applied, can be seen at line 34 of PVNS ASM algorithm in Fig 1. By default, each perturbation scheme 
is chosen by using roulette wheel method with a probability following its empirical condition. If there 
are 𝑘 perturbation set with weight𝑤𝑖,i ∈ {1,2,...,k}, then the perturbation scheme 𝑗 is selected using 
probability formula in (2). 

𝑃𝑟𝑜𝑏 =  
𝑤𝑗

∑ 𝑤𝑖
𝑘
𝑘=1

  

2.4. Implementation 

The PVNS ASM method given in the section 2 has been developed using Visual Studio Code. All 
computational experiments were performed on a virtual machine by Google cloud Platform with Intel 
Xeon E5 Skylake 2.0 GHz processor with 3.75 GB RAM and Debian 9.0 with Kernel Linux 4.14.8-1 
LTS. The test problems, parameter settings and computational results for each test problem are 
presented in the following subsections. 

In the following section, the effectiveness of the perturbation technique towards VNS algorithm is 
analyzed to obtain better solution, a comparative test against basic VNS algorithm is performed. In 
addition, some experiments to evaluate the performance of our algorithm when compared to existing 
methods from the literature also given. All of two comparative tests performed on two sets of benchmark 
data sets taken from literatures. These include 21 classical Euclidean VRP namely set A and 16 VRP 
instance namely set B described in Augerat et. al. [56]. The BKS value taken from Akpinar [33] and the 
distance of arcs for all the instances have been calculated as rounded Euclidean distances. The first dataset 
is made up by 32 to 80 customers while the second dataset are made up by 22 to 78 customers. All the 
benchmark instances were derived from the site <http://neo.lcc.uma.es>. 
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2.5. Parameter Settings 

The robustness of parameter settings influences the performance of algorithm on different data sets. 
Thus, several tests were performed on two main process of the algorithm involving VNS algorithm and 
adaptive perturbation mechanism.  In order to test neighborhood sequence in shaking and local search 
step, various combination of neighborhood structures has been used. From the test, the result shows 
the following sequence is the best configuration to be employed to the shaking step: N1: exchange(m,n), 
N2: cross, N3: shift(m,0), for the local search step:  N1: insertion, N2: swap, N3: 3-opt, N4: 2-opt, N5: 
replace, N6: shift and N7: cross. Therefore, 𝑘𝑚𝑎𝑥 is set to 3 and 𝑚𝑚𝑎𝑥  is 7. 

Two major parameters of the PVNS ASM is perturbation counter and VNS termination counter. In 
The perturbation mechanism is performed after 𝑝𝑚𝑎𝑥 loops and the VNS algorithm is terminated after 
𝑠𝑚𝑎𝑥 iterations counted from the last accepted solution. In order to obtain optimum setting of these 
parameters, a test was conducted using a benchmark instance involving 20 customers. As the result the 
best parameters setting for 𝑝𝑚𝑎𝑥 is 50 and 𝑠𝑚𝑎𝑥 is 100 where N is customer number in the instance. 
The last, the parameter of scoring system 𝜃1is set to 5 and 𝜃2 is 10. 

3. Results and Discussion 

The following subsections presents the computational results of the proposed algorithm for the VRP. 

3.1. Performance evaluation of the perturbation strategy toward VNS algorithm 

In this part, first computational experiment performed to analyze the effect of the perturbation 
strategy in search result over basic VNS algorithm. As stated above, the test performed over two set 
CVRP instances composed by 21 VRP instances. The best result of each instances presented in Table 7 
and Table 8 for each method have been acquired by running the algorithm 10 times independently. The 
results are presented in Table 7 and Table 8 for the problem sets A and B and analyzed by considering 
the gap between BKS values and obtained results as relative deviations %Dev = ((Best−BKS)/BKS)*100.  

Table 7.  Computational result against basic VNS approach for dataset A 

Instance BKS 
VNS PVNS ASM 

Best CPU Time (s) %Dev Best CPU Time (s) %Dev 

A-n32-k5 787 787 45.23 0.0000 787 30.67 0.0000 

A-n33-k5 661 661 48.1 0.0000 661 33.49 0.0000 

A-n33-k6 742 742 55.61 0.0000 742 32.39 0.0000 

A-n34-k5 778 778 88.72 0.0000 778 61.17 0.0000 

A-n36-k5 799 807 134.591 1.0013 799 90.23 0.0000 

A-n37-k5 669 669 201.31 0.0000 669 59 0.0000 

A-n37-k6 949 961 71.7 1.2645 951 23 0.2107 

A-n38-k5 730 730 168.7 0.0000 730 50.04 0.0000 

A-n39-k5 822 822 203.7 0.0000 822 136.29 0.0000 

A-n39-k6 833 835 122.39 0.2401 833 98.64 0.0000 

A-n44-k6 937 951 179.525 1.4941 942 130 0.5336 

A-n45-k6 944 959 131.83 1.5890 948 95.74 0.4237 

A-n45-k7 1146 1172 109.222 2.2688 1146 81 0.0000 

A-n46-k7 914 917 125.15 0.3282 914 91.76 0.0000 

A-n48-k7 1073 1084 133.609 1.0252 1073 47 0.0000 

A-n55-k 1074 1385 187.172 28.9572 1074 101 0.0000 

A-n60-k9 1355 1360 98.23 0.3690 1360 74 0.3690 

A-n61-k9 1039 1050 173.199 1.0587 1042 65.7 0.2887 

A-n63-k9 1622 1637 224.52 0.9248 1629 95.16 0.4316 

A-n65-k9 1174 1232 215.302 4.9404 1180 84.4 0.5111 

A-n80-k10 1763 1794 490.2707 1.7584 1784 186.2 1.1912 

Average     152.766 2.249   79.375 0.189 
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Table 8.  Computational result against basic VNS approach for instance B 

Instances BKS 
VNS PVNS_ASM 

Best CPU.Time (s) %Dev Best CPU.Time (s) %Dev 

B-n31-k5 672 682 62.717 1.49 672 28.3 0.00 

B-n34-k5 788 788 103.632 0.00 788 45.8 0.00 

B-n38-k6 805 805 102.54 0.00 805 40.866 0.00 

B-n39-k5 549 558 201.512 1.64 549 81.48 0.00 

B-n41-k6 829 836 109.602 0.84 830 45.82 0.12 

B-n43-k6 742 742 140.38 0.00 742 57.3 0.00 

B-n44-k7 909 909 104.64 0.00 909 41.2 0.00 

B-n45-k5 751 751 380.8 0.00 751 130 0.00 

B-n45-k6 678 715 150.05 5.46 680 62.61 0.29 

B-n50-k7 741 741 223.85 0.00 741 80.47 0.00 

B-n50-k8 1312 1328 121.074 1.22 1313 51 0.08 

B-n56-k7 707 714 367 0.99 707 126 0.00 

B-n66-k9 1316 1323 277.51 0.53 1320 104.5 0.30 

B-n67-k10 1032 1074 237.62 4.07 1042 92.15 0.97 

B-n68-k9 1272 1252 364.94 -1.57 1287 149.8 1.18 

B-n78-k10 1221 1249 438.25 2.29 1242 196.03 1.72 

Average     211.63 1.06   83.33 0.29 
 

Comparison of percentage deviations of best result from the PVNS ASM and basic VNS approach. 
For better understanding, the computation result in term percentage deviation presented in Fig. 2 and 
computation time is presented in Fig. 3. From the observations of Fig. 2, we can conclude that the 
hybrid PVNS ASM algorithm outperforms the basic VNS algorithms in terms of solution quality. The 
PVNS ASM has obtain better solution almost for all instances except B15 (B-n68-k9). However, PVNS 
ASM has higher success rate on overall test performed with 22 instance achieved best-known solution 
and the other 15 instances obtain relatively close objective with tiny %Dev value 0.23 on average from 
all A and B instances, otherwise the basic VNS approach seems obtained worse solution with 13 instances 
achieved best-known solution, 23 worse than best-known solution and 1 instance with new best solution 
achieved from all A and B. 

 

Fig. 2.  Comparison of percentage deviation of objective gap by the PVNS ASM and basic VNS approach for 

problem set A and B 

In addition, Fig. 3 shows that the PVNS ASM approach needs less computation time to find 
optimum solution than the basic VNS algorithm for almost all instances. Finally, the Fig. 2 and Fig. 3 
proofed the effectiveness of the perturbation strategy in escaping the algorithm from local optimum. 
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Fig. 3. Comparison of computation time needed by the PVNS ASM and basic VNS approach for problem set A 

and B 

3.2. Comparison of PVNS ASM against some other approach 

This section discusses the effectiveness of the PVNS ASM method over 4 earlier developed CVRP 
approaches, LNS-ACO [33]. KNN [57], Hybrid VNS-VND [58], and SC-SA [59]. For this purpose, 
we perform the solution method to benchmark set (9 A & 12 B instances) used by Augerat et. al. [56]. 
The best-known solutions (BKS) for all benchmark set were derived from [15]. The results then 
presented in Table 9 and Table 10, taken from 10-time executions. The best results achieved by the 
algorithms are marked in boldfaces which has same or better quality to best-known solution. The 
comparative results given in Table 9 and Table 10 showed the effectiveness of the PVNS ASM against 
other meta-heuristic since it could provide best result from 15 out of 21 problems set among other 
method, while the other 6 instance close-like solution also obtained successfully with small deviations 
between ranges 0.12 to 1.72. 

Table 9.  Computational result avgainst CVRP methods for problem set A 

Instances 
No. 

Cust 

No. 

Vehicle 
BKS 

KNN VNS-VND LNS_ACO PVNS ASM 

%Dev %Dev %Dev %Dev 

A-n32-k5 32 5 787 0.00 1.27 0.00 0.00 

A-n33-k5 33 5 661 0.00 21.79 0.17 0.00 

A-n33-k6 33 6 742 0.00 17.12 0.09 0.00 

A-n37-k5 37 5 669 0.00 31.99 0.52 0.00 

A-n45-k6 45 6 944 1.48 19.60 0.09 0.42 

A-n45-k7 45 7 1146 0.00 0.00 0.06 0.00 

A-n60-k9 60 9 1355 0.00 5.98 0.06 0.37 

A-n65-k9 65 9 1174 0.94 25.30 0.66 0.51 

A-n80-k10 80 10 1763 2.95 0.20 0.20 1.19 

Average    0.60 13.15 0.21 0.19 
 

The approach given in this study has relatively simple algorithm compared to hybrid approach, but 
the result proofed the effectiveness of this approach in solving VRP. These advantages make the 
algorithm easy to understand and implemented by other developer in case of real-world using or any 
development purpose. Although the proposed hybrid algorithm is tested only on standard CVRP cases, 
it can be extended to solve many other VRP variants with just little modification. More over the 
implementation of meta-heuristic approach in solving VRP has many direct benefits to transportations 
and logistics in planning the distribution system effectively while reducing the transportation cost 
significantly. In addition, even though the algorithm developed in this study is not configured to work 
in parallel computation, it has many potentials to build the more powerful algorithm with parallel 
configuration. Thus, the robustness and computation speed will be increased significantly since the 
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growing of current CPU technologies focus on making processor work with multi CPU and multi-
threaded which support penalization of computation. 

Table 10.  Computational result against CVRP methods for problem set B 

Instances 
No. 

Cust 

No. 

Vehicle 
BKS 

LNS_ACO SC-ESA PVNS ASM 

%Dev %Dev %Dev 

B-n38-k6 38 6 805 0.00 1.24 0.00 

B-n39-k5 39 5 549 0.00 0.18 0.00 

B-n41-k6 41 6 829 0.00 4.46 0.12 

B-n43-k6 43 6 742 0.00 0.54 0.00 

B-n44-k7 44 7 909 0.00 1.32 0.00 

B-n45-k5 45 5 751 0.00 0.00 0.00 

B-n45-k6 45 6 678 0.00 1.18 0.29 

B-n50-k8 50 8 1312 0.53 1.30 0.08 

B-n66-k9 66 9 1316 1.06 1.90 0.30 

B-n67-k10 67 10 1032 1.74 1.74 0.97 

B-n68-k9 68 9 1272 1.42 1.57 1.18 

B-n78-k10 78 10 1221 0.6 2.05 1.72 

Average    0.4425 1.456666667 0.39 

4. Conclusion 

In this study, PVNS ASM algorithm is developed to solve CVRP. This method is composed through 
combination of savings heuristic, VNS, perturbation mechanism and the ASM to tackle the VRP. Three 
neighborhood structures employed as shaking operators and seven neighborhood structures as local 
search operators. A VND procedure is used to incorporate several neighborhood structures for local 
search. Ten different destroy and repair structures were presented to jump the solution from being 
trapped in local optimal condition. The testing results proof that the solution method efficiently reaches 
high-quality CVRP solutions compared to the basic VNS approach for the given benchmark instances. 
In addition, this the solution method has a competitive result compared to currently best-known 
solution in literatures. This result indicates that the combination of improvement strategy by VNS and 
the diversification strategy used in this paper is effective to jump from local optimum condition. Further 
research can be done to develop this strategy to other CVRP variants. Moreover, it is worth to try 
parallelization strategies by utilizing different threads of CPUs for PVNS ASM that can improve the 
performance of the algorithm. 
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