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We define a representative elementary volume of a porous medium in terms of lumped

extensive variables, including properties of homogeneous phases, interfaces, and

contact lines. Using the grand potential, we define the pressure of the REV in a porous

medium in a new manner. From the entropy production expressed in these variables,

we develop new constitutive equations for multi-component, multi-phase, macro-scale

flow. The system is exposed to temperature, composition, and pressure gradients. New

contributions due to varying porosity or surface tension offer explanations for non-Darcy

behavior, and predict thermal osmosis special for porous media. An experimental

program is suggested to verify Onsager symmetry in the transport coefficients. The

analysis is limited to non-deformable systems, which obey Euler homogeneity on the

REV level.

Keywords: porous media, energy dissipation, two-phase flow, representative elementary volume, macro-scale,

excess surface energy, pressure, non-equilibrium thermodynamics

1. INTRODUCTION

We have recently [1] derived a coarse-grained form of the entropy production, σ , of a
representative elementary volume (REV) in a non-deformable porous medium with multi-phase,
multi-component, non-isothermal fluids. The coarse-grained description of the REV was
formulated for systems that obey Euler homogeneity. A Gibbs equation could therefore be
formulated for the REV itself, and used as a starting point, as is normal in non-equilibrium
thermodynamics [2].

Once the entropy production has been found, the driving forces and the constitutive equations
can be given. These will be specified here. We shall see that we can obtain the same form of the
constitutive equations as for homogeneous systems, but that the driving forces are particular for
the porous medium. To write out this particularity, is one aim of the present paper. We shall see
that we can obtain a new definition for the pressure in a porous medium and use this and the
chemical potential to find the constitutive equations. We are also giving internal relations between
experiments particular for the flows, as derived for instance from the Onsager relations.

We consider, as a premise, the REV as a complete thermodynamic system. Hansen and Ramstad
[3] suggested this possibility already some time ago. Since then, the hypothesis has been supported
through measurements on Hele-Shaw cells [4] and through network simulations [5]. The coarse-
grained variables of the REV will fluctuate similar to the variables in a normal thermodynamic state
around a mean value.

The procedure that we used to obtain the Gibbs equation for coarse-grained variables [1],
assumes that the additive thermodynamic variables of the REV are Euler homogeneous functions of
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order one. We give first a brief review of the procedure that
defines the basis set of thermodynamic variables (section 2.1).
The consequences for the chemical potential and the pressure in
the context of porous media is next described (sections 2.2, 2.3).
A new definition of the pressure is proposed in section 2.3.

The constitutive equations that follow from the new set of
variables, allow us to revisit previously published experimental
results. We shall see, for instance, that they can explain deviations
from Darcy’s law. Such deviations have been observed for
small volume flows, also for single fluids like water and water
solutions [6–10]. Thresholds and/or deviations from straight
lines in plots of flow vs. the overall pressure difference, have
been reported. Boersma et al. [8] found a dependency of such
a threshold on the average pore radius, r̄, for flow in a porous
medium made of glass-beads. The observations have, as of
yet, no final explanation. When dealing with immiscible fluids,
Tallakstad et al. [11] observed a dependence of the flow rate
on the square of the pressure difference under steady-state
flow conditions. Sinha and Hansen [12] attributed this square
dependence to a change in the conductivity, arising from the
successive opening of pores due to the mobilization of interfaces
when the pressure difference across the sample is increased.
The explanation was supported by a mean-field calculation
and numerical experiments with a network model. Sinha et al.
[10] followed up the original Tallakstad study, done in a two-
dimensional model porous medium, both experimentally and
computationally in three-dimensional porous media, with the
same result.

There is not only a need to better understand deviations from
Darcy’s law for volume transport. Other driving forces than those
related to the pressure difference, are also relevant to porous
media transport. Counter-current transport of components
can lead to gradients in composition (chemical potential) or
chemical driving forces. Injection of cold seawater into a warm
hydrocarbon reservoir can create thermal driving forces. This
leads to thermal diffusion. The separation of components in a
temperature gradient is an example of the Soret effect [13]. A
temperature gradient may also lead to a pressure gradient, a
phenomenon called thermal osmosis. These effects are not much
studied in porous media, see [14] for a review on membranes.
There are, for instance, contradictory findings in the literature
with respect to the impact of the porous medium on thermal
diffusion. Costeseque et al. [15] found that the porous medium
had no significant effect on the Soret coefficient, as determined
with a horizontal thermodiffusion cell (although the component
diffusion was slower in the porous medium). On the other hand,
Colombani et al. [16] found by molecular dynamics simulations
that both the porosity and the wettability of the porous medium
had an effect on the Soret coefficient. The presence of a porous
matrix had an impact on the flow pattern and therefore the
Soret coefficient according to Davarzani et al. [17]. The role of
a thermal driving force is therefore at best unclear. A better
understanding of its role could be important. An emerging
concept for water cleaning is, for instance, based on thermal
osmosis [18]. This process could help produce clean water using
industrial and natural heat sources, a very important topic in the
world today.

It is thus an open question in porous media theory, how
driving forces like the ones mentioned interact, and how the
porous medium makes these interactions special [17]. It is
therefore also the aim of this work to clarify the coupling that
can take place due to some central forces, by constructing a
non-equilibrium thermodynamic theory, particular for porous
media.

The paper is structured as follows. Section 2 gives first a
brief repetition of the variables used to obtain the coarse-grained
Gibbs equation and the corresponding entropy production [1].
As before, the analysis applies to systems that obeys Euler
homogeneity of the first order. We restrict ourselves to non-
deformable media, and systems with a constant ratio of fluid
surface area to volume (no film formation). For such systems
we proceed to find expressions for the chemical potential and
the pressure in the context of non-deformable porous media, cf.
sections 2.2, 2.3. We intend to extend the theory to deformable
media later.

The expression for the entropy productionwith these variables
is detailed in section 3. The driving forces, due to temperature
-, pressure -, and chemical potential gradients, are specified in
section 4. They obtain new contributions compared to their
normal form in homogeneous systems. In the last section 5,
we detail specific cases of component and volume flow in
combination with heat transport. An experimental program is
suggested in the end to verify Onsager symmetry in the transport
coefficients.

2. THERMODYNAMIC VARIABLES FOR
THE REV

2.1. The Basis Set of Variables
The central concept in this analysis is the representative
elementary volume; the REV [19, 20]. Its characteristic size, l,
is small compared to the size (length) of the full system, L, but
large compared to the characteristic pore length and diameter.
An illustration of the REV is given by the squares in Figure 1.
The REV (square) consists of several phases and components.
The problem is to find the representation on the larger scale.
For each point in the porous system, represented by a (blue) dot
in Figure 1, Kjelstrup et al. [1] used the REV around the dot
to obtain the variables of the REV (UREV, SREV,VREV,MREV

i ).
The variables were given superscript REV to indicate that they
constituted the only independent variables of the REV. From the
Euler homogeneity of these variables, the possibility followed
to define the temperature, pressure, and chemical potentials
of the REV, (T, p,µi). We refer to Kjelstrup et al. [1] and to
Tables A1–A3 in the Appendix for further details, terminology
and symbols.

The value of each of these REV-variables was obtained as a
sum of contributions from each phase, interface and three-phase
contact line present [19, 20]. The contributions are pore-scale
variables; they are not independent variables on the macro-scale.
To assume Euler homogeneity, means to assume that a REV of
the double size, for example, has double the energy, entropy, and
mass, as well as double the surface areas and double the line
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FIGURE 1 | A representative elementary volume (REV) (magenta squares,

length l) in a system (white box of length L) that is exposed to for instance a

pressure difference, 1p, a temperature difference, 1T, and differences in

chemical potentials 1µi . A (blue) dot is used to represent the state that

characterizes the REV. The set of state variables are positioned on the x-axis:

The temperature, pressure and the chemical potentials, (T,p, µi )(x). The figure

is adapted from Kjelstrup et al. [1].

lengths of various types. The average surface area, pore length
and pore radius, as well as the curvature of the surfaces per
unit of volume of the REV, are then everywhere the same. We
limit ourselves to non-deformable systems with a constant ratio
of fluid surface area to volume, for which this is the case. The
extension to deformable systems is more complicated and will be
considered later.

A system of k components in m homogeneous phases, has a
volume, VREV, with contributions from the homogeneous bulk
phases Vα,REV, m ≥ α ≥ 1, and the excess line volumes,
Vαβδ,REV,m ≥ α > β > δ ≥ 1.

VREV =

m
∑

α=1

Vα,REV +

m
∑

α>β>δ=1

Vαβδ,REV ≈

m
∑

α=1

Vα,REV (1)

The superscripts denote the relevant phases, surfaces or contact
lines. The surface area between phases α,β is denoted �αβ ,REV

while the contact line length between phases αβδ is denoted
3αβδ,REV. The surface area (line length) of the REV is the sum
over all areas (lines) in the REV. The excess surface volumes are
by construction zero. The excess line volumes are not, because the
dividing surfaces in general cross each other along three different
lines.

In this first exposition, we neglect contributions to the volume
from the contact lines, which are normally small also in porous
media. The volume of the pores is

Vp,REV =

m−1
∑

α=1

Vα,REV (2)

Superscript p is used for pore. The porosity, φ, and the degree of
saturation, Ŝα (saturation for short), are

φ ≡
Vp,REV

VREV
and Ŝα ≡

Vα,REV

Vp,REV
=

Vα,REV

φVREV
(3)

Superscript α is used for a component, which is equal to the
phase in the present case. The porosity and the saturation do
not depend on the size of the REV, and have therefore no
REV-superscript.

The mass of component i in the REV,MREV
i , is the sum of the

masses in the homogeneous phases of the REV, α, Mα,REV
i , m ≥

α ≥ 1, the excess interfacial masses, M
αβ ,REV
i , m ≥ α > β ≥ 1,

and the excess line masses, M
αβδ,REV
i , m ≥ α > β > δ ≥ 1. We

obtain:

MREV
i =

m
∑

α=1

Mα,REV
i +

m
∑

α>β=1

M
αβ ,REV
i +

m
∑

α>β>δ=1

M
αβδ,REV
i (4)

where the first term on the right-hand side also can be written in
terms of the (constant) densities ρα

i

m
∑

α=1

Mα,REV
i =

m
∑

α=1

ρα
i V

α,REV
i (5)

Similar contributions follow for the other terms.
We shall often use the example of two immiscible one-

component phasesw and n in a solid porousmaterial r of porosity
φ, where contact line contributions are negligible. We can think
of phase w as wetting, and n as non-wetting. The mass variables
from Equation (4) are for n:

MREV
n = ρnV

REV
n (6)

while for the other components we obtain also surface excess
contributions:

MREV
w = MREV

w +Mwn,REV
w

MREV
r = MREV

r +Mrn,REV
r +Mrw,REV

r (7)

When an interface is formed between two phases, we are free
to choose the position of the interface such that one of the
components has a zero excess mass. This is the position of the
equimolar surface of this component. This position is convenient
because the number of variables are reduced. When we use the
equimolar surface of n, Mrn

n = Mwn
n = 0, and when we use the

equimolar surface of w at the surface of the solid,Mrw
w = 0. These

choices simplify the description of the REV. Therefore, we shall
later use the chemical potential of component n, which has a bulk
contribution only, see section 2.2.

The expressions for UREV and SREV are similar to Equation
(4). This way to construct a REV is reminiscent of the geometric
construction of a state function, proposed for flow in porous
media by McClure et al. [21].

The basis set of macro-scale variables of the REV
(UREV, SREV,VREV,MREV

i ) apply to the whole REV. The
temperature, pressure and chemical potentials of the REV,
(T, p,µi), on the macro-scale were next defined, as is normal in
thermodynamics, as partial derivatives of the internal energy.
These definitions are normal in the sense that they have the
same form as they have in homogeneous systems. They are new
because the variables (say UREV) have contributions from all
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parts of the heterogeneous REV. The intensive variables T, p,
and µi are then not averages of the corresponding variables on
the pore-scale. The importance of this was also pointed out by
Hassanizadeh and Gray [11,12].

The macro-scale densities of internal energy, entropy and
mass; in the example, u, s, ρi, do not depend on the size of the
REV. The densities are therefore convenient when we need to
integrate across the system [1]. They are, however, functions of
the position of the REV, cf. Figure 1.

2.2. The Gibbs Energy of the REV
We proceed to define the Gibbs energy, G, as this variable is
needed in the definition of driving forces of transport, see section
3. The general expression for Gibbs energy is

G ≡ U + pV − ST =

k
∑

i=1

µiMi =

k
∑

i=1

Gi (8)

where G applies to the REV and Gi is defined for component i in
the last identity. All REV variables need be taken into account. In
principle, each component can exist in all phases in the REV. But
component contributions to the REV are additive, cf. Equation
(4). For component i we therefore have

GREV
i ≡ µREV

i MREV
i

=

m
∑

α=1

Gα,REV
i +

m
∑

α>β=1

G
αβ ,REV
i

=

m
∑

α=1

gα
i V

α,REV +

m
∑

α>β=1

g
αβ
i �αβ ,REV (9)

The expression gives the Gibbs energy contributions of
component i to the REV. We neglected again possible
contributions from contact lines.

In the case of two immiscible, one-component fluids in a non-
deformable porous rock, we can take advantage of the simpler
description of the non-wetting fluid (see previous subsection)
giving

GREV
n ≡ µnM

REV
n = Gn,REV

n = gnnV
n,REV (10)

For immiscible, one-component fluids, the label indicating the
components also gives the phase. The density gnn is an average
over Vn,REV. The local density in the pores may vary around the
average.

The total differential of U is used with the definition (8), and
we obtain

dG = −SdT + Vdp+
∑

i

µidMi (11)

where the superscript REV is skipped for convenience.

2.3. The Pressure of the REV
We find the pressure of the REV by starting, as above, with the
extensive property that holds the pressure as the variable. This

is the grand potential. The compressional energy of the REV is
equal to minus the grand potential:

ϒREV
(

T,VREV,µi

)

≡ −pVREV = UREV−SREVT−

k
∑

i=1

µiM
REV
i

(12)
The grand potential of the REV is additive, which gives

ϒREV =

m
∑

α=1

ϒα,REV+

m
∑

α>β=1

ϒαβ ,REV+

m
∑

α>β>δ=1

ϒαβδ,REV (13)

We introduce contributions from all phases, surfaces and contact
lines. This allows us the possibility to define, in a new way, the
pressure of the REV:

p =
1

VREV





m
∑

α=1

pαVα,REV −

m
∑

α>β=1

γ αβ�αβ ,REV

−

m
∑

α>β>δ=1

γ αβδ3αβδ,REV



 (14)

The last equationmakes it possible to compute the pressure of the
REV, p, from the pressures in the bulk phases, the surface tensions
and the line tensions. With knowledge of the pressure in the REV,
we can find the driving force,−dp/dx, in the entropy production,
see below, Equation (29).

We explain now how we can define and compute the pressure
from Equation (14), using the example of two immiscible single
fluids in a non-deformable medium.We shall neglect contact line
contributions for simplicity. Such contributions can be added
by the same procedure. We follow Equation (14) and sum over
the n, w and r bulk phases, and the nr,wr, and nw−interfaces.
The situation can be illustrated for a single cylindrical pore, see
Figure 2.

The figure shows two phases n and w in a tube with the
average radius. The wall material is r. Contact areas are therefore
�nr,REV, �wr,REV, and �nw,REV. The total surface area of the pore

FIGURE 2 | Illustration of contact areas between the phases. A cylindrical

pore is chosen as example.
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is�rp,REV ≡ �nr,REV+�wr,REV. The area�nw,REV is the smallest
contact area shown in the figure. The volumes in Equation (14)
depend on the saturation of the non-wetting component, Ŝn

and the porosity, φ. Neither of the fluids form a film between
the surface and the other fluid, so the surfaces satisfy in good
approximation

�nr,REV = Ŝn�rp,REV and �wr,REV = Ŝw�rp,REV

= (1− Ŝn)�rp,REV (15)

The pressure of the REV from Equation (14) can then be written
as:

p = [pnŜnφ + pw(1− Ŝn)φ + pr(1− φ)]

−[Ŝnγ nr + (1− Ŝn)γ wr]
�rp,REV

VREV
− γ nw �nw,REV

VREV
(16)

Contact-line contributions were again not taken along, for
simplicity. A consequence of the porous medium being
homogeneous is that �rp,REV/VREV is the same everywhere. The
ratio can be used as ameasure of the average curvature of the pore
surface, as will be explained below.

The volume-averaged contributions to the pressure from the
homogeneous phases is given the symbol p̄:

p̄ = pnŜnφ + pw(1− Ŝn)φ + pr(1− φ)

=
(

pn − pw
)

Ŝnφ + pwφ + pr(1− φ) (17)

The first term in the last equality shows that the saturation gives
an important contribution to the volume-averaged pressure. The
contributions of the 2nd and 3rd terms are due to pw and pr .
These contributions are usually constant.

The surface-averaged contributions to the pressure are
likewise given a separate symbol:

p̄c = [Ŝnγ nr + (1− Ŝn)γ wr]
�rp,REV

VREV
+ γ nw �nw,REV

VREV
(18)

The contribution of p̄c to the total pressure, p, may be called the
capillary pressure. The total pressure of the REV is thus, for short:

p = p̄− p̄c (19)

2.3.1. The Case of Approximately Cylindrical Pores
With an (approximately) cylindrical pore geometry, we can
define the average radius of the pores by

r ≡
2Vp,REV

�rp,REV
(20)

By introducing r into Equation (18) we obtain the capillary
pressure

p̄c =
(

γ nr − γ wr
)

Ŝn
2φ

r
+ γ wr 2φ

r
+ γ nw �nw,REV

VREV
(21)

Again the first term shows that saturation gives an important
contribution. The 2nd term only depends on the temperature and

is usually constant. The 3rd term is proportional to the surface
area of the fluid-fluid interface. In many experiments this surface
area is much smaller than �rp,REV. When that is the case, this
term is negligible.

The three equations above give an expression for the REV
pressure p for the example system.

To estimate the size of the various contributions, it is
convenient to usemechanical equilibrium for the contact line and
for the surface, although this conditionmay not apply to the REV,
not even under steady flow conditions.With a balance of forces at
the three-phase contact lines, Young’s law applies for the surface
tensions: γ nr−γ wr = γ nw cos θ , where θ is the (average) contact
angle. When there is furthermore mechanical equilibrium at the
fluid-fluid interfaces, the pressure difference between the fluids is
given by Young-Laplace’s law, pn − pw = 2γ nw cos θ/r̄.

In the single-fluid (w) case, Equation (16) simplifies. There are
volume-averaged and surface averaged contributions,

p = pwφ + pr(1− φ)− γ wr 2

r̄
φ (22)

We have defined above in detail what we mean by the pressure
of a REV. We have found, using the grand potential, that it can
be regarded as result of volume- and surface average properties,
and we have given some examples. These contributions
enter the driving force in Equations (23, 29), to be further
discussed below.

3. THE ENTROPY PRODUCTION OF
NON-ISOTHERMAL TWO-PHASE FLOW

Pressure-driven mass flows through porous media can lead
to gradients in composition and temperature, and vice versa;
temperature gradients can lead to mass flow, separation of
components and pressure gradients. The interaction of such
flows is of interest, andmotivated the search for convenient forms
of the entropy production [1].

3.1. Expression in Terms of Component
Flows
From the Gibbs equation for the REV, we derived the entropy
production for transport of heat and two immiscible fluid phases
through the REV [1]. With transport in the x-direction only, the
entropy production σ of the example system was

σ = J′q
∂

∂x
(
1

T
)−

1

T

(

Jw
∂µw,T

∂x
+ Jn

∂µn,T

∂x

)

(23)

The frame of reference for the mass transport is the non-
deformable solid matrix, Jr ≡ 0. Here J′q is the sensible heat flux

(in J.m−2.s−1), T is the temperature (in K), Ji is a component
flux (in kg.m−2.s−1) and ∂µi,T/∂x is the gradient of the chemical
potential (in J.kg−1.m−1) evaluated at constant temperature. All
properties are for the REV, so superscript REV is omitted.

The thermal force conjugate to the heat flux is the gradient
of the inverse temperature, where the temperature was defined
for the REV as a whole, see Kjelstrup et al. [1]. The chemical force
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conjugate to the mass flux is the negative gradient ofµi,T over the
temperature. The chemical driving forces are obtained from the
full chemical potential, which is the derivative of G with respect
toMi:

µi ≡

(

∂G

∂Mi

)

T,p

(24)

The total differential of the chemical potential is thus from
Equation (11);

dµi = −SidT+Vidp+

k
∑

j=1

µc
i,jdMj ≡ −SidT+Vidp+dµc

i (25)

where Si = − (∂µi/∂T)p,Mj
and Vi =

(

∂µi/∂p
)

T,Mj
and

µc
i,j = (∂µi/∂Mj)p,T,Mk

are partial specific quantities. The last

term describes the change in the chemical potential by changing
composition of the medium. The dµi,T is now defined as a part of
the whole differential:

dµi,T ≡ dµi + SidT = Vidp+ dµc
i (26)

The last term is zero when the composition is uniform. In the
expression of the entropy production in terms of component
flows, Equation (23), the driving force has contributions from the
composition variation and from the pressure gradient.

3.2. Expression in Terms of Volume Flow
The volume flow, rather than the component flows, is often the
measured variable. A description with the volume flow is thus of
interest. The volume flow of several components is JV = 6iJiVi.
We take the example of two fluids to demonstrate the principles.

JV ≡ JnVn + JwVw (27)

With two fluids in a uniform, non-deformable rock, there are
three components. On the coarse-grained level, these are mixed.
We assume that dµc

r = 0, and obtain Gibbs-Duhem’s equation
on the form

ρndµ
c
n + ρwdµ

c
w = 0 (28)

where ρi is the density of i in the REV (in kg.m3). This can be
used with Equation (26) and JV to change Equation (23) into

σ = J′q
∂

∂x

(

1

T

)

− JV
1

T

∂

∂x
p+ υD

ρn

T

∂µc
n

∂x
(29)

We have chosen to keep the chemical potential of n, which
has a simpler form than the other chemical potential (µn =

µn
n), cf. section 2.2. The entropy production in Equation (23) is

invariant, and this invariance defines υD as the relative velocity
of component w and n (in m.s−1):

υD ≡
Jw

ρw
−

Jn

ρn
(30)

The entropy production 29 has also three terms. While the first
term on the right-hand side is the same as before, the second

term is the volume flow with minus the pressure gradient over
the temperature as driving force, and the third term is the velocity
difference with the chemical potential gradient times the density
over the temperature as driving force.

Equations (23, 29) are equivalent. They describe the same
entropy production or flow dissipation. They provide alternative
choices of conjugate thermodynamic force-flux pairs. The choice
to use in the particular case, is determined by practical reasons;
what can be measured or not, or which terms are zero. For
instance, under isothermal conditions we need not take the term
containing the heat flux along, even if heat may be transported
reversibly. One set may give a negative contribution to the
entropy production (work is done), but the overall entropy
production is positive, of course. Each set can be used to obtain
constitutive equations for transport on the macro-scale. We shall
proceed to find these for porous media flow, finding first more
detailed expressions for the driving forces.

In the simple case of a single fluid, say w, we obtain directly
from Equations (23, 26) that

σ = J′q
∂

∂x
(
1

T
)− JV

1

T

∂p

∂x
(31)

In the absence of a gradient in composition, dµc
i = 0, the same

expression applies also for more components. We may follow
Hansen et al. [22] and write the component contributions as
JnVn = Ŝnvn, JwVw = Ŝwvw and JV = v = Ŝnvn + Ŝwvw. where
the saturation has been introduced, and vi is the volume flow of i.

4. DEFINITION OF THE DRIVING FORCES
IN THE CONTEXT OF A POROUS MEDIUM

We expand on the basis presented earlier [1], and give definitions
of the driving forces in the context of porous media flow.

4.1. The Saturation-Dependent
Contributions to the Chemical Potential
Gradient
The specific contribution to the chemical potential gradients
in the entropy production in Equation (23) is of interest. The
concentration dependent part of the chemical potential of i, µi,
for an ideal system is (in J.kg−1)

µi = µ0
i +

RT

Wi
ln

ρi

ρ
0,REV
i

(32)

Here R is the gas constant (in J.K−1.mol−1) and Wi is the molar
mass (in kg.mol−1). The chemical potential is measured referred
to a standard state,µ0

i , having the local concentration ρ0
i in all the

pores. In the description of porous media, a convenient reference
state may be the state when one component is filling all pores, or
when the saturation is unity, Ŝi = 1. The mass density of i in the
REV for the standard state is ρ

0,REV
i = ρ0

i V
REV
p /VREV = ρ0

i φ.

Away from this state ρi = ρ0
i Ŝ

iφ for i = n,w.When φ is constant,
this gives

ρi

Ŝi
= ρ0

i φ (33)
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By introducing these definitions into Equation (32), we obtain for
the concentration dependent part of the chemical driving force of
n

∂µc
n

∂x
=

RT

Wn

1

Ŝn

∂ Ŝn

∂x
(34)

We see that any variation in saturation between REVs along the
x-axis (cf. Figure 1), will lead to a driving force. We integrate
between two REVs and obtain the chemical driving force for
porous media flow

ρn1µc
n = φ

ρ0
nRT

Wn
1Ŝn (35)

We have seen that the return to the Gibbs energy of the
porous medium helped define the chemical potential in terms of
properties relevant to porous media. All variables are measurable.

4.2. The Pressure Dependent Contribution
The driving force for volume flow is the negative gradient of the
REV pressure over the temperature. To measure the pressure
p inside the REV is difficult. The pressure in the fluid phases
adjacent to the porous medium can be determined. Tallakstad
et al. [11] defined the measured pressure difference, 1p′, at
steady state, as an average over the value 1p(t) over the time of
measurement:

1p′ =
1

te − ts

∫ te

ts

1p(t)dt (36)

Here t is the time and 1 refers to the extension of the system.
Subscript ’s’ denotes the start and ’e’ denotes the end of the
measurement. We will take this pressure difference as our 1p.
The pressure differences 1pw and 1pn can also be measured
when there is continuity in the fluids, w and n, respectively.

The pressure variation across the REV is given by Equation
(19), we have an interpretation of the pressure difference external
to the porous medium;

d

dx
p =

d

dx
(p̄− p̄c) (37)

We integrate over the system and obtain an interpretation of the
total pressure difference:

1p = 1p̄− 1p̄c (38)

We can assess the right-hand side of this equation using
Equations (17, 18).

4.2.1. The Case of Large Pressure Differences
When the pressure drop across the porous plug is large compared
to the capillary pressure contribution, the surface contributions
and therefore p̄c can be neglected. This is the case of large
capillary numbers. Furthermore pn = pw. In the pressure
difference, the terms with constant φ and pr disappears, and the
pressure difference is:

1p = 1p̄ = φ1pw (39)

The pressure is applied to the whole cross-sectional area. This
explains that the net driving force becomes a fraction, φ, of 1pw.
In other words, the force applies to the fraction φ of the pore area.

The conditions leading to Equation (39) are common in the
laboratory. Some numerical values for the air-glycerol system,
[4], can illustrate when the conditions apply. The value of
2φγ wr/r̄ is of the same order of magnitude as pcŜnφ (400 Pa)
when the surface tension γ = 6.4 · 10−2Nm−2, the average pore
radius r̄ = 0.2 mm and the porosity φ = 0.63. A typical value of
1p̄ in the experiments is close to 30 kPa, which is far from the
limit where capillary effects are significant.

4.2.2. The Case of Small Pressure Differences
For small capillary numbers the effective pressure drop across
a porous plug is comparable to or smaller than the capillary
pressure. Surface contributions need be taken into account.
Equation (38) gives the effective pressure difference. When we
can assume a constant average radius r̄, and constant porosity,
we obtain

1p = 1p̄−
2φ

r̄
1

[

(

γ nr − γ wr
)

Ŝn + γ wr
]

−1

(

γ nw �nw,REV

VREV

)

(40)
A fluid will be transported when the surface tensions of the
fluids with the wall are different and there is a difference in the
saturation. When there is only one fluid in the porous medium,
cf. Equation (22), and we have constant r̄ and porosity, the
pressure difference becomes

1p = 1p̄−
2φ

r̄
1γ wr (41)

The last term can lead tomass transport, when the surface tension
changes.

5. CONSTITUTIVE EQUATIONS. EXAMPLES

5.1. Constitutive Equations for
Non-isothermal, Two-Phase, Immiscible
Fluids
The constitutive equations follow from the entropy production.
We present these on differential form for two incompressible
flows. From Equation (23) we have:

J′q = lqq
∂

∂x
(
1

T
)− lqw

1

T

∂µw,T

∂x
− lqn

1

T

∂µn,T

∂x

Jw = lwq
∂

∂x
(
1

T
)− lww

1

T

∂µw,T

∂x
− lwn

1

T

∂µn,T

∂x

Jn = lnq
∂

∂x
(
1

T
)− lnw

1

T

∂µw,T

∂x
− lnn

1

T

∂µn,T

∂x
(42)

We can also use Equation (29) and obtain

J′q = lqq
∂

∂x

(

1

T

)

− lqp
1

T

∂

∂x
p+ lqd

ρn

T

∂µc
n

∂x

JV = lpq
∂

∂x

(

1

T

)

− lpp
1

T

∂

∂x
p+ lpd

ρn

T

∂µc
n

∂x

υD = ldq
∂

∂x

(

1

T

)

− ldp
1

T

∂

∂x
p+ ldd

ρn

T

∂µc
n

∂x
(43)
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The flux-force relations are linear on the REV-level. Our
construction of the coarse-grained entropy production has
followed the standard line in non-equilibrium thermodynamic
theory, meaning that the Onsager relations holds for each matrix
of coefficients. They may not hold, when the REV no longer can
be constructed using Euler homogeneity (i.e., can be regarded as
a thermodynamic state) or when the balance equations fail. Some
evidence exists that the REV is a thermodynamic state [4, 5]. Also,
there is theoretical and computational proof that the Onsager
relations apply, lij = lji [23–25]. Experimental proof for the
Onsager relations exists for one-phase flow in porous media[26],
but as far as we know, not for two-phase flow. We continue to
specify how this possibly can be achieved.

One set of conductivities can be expressed by the other, using
entropy production invariance. The element lqq is the same in
both formulations.

We have discussed above how the local and overall driving
forces can be determined.We integrate across the system in order
to relate experimental results to theory. We integrate the linear
laws 43 across the REV, and obtain

J′q = Lqq1(
1

T
)− Lqw

1

T
1µw,T − Lqn

1

T
1µn,T

Jw = Lwq1(
1

T
)− Lww

1

T
1µw,T − Lwn

1

T
1µn,T

Jn = Lnq1(
1

T
)− Lnw

1

T
1µw,T − Lnn

1

T
1µn,T (44)

and

J′q = Lqq1

(

1

T

)

− Lqp
1

T
1p+ Lqd

ρn

T
1µc

n

JV = Lpq1

(

1

T

)

− Lpp
1

T
1p+ Lpd

ρn

T
1µc

n

υD = Ldq1

(

1

T

)

− Ldp
1

T
1p+ Ldd

ρn

T
1µc

d (45)

Here Lij ≡ lij/l and l is the length of the REV, and the driving
forces are defined by Equations (35, 38).

The coefficients may become dependent on the force through
the integration as shown by Sinha et al. [27]. The averaging
procedure gave the conductivity as a function of (1p̄ - 1pc) in
the terminology of this paper. In the remainder of this work we
will discuss experimental conditions that allow us to determine
these coefficients. The presentation follows closely the derivation
of Stavermann [28] and Katchalsky et al. [29]. For transport in
discrete systems with polymermembranes, see also [30].We refer
to these works for further definitions of transport coefficients.

5.2. Constitutive Equation for Isothermal,
Single Fluid
For an isothermal single fluidw, flowing inside a porousmedium,
the entropy production 45 has one term; the volume flow
times the negative pressure difference over the temperature. By
including the constant temperature in the transport coefficient,

we obtain the common linear law. With the permeability Lp, we
write

JV = −Lp1p (46)

where Lp ≡ Lpp/T. The permeability is normally a function
of state variables (pressure, temperature). In the hydrodynamic
regime it is a function of viscosity, Lp = Lp(p,T, η). By
introducing the new expression for the pressure, Equation (22),
we obtain

JV = −LVV

(

1pw −
2

r̄
1γ wr

)

(47)

When the permeability and porosity are constant, LVV ≡

Lpφ. The equation predicts a threshold value for flow if there
is a (significant) change in the surface tension across the
REV. Transport will take place, when 1pw > 21γ wr/r̄. The
permeability LVV is inversely proportional to the viscosity η of
the fluid in the hydrodynamic regime. Interestingly, Boersma
et al. [8] and Miller et al. [7] plotted the volume flow vs. the
hydrostatic pressure difference 1pw and found a deviation from
Darcy’s law in the form of a pressure threshold, for water or
water solutions in clay. They offered no explanation for this.
Also Bernadiner et al. [9] and Swartzendruber [6] plotted the
volume flow of water solution JV vs. the pressure gradient in
sandstone with low clay content [9], and in NaCl-saturated Utah
bentonite [6]. The thresholds that they observed depended on the
content of salt in the permeating solution. They explained the
thresholds by water adsorption and pore clogging by colloids [9].
According to Equation (47), a varying surface tension (due to a
varying adsorption and clogging) might explain the existence of
a threshold or a non-linear flux-force relation. There is no reason
to believe that the non-linear flux-force relation is not caused by
creation of system disorder, as was shown analytically for a tube
[27] and in Sinha and Hansen [12] for a porous medium.

5.3. Constitutive Equations for Isothermal,
Two-Phase Fluids
The entropy production in Equation (29) has two terms when
two immiscible components flow at isothermal conditions. We
choose the formulation that has variables JV and υD; volume flux
and interdiffusion flux, respectively. Equation (45) gives then:

JV = −Lpp1p+ Lpd
(

ρn1µc
n

)

υD = −Ldp1p+ Ldd
(

ρn1µc
n

)

(48)

where L′ij ≡ Lij/T. The coefficients reflect, as above, the

mechanism of flow (pressure, diffusion). Four experiments can
be done to determine the four coefficients. There are only three
independent coefficients. When four experiments are done, we
can check the Onsager relations.

5.3.1. Main Coefficient: The Hydraulic Permeability
The (hydraulic) permeability K is related to the mobility
coefficient Lpp, by Lpp = K/η where η is the fluid viscosity.
Both coefficients are measured at uniform composition. By
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introducing the driving force for the volume flow from Equation
(38), we obtain [the last term on Equation (48)] is zero:

JV = −Lpp1p = −Lpp1(p̄− p̄c) (49)

With the present definition of variables the equation applies to
the overall behavior of the system. A plot of JV vs. 1p̄ may
show a threshold. This threshold has more contributions than
in the single component system, as there are contributions to
the pressure from surface and line energies. A threshold may be
detectable at low capillary numbers.

The hydraulic permeability, is found bymeasuring the volume
flow caused by the overall pressure difference at uniform
composition;

K = −η

(

JV

1p

)

dµc
n=0

(50)

The mobility is a function of the saturation, Lpp =

Lpp(p,T, η, Ŝw). In the hydrodynamic regime, the coefficient can
be modeled, assuming Poiseuille flow and the effective viscosity
ηeff = ηwŜ

w + ηnŜ
n [27]. Using a pore model, Sinha et al.

[27] found a dependence of the coefficient Lpp on the threshold
pressure. This non-linearity does not prevent the use of non-
equilibrium thermodynamics.

5.3.2. Main Coefficient: The Interdiffusion Coefficient
The main coefficient Ldd is an interdiffusion coefficient. It is
defined at uniform pressure from the difference flux created by
a difference in saturation;

Ldd =

(

υD

ρn1µc
n

)

1p=0

=
Wn

φRTρ0
n

(

υD

1Ŝn

)

1p=0

(51)

where we used Equation (35) for the driving force.

5.3.3. The Two Coupling Coefficients
The coupling coefficients in Equations (48) express that a
separation of components can be caused by a pressure gradient
(Ldp) and that a volume flow can be promoted by a gradient in
saturation (Lpd).

Consider first the determination of Ldp. A pressure gradient
may build as a consequence of a difference in composition [30].
The volume flux continues until a balance of forces is reached:

1p =
Lpd

Lpp
ρn1µc

n (52)

From the force-balance across the system, we obtain:

(

1p

1Ŝn

)

JV=0

=
Lpd

Lpp
φ

ρ0
nRT

Wn
(53)

This condition can be used to find the unknown coupling
coefficient, once the hydraulic permeability is known.

The remaining coupling coefficient can be found from the flux
ratio, r, that has been called the reflection coefficient r, see also
[30]. At constant saturation, we have

r = −

(

υD

JV

)

1µc
n=0

= −
Ldp

Lpp
(54)

We are now in a position to compare Lpd and Ldp and
verify the Onsager relations. The state of the system must be
(approximately) the same, when the comparison is made.

5.4. Constitutive Equations for
Non-isothermal, Two-Phase Fluids
The full set of equations given in Equation (45) must be used to
describe non-isothermal flow in porous media. The coefficients,
Lpp, Lpd = Ldp, Ldd in the lower right-hand side corner of the
conductivity matrix, were discussed above. The new coefficients
are those related to heat transport. The coefficient Lqq represents
the Fourier type heat conductivity at uniform composition and
pressure. The coefficients Lpq and Ldq are coupling coefficients.

Non-zero coefficients Lpq and Ldq mean that we can obtain
separation in a temperature gradient. Injection of cold water
into warm reservoirs may thus lead to separation. Likewise, a
pressure difference can arise from a temperature difference. This
is thermal osmosis [14].

Separation caused by a thermal driving force was observed
in clay-containing soils where water was transported in clay
capillaries against a pressure gradient. The coefficient, measured
at constant pressure, was called the segregation potential [31].
The coefficient Lpq can be obtained from Equation (45), setting

1p = 0 and 1µc
n = 0 (1Ŝn=0) in the second line. We obtain

(

JV

1T

)

1p=0,1µc
n=0

= −
1

T2
Lpq (55)

This coefficient can also be found from steady state conditions,
when the thermal gradient is balanced by a gradient in saturation
(chemical potential)

Lpq
1

T2
1T = Lpdρn1µc

n = Lpdφ
RTρ0

n

Wn
1Ŝn

(

1Ŝn

1T

)

υD=0

=
Wn

RT3ρ0
n

Lpq

Lpd
(56)

This determination of Lpq requires knowledge of Lpd.
Alternatively, we may obtain the coefficient from the thermal
osmosis experiment

(

1p

1T

)

JV=0,1µc
n=0

= −
1

T

Lpq

Lpp
(57)

The coupling coefficient Lqp can also be found by measuring
the heat flux that accompanies the volume flux for constant
composition and at isothermal conditions.

(

J′q

JV

)

1T=0,1µc
n=0

=
Lqp

Lpp
(58)

These interrelated effects are well-known in homogeneous media
[14], but have to the best of our knowledge, not been measured
for porous media with two-phase flow.
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6. DISCUSSION AND CONCLUSION

We have further developed a new coarse-grained formulation of
the entropy production [1] for porous media, and specified the
constitutive equations for flow of two immiscible fluids under
uniform or varying temperature, pressure and composition.
Several of the equations are new in the context of porous
media, but they follow well-documented tracks in classical
non-equilibrium thermodynamics [1, 28–30]. Experimental
observations exist on single fluid flow, that give support to the
theoretical description.

We have given a new definition of the pressure of the
representative elementary volume (REV), and used it to obtain
the pressure part of the driving force. The force obtains
contributions from homogeneous phases, surfaces—and, in
principle also line—tensions of the system. This distinguishes
the present formulation from their counterpart for homogeneous
systems [1, 28–30].

We have seen that surface contributions can be spelled out
for varying conditions, under the assumption that the additive
properties of the REV are Euler homogeneous of the first order.
Doing this, we have been able to explain for instance deviations
from Darcy’s law, or the occurrence of threshold pressures
in plots of flow vs pressure difference. We have pointed at
possibilities to describe non-isothermal phenomena.

As for instance sections 5.1–5.3 show, there is a multitude
of scenarios that can be further investigated, and used to check
the theory. The expressions open up the possibility to test the
thermodynamic models in use, for their compatibility with the
second law.

The basic assumption used is that the REV set of basis
variables are Euler homogeneous functions of degree one. This
means in essence that one temperature, one pressure and one
chemical potential per component can be defined for the REV.
Some evidence already supports the idea that the REV is a
thermodynamic state [4], [5], originally proposed by Hansen and
Ramstad [3] and Tallakstad et al. [11]. We did neither consider
surface areas, nor their curvature or the contact line length as
independent variables, but these may be included, cf.[21].

We have illustrated relations for some specific cases; the non-
isothermal flow of one or two immiscible single fluids in a non-
deformable medium. It is straight forward to include more terms
in the chemical potential (e.g. gravity). To include stress fields or
other fields that deform the porous medium is more problematic,
and has been postponed.

Flow of two isothermal, immiscible fluids in a porous medium
has often been described by Darcy’s law, using the relative
permeability concept. The seepage velocities vn and vw are related
to fluxes used here by vn = JnVn and vw = JwVw. The
expressions for the seepage velocities must be contained or be
equivalent to the expressions given here, using the condition
of invariance for the entropy production. A comparison can
elucidate assumptions that are made. Hilfer and Standnes et al.
[32, 33] gave a set of linear relations for the seepage velocities.
Their driving forces were the gradients in the single component
pressures, obtained by pressure measurements in the single
phases. Their description implies e.g., that the composition is
uniform.

We have seen through these examples how non-equilibrium
thermodynamic theory can provide a fundamental basis for
constitutive equations, also in porous media. For systems
that obey entropy production invariance and Onsager
symmetry, we have obtained relations between variables,
which have been used to a limited degree for two-phase
systems.
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APPENDIX

Symbol Lists

TABLE A1 | Mathematical symbols, superscripts, subscripts.

Symbol Explanation

c Superscript meaning capillary pressure

d Differential

∂ Partial derivative

1 Change in a quantity or variable

1f ,t The change is taken from f on the right

to t On the left hand side

6 Sum

i Subscript meaning component i

m Number of fluids

n Subscript meaning non-wetting fluid

w Subscript meaning wetting fluid

p Superscript meaning pore

REV Abbreviation meaning representative elementary volume

r Superscript meaning rock, solid matrix of medium

s Superscript meaning interface

u Subscript meaning internal energy

α,β Superscripts meaning surface between phases α and β

α,β, δ Superscripts meaning contact line between phases α,β, δ

θ Contact angle, average

TABLE A2 | latin symbols

Symbol Dimension Explanation

G J Gibbs energy

M kg Mass

d m Pore length

Hi J.kg−1 Partial specific enthalpy of i

J kg.s−1.m−2 Mass flux

J′q J.s−1.m−2 Sensible heat flux

l m Characteristic length of representative

elementary volume

L m Characteristic length of experimental

system

Lij Onsager conductivity

p Pa Pressure of REV

r̄ m Average pore radius

S J.K−1 Entropy

s J.K−1.m−3 Entropy density

Si J kg−1.K−1 Partial specific entropy of i

Ŝi Degree of saturation of i, ≡ Vi/V

T K Temperature

t s Time

U J Internal energy

u J.m−3 Internal energy density

V m3 Volume

Vi m3.kg−1 Partial specific volume

x m Axis of transport

Wi kg.mol−1 Molar mass of i

TABLE A3 | greek symbols, continued

Symbol Dimension Explanation

α Superscripts meaning a phase

β Superscript meaning an interface

δ Superscript meaning a contact line

φ Porosity of porous medium

γ N.m−1 Surface tension

µi J.kg−1 Chemical potential of i

ρi kg.m−3 Density, ≡ Mi/Vi

σ J.s−1.K−1.m−3 Entropy production in a homogeneous

phase

� m2 Surface or interface area
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