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Abstract
Purpose – With development of machine learning techniques, the artificial intelligence systems such as
crowd networks are becoming more and more autonomous and smart. Therefore, there is a growing demand
to develop a universal intelligence measurement so that the intelligence of artificial intelligence systems can
be evaluated. This paper aims to propose a more formalized and accurate machine intelligence measurement
method.
Design/methodology/approach – This paper proposes a quality–time–complexity universal intelligence
measurement method to measure the intelligence of agents.
Findings – By observing the interaction process between the agent and the environment, we abstract three
major factors for intelligence measure as quality, time and complexity of environment.
Practical implications – In a crowd network, a number of intelligent agents are able to collaborate with
each other to finish a certain kind of sophisticated tasks. The proposed approach can be used to allocate the
tasks to the agents within a crowd network in an optimized manner.
Originality/value – This paper proposes a calculable universal intelligent measure method through
considering more than two factors and the correlations between factors which are involved in an intelligent
measurement.

Keywords Turing test, Agent-environment framework, Algorithmic information theory,
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Paper type Research paper

1. Introduction
1.1 Background and related work
With development of machine learning techniques, the artificial intelligence systems such as
crowd networks are becoming more and more autonomous and smart. Therefore, to
evaluate the intelligence of artificial intelligence systems, the universal intelligence
measurement is needed. The current intelligence measurement methods can be classified as
the human IQ test and the measurement of machine intelligence. IQ test mainly through
people’s perception of knowledge, text and graphics and understanding to test the
intelligence of individuals. The machine intelligence can be measured based on human
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discrimination, problem benchmark, task response theory estimation and algorithmic
information theory (Hernndez-Orallo, 2014; Solomonoff, 2009).

In a crowd network, a number of intelligent agents are able to collaborate with each other
to finish a certain kind of sophisticated tasks (Prpic and Shukla, 2016). How to allocate the
tasks to the agents in an optimized manner is the primary concern of a crowd network. As
agents obtain different abilities (e.g. profession and reliability), the optimized task allocation
should perform based on the evaluation of agents’ abilities. However, the agents are
inherently heterogeneous for they operate within a hybrid space including information
space, physical space and awareness space and such hybrid space varies with profession
and tasks of corresponding agents. Therefore, it is not feasible to evaluate the ability of
agent in a comprehensive manner.

Performing intelligence measurement on agents is one of the feasible way to evaluate the
ability of agents partially. The research of intelligent measurement can be dated back to
1950 when Turing Test was proposed by Turing (1950). In recent years, a number of
intelligent measurement methods have been proposed in Oppy and Dowe (2003); Longo
(2009); Mahoney (1999); Gibson (1998); Masum et al. (2002); Alvarado et al. (2001); Smith
(2006). However, according to the results of these papers, all the proposed methods have the
following drawbacks:

� None of these methods are comprehensive enough to make the measurements by
considering more than two factors include reward quality, timeliness and
complexity of the environment.

� Most of these methods (Oppy and Dowe, 2003; Mahoney, 1999; Masum et al., 2002;
Alvarado et al., 2001; Smith, 2006) do not evaluate the correlations between factors
that are involved in an intelligent measurement. Hence, the effectiveness of the
selected factors cannot be proved.

1.2 Summary of content and contributions
In this paper, we propose an intelligent measure approach for intelligent machines such as
the agents in crowd network. We name the approach as quality–time–complexity (QTC)
intelligent measure approach, as it can perform intelligent measurement by considering
three factors: test complexity, rewards quality and timeliness. We proved that there are
correlations between the reward quality and the two other factors. The intelligence of an
intelligent agent is quantified through calculating the expected accumulative reward quality
of the agent.

The rest of the paper is organized as follows. In Section 2, we briefly introduce the agent-
environment framework for conducting intelligent test and then introduce the three factors
for intelligence measure. In Section 3, the correlations between the reward quality and the
two other factors are evaluated. Then the QTC intelligent measure approach is introduced in
detail. In Section 4, we prove the effectiveness of our approach by implementing a famous
intelligent measure test. We conclude the paper in Section 5.

2. Agent-environment framework for conducting intelligent test
There are two steps for measuring the intelligence of an agent. The first step is conducting
intelligent test on the agent so that the outcome of the test can be collected for further
analysis. The second step is using intelligent measure approach to analyze the information
collected from the intelligent test. In this paper, we conduct intelligent tests based on a
widely accepted agent-environment framework. The detail of agent-environment framework
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and its implementation is introduced in this section. Agent-environment framework is a
widely accepted framework which provide a guideline to conduct intelligent test. As shown
in Figure 1, there are three components in this framework: An agent, an environment and a
goal (Legg and Hutter, 2006). Agent is an intelligent entity who are taking the test. The goal
is the task assigned to the agent during the test. The goal of a test is predefined by the test
designer and should be informed to the agent before the test. The environment is a space to
control the agent, it can provide rewards to the agent based on the agents’ actions. During
the test, the agents interact with a dynamic environment to maximize the predefined reward.
In particular, the agent can send an action signal to the environment and receive a reward
corresponded to the current action from the environment. Such test can be regarded as an
interactive process between agent and environment and a certain information can be
collected by observing the process.

3. Quality–time–complexity intelligence measuring model
In this section, we first analyze the correlations between the reward quality and the two
other factors. And next, we will introduce our QTC intelligent measure model in detail.

3.1 Major factors for measuring intelligence
By observing the interaction process between the agent and the environment, we abstract
three major factors which determine the performance of agent during the intelligent test as
follows:

(1) Reward is a sequence of the reward which are derived based on the actions taken
by the agent, and it is quantified by calculating the expected accumulated reward
(EAR) of the reward sequence.

(2) Time is the timestamp of the rewards which can represent the timeliness of the
agents’ actions.

(3) Environment is the complexity of the test environment, which can be computed
and these environments can adjust based on evaluating the agents’ actions.

To evaluate the correlation among the three factors, we conducted two experiments with
seven agents involved. In the first experiment, we performed the same intelligent test on
four agents. During the tests, we observe the variation of EAR obtained the tested agent by
progressively increase the complexity of environment. The result of the first experiment (see
Figure 2) indicate that although the EARs of the four agents change with different patterns
when the complexity of environment increases, all of them converge when the complexity of
environment are above 21. In the second experiment, we performed the same intelligent test
on three agents. The third agents in this experiment was configured invokes random

Figure 1.
The interaction
between the agent
and the environment

agent environment

reward
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actions. The result (see Figure 3) shows that the three EARs are all increase with time.
Moreover, the EARs of the first two agents converge as numbers of interactions increase.
Based on the results of the two experiments, we model the correlations of the three factors as
a diagram shown in Figure 4. As shown in the figure, time and complexity of environment
both correlate with the reward factor, as the EAR converges when time and complexity of
environment increase to a certain threshold.

After analyzing the relationship between them, our next question is how to calculate the
EAR.

3.2 The reward for each interaction
As the goal of intelligent measure is to calculate the value of the reward, our first task is to
calculate the reward for each interaction. According to the intelligent test designed in Legg
and Hutter (2006), a complete interaction between the agent and the environment include
two steps:

Figure 2.
Expected

accumulated reward
vs the complexity of

the environment

Figure 4.
Correlations between

the three major
factors for intelligent

measure

Figure 3.
Expected

accumulated reward
vs the time of
interactions
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(1) The agent sends an action to the environment.
(2) The environment evaluates the action and returns a reward to the agent.

For instance, in the Turing test, a complete interaction includes a question asked by the
agent and an answer responded by a human.

In an intelligent test where the finite number of interactions occurs within a finite time
period, we define the reward Ri of interaction i as:

Ri tð Þ ¼ 1þ 1
mt

� �t

(1)

where m is the complexity of environment, t is the time when the action i is invoked. This
equation is designed according to the trend shown in Figures 2 and 3.

When duration an intelligent test is infinite long so that t !1, the limit value of Ri is:

lim
t!1

Ri ¼ lim
t!1

1þ 1
mt

� �t

¼ e
1
m (2)

The result in (1) is a constant when conforms the convergences shown in Figure 2 and
Figure 2. Hence, such result proves the correctness of (1).

The complexity of environment m can be calculated according to the algorithm
information theory by using Levins Kt complexity (Li and Paul, 2008; Levin, 1973) as
follows:

m p;pð Þ ¼ min l pð Þ þ log time p ; pð Þ� �
(3)

where p represents the action,p represents the agent.
By substituting (3) into (1), the reward Ri of interaction i can be calculated as:

Ri tð Þ ¼ 1þ 1
mpi t

� �t

(4)

3.3 Intelligence measuring model
In this paper, we measure the intelligence of agent p by calculating the EAR obtained by
agentp within a predefined period t. Hence, the objective of intelligence measure model is to
accurately calculate the EAR. According to the intelligence measuring model introduced in
(Hernndez-Orallo and David, 2010), the calculation of EAR can be based on the sum of the
average rewards obtained by agent p within a predefined period t (defined as Vp

m ). The
equation to calculateVp

m as follows:

Vp
m :¼ E

Xn
i¼1

Ri

 !
¼ 1

ni

Xni
i¼1

1þ 1
mpi t

� �t

(5)

where ni is the total number of interactions, m is the identity of environment.
Based on (5), we derived the EAR from (Legg and Veness, 2013):

Y :¼
X
m2E

2�k mð ÞVp
m (6)

By substituting (5) into (6), we can obtain the value of the EAR as:
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! :¼ 1
ni

X
m2E

2�k mð ÞXni
i¼1

1þ 1
mpi t

� �t

(7)

where the environment m belongs to the environment set E which includes all computable
reward bounded environments, andK(s²) is the Kolmogorov complexity.

By combining (1) to (7), we can eventually propose our intelligence measure model as:

! t; uð Þ :¼ 1
ni

X
m2E

2�k mð Þ
Xni
i¼1

1þ 1
mpi t

� �t

(8)

s:t: t > t0 (9)

mpi ; ni 2 Nþ (10)

where u ¼ m ;pð ÞT is the parameters of EAR, m is the identity of environment.

4. The results analysis of the model
In this section we implement our proposed intelligent model and then conduct an experiment
to evaluate the performance of our model.

4.1 The algorithm of quality–time–complexity universal intelligence measurement
The implementation of our proposedmodel is described by the following pseudocode:

Algorithm 1 Universal Intelligence Test

Input: t (the time of the interaction), p (interactive behavior)
Output: a realnumber (the rewards of the interaction between the

agent and the environment)
1: Calculate complexity of environment m based on (2).
2: Calculate the reward for action Ri based on (3).
3: Calculate the expected sum of the rewardsVp

m based on (4).
4: Calculate the Expected accumulated reward Y based on (6).
5: return! t; uð Þ

Based on the pseudocode introduced above, we performed a simulation to visualize the
correlation between the expected cumulated reward, time and the complexity of environment.

According to the simulation result shown in Figure 5, it can be seen that the expected
cumulated reward increases with time and decreases significantly as the complexity of the
environment increases.

4.2 Experimental analysis
In this section, an example of implementing the proposed intelligent measure is introduced
in detail. Consider a test setting where a chimpanzee (the agent) can press one of the three
buttons (A = {B1, B2, B3}). Rewards can be either giving the agent a banana or giving
nothing (R = {0,1}). The observation set is derived from an environment where a ball must
be put into one of the three cells (O = {C1, C2, C3}). We start the test by giving a banana to
the chimpanzee which indicate that the first reward is 1. The observations are randomly
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generated with a uniform distribution with respect to O so that the rewards are determined
accordingly. The behavior patterns of the agents are designed as follows.

The first chimpanzee p 1 are much more likely to press button B1, i.e. p 1(B1|X) for all
sequencesX. Consequently, the performance ofp 1 in this test is:

E Vp 1
m

� � ¼ Eni!1

Xni
k¼1

Rm ;p
k

ni

 !
¼ 2

4
lim
ni!1

ni
ni
þ 2
4
lim
ni!1

0
ni

¼ 1
2

(11)

The second chimpanzee (p 2) behaves randomly. Hence the performance ofp2 is:

E Vp 2
m

� � ¼ Eni!1

Xni
k¼1

Rm ;p 2
k

ni

 !
¼ 3

3
2
4
lim
ni!1

ni
ni
þ 1
4
lim
ni!1

�ni
ni

þ 1
4
lim
ni!1

�ni
ni

� �
¼ 0

(12)

By comparing the performance between the two agents, we can conclude that agent p1 is
better than agentp2 during this test.

5. Conclusion and future work
Traditional human intelligence and machine intelligence are difficult to be described by the
form of intelligence in the current environment and have great limitations. In this paper,
we propose a universal intelligent measure approach: quality–time–complexity intelligence
measure approach. We abstract three major factors for intelligence measure as quality, time
and complexity of environment. Correlation of the three factors is estimated by conducting
two experiments so that the intelligence measure mode can be designed accordingly. Based
on the intelligent measure model, we can quantify the intelligence of an agent by calculating
the EAR achieved by the agent during an intelligent test. In future, we plan to design and
implement a set of comprehensive experiments to evaluate the performance of our
measurement model.

Figure 5.
This figure shows the
relationship between
the three major
factors of intelligent
measurement, where
x-axis represents the
complexity of
environment, y-axis
represents the time, z-
axis represents the
EAR, EAR increases
with time and
decreases with the
complexity of the
environment
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