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The aim of this study was to extend the psychometric evaluation of the Short Self-Regulation
Questionnaire (SSRQ) by assessing the factor structure across three countries from Central and
Eastern Europe. The sample included 1809 students from Slovakia, Lithuania and Hungary.
Based on an initial confirmative factor analysis, a 2-factor structure by Neal and Carey (2005)
was confirmed in the Lithuanian sample. Next, exploratory factor analyses were used on the
Slovak and Hungarian subsamples separately. For both national subsamples, a very similar four
factor solution was found, which was confirmed by confirmatory factor analyses on the rest of
the data. Despite the reduced number of items, the abridged scale did not suffer in terms of its
internal reliability and thus provides an adequate approximation of self-regulation levels as the
entire scale or as the scale with the proposed 4-factor solution.
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Introduction

From a social cognitive perspective, self-regu-
lation is the ability of an individual to manage
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his own behavior through observation, evalua-
tion, and consequation. It involves generating
thoughts, feelings, and actions that are planned
and adapted to the attainment of personal goals
(Zimmerman, 2000). Self-regulation refers to the
regular exercise of control over oneself'in order
to adapt (Zimmerman, 2000) and bring oneself
in line with preferred standards (Carver &
Scheier, 1998; Vohs & Baumeister, 2004). Self-
regulation correlates with various aspects of
life. For example two longitudinal, prospective
studies of middle school students found that
self-regulation helps students to study, com-
plete homework, behave positively in the class-
room, get better grades, and school attendance
(Duckworth, Quinn, & Tsukayama, 2012;
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Duckworth & Seligman, 2005). In the context of
health and interpersonal relationships, life goals
have been found to be associated with higher
levels of well-being and better mental health
(Martos & Kopp, 2012; Kasser & Ahuvia,
2002; Sheldon, Klinesmith, Houser-Marko,
Osbaldiston, & Gunz, 2007). Hofer, Bush, and
Kartner (2011) found among a sample of uni-
versity students that those with higher self-
regulatory capabilities had higher levels of
well-being. Other studies found self-regula-
tion related to lower depression, anxiety and
stress among university students (e.g., Park,
Edmondson, & Lee, 2012) or low psychopatho-
logical symptoms and better interpersonal rela-
tionships (Tangney, Baumeister, & Boone,
2004).

Self-regulation skills also emerged as the pre-
dictors of avoiding problematic use of the
internet and alcohol (Sebena, Orosova, &
Benka, 2013; Seay & Kraut, 2007). Lower levels
of self-regulation functions were found to be a
risk factor for experiencing alcohol-related con-
sequences and for reductions in alcohol use
and consequences over time for heavier drink-
ing college students (Hustad, Carey, Carey, &
Maisto, 2009).

Self-regulation can also be seen as relevant
with respect to its theoretical implications. It is
a key concept for understanding what the hu-
man selfis and how it operates. Self-regulation
is an important function of the human self, one
that helps define self and is relevant with the
self’s executive function, which is related to
self-control, control of the environment (has
some relevance to self-knowledge and to inter-
personal belonging), self-directed behavior or
decision-making and choosing (Baumeister,
Schmeichel, & Vohs, 2007).

This study is based on Miller and Brown’s
(1991) theory, which proposed seven dimen-
sions of self-regulation: 1) informational input,
2) self-monitoring current progress towards a
personal goal, 3) motivation for change, 4) com-

mitment to reaching the goal, 5) development
of a plan to reach the personal goal, 6) work
according to the plan and 7) re-evaluation of
the plan. Miller and Brown’s model implies that
deficits in any one stage can lead to self-regu-
lation difficulties and so individuals may have
problems to regulate their behavior and to
achieve the desired outcomes or goals.

In order to capture the dimensions of the
mentioned Miller and Brown model (1991), the
Self-Regulation Questionnaire (SRQ), a 63-item
instrument was developed. After a psychomet-
ric evaluation of the SRQ, the 7 factors of the
proposed self-regulation theory were not con-
firmed and the total sum score was recommended
as a measure of general self-regulation skills
(Brown, Miller, & Lewandowski, 1999). Carey,
Neal, and Collins (2004) extended the psycho-
metric evaluation of the SRQ by evaluating its
factor structure. However, the results did not
confirm the 7-factor scale but rather a single
factor. From this, 31 of the 63 items loaded sig-
nificantly. As a result, a short form of the SRQ
(SSRQ — Short Self-Regulation Questionnaire)
consisting of these 31 items was produced
(Carey, Neal, & Collins, 2004). The next verifica-
tion of the SSRQ found a 2-factor solution: im-
pulse control and goal setting factors (Neal &
Carey, 2005).

To the best of our knowledge, no valid and
reliable measurement tool for the self-regula-
tion construct exists in the Slovak Republic. It
was decided to choose a previously generated
and tested general measure of self-regulation
rather than a more specific one, so it could be
used in various domains of human functioning.
The aim of this study is to extend the psycho-
metric evaluation of the SSRQ by assessing the
factor structure across three countries from
Central and Eastern Europe (Slovakia, Lithuania
and Hungary).

The study specifically aimed to:

1) confirm the previous 7-factor theoretical
model by Miller and Brown (1991), the 1-factor
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model by Carey, Neal, and Collins (2004) and
the 2-factor model by Neal and Carey (2005).

2) if confirmation failed, it aimed to provide a
exploratory factor analysis across the three na-
tional samples.

Method
Participants

Data were used from the first wave of the Stu-
dent Life Cohort in Europe (SLiCE), a multina-
tional longitudinal study among first year uni-
versity students from several European coun-
tries. This study is based on data collected in
2011. This study has been developed from the
previous activities of the Cross-National Stu-
dent Health Survey (El Ansari et al., 2007). The
multinational cohort was planned for the whole
period of university education. The collaborat-
ing universities were selected according to the
personal contacts of the researchers. This analy-
sis is based on the data from first year students
in Hungary, Lithuania and the Slovak Republic,
where over 500 participants were recruited from
each country. In the three countries, nine uni-
versities took part in the study; four universi-
ties in Kaunas, Lithuania (Lithuanian Univer-
sity of Health Sciences, Kaunas University of
Technology, Aleksandras Stulginskis and
Vytautas Magnus University), two universities
in Hungary (E6tvos Lorand University and the
University of Miskolc) and three universities in

Table 1 Description of the sample by country
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Kosice, Slovak Republic (P. J. Safarik Univer-
sity, the University of Veterinary Medicine, and
the Technical University).

In each location, students were asked to com-
plete self-administered online questionnaires.
The strategies of recruiting respondents dif-
fered at each place because of the structural
differences in the participating countries. The
universities in Lithuania and the Slovak Repub-
lic provided access to the e-mails of all enrolled
first year students. The project was introduced
to students during their lectures and seminars
and an invitation e-mail to participate was sub-
sequently sent out. The Hungarian students
were informed using university newsletters and
other formal as well as informal methods. Fol-
lowing this, they registered on the SLiCE
website and filled in the form. In total, the sample
included 1809 students. The overall response
rate was 22.69% (20.03% in Slovakia, 23.05% in
Lithuania, and 25% in Hungary) when compar-
ing respondents to all enrolled university stu-
dents in the given year at the respective uni-
versities. Generally, the universities included in
this study represented biomedical, social, physi-
cal, and technical sciences.

Characteristics of the Sample

The mean age of the students was 20.15 years
(SD=13.38). The description of the samples from
the different countries in terms of sex and age
are shown in Table 1.

Slovakia Lithuania Hungary p-value
N =649 N =582 N =578
Sex .034%
Female [%] 73.4 70.3 75.4
Male [%] 26.6 29.7 24.6
Age [mean (SD)] 19.61(3.64) 20.00(2.83) 20.84(3.64) <.001

* Chi-square for comparison of sex proportionality between the three countries
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Student participation in the study was vol-
untary and anonymous. Students were informed
that by completing the questionnaire they were
providing their informed consent to participate.
They were also informed that they could termi-
nate their participation at any point while filling
out the questionnaire. No incentives were pro-
vided. Permission to conduct the study was
granted by the ethical commissions of the par-
ticipating institutions. Initially, the questionnaire
was compiled in English and subsequently
translated into the local languages using two
independent forward translations for each lan-
guage. The research team reviewed any cases
of disagreement and the authors familiar with
the respective languages, usually native speak-
ers, made the final decisions.

Measures

The measures used in this study were part of
a multi-topical questionnaire assessing health
and health behaviors among university stu-
dents.

Demographic Variables

Students’ sex and age were based on indi-
viduals’ self-reports in the survey.

The Short Self-Regulation Questionnaire.
The SSRQ is a 31-item scale that was designed
to assess self-regulation skills. Items are scored
on a 5-point scale from 1 — strongly disagree to
5 — strongly agree. A previous study by Neal
and Carey (2005) indicates that the SSRQ has
two distinct factors; an impulse control and a
goal-setting factor. Questions on the impulse
control factor include for example: “It’s hard for
me to notice when I’ve had enough (alcohol,
food, sweets),” or “I am able to resist tempta-
tion.” Questions on the goal setting factor in-
clude for example: “Once I have a goal, I can
usually plan how to reach it” or “I am able to
accomplish goals I set for myself”.

Statistical Analysis

Two methods were used to assess the factor
structure of the SSRQ. Principal component
analysis was used to identify the factors in the
whole sample and Structural Equation Model-
ing was used to further confirm the results
across the countries.

Firstly, a confirmatory analysis approach was
employed to test the factor structure of the three
competing models. Secondly, exploratory fac-
tor analyses were conducted. Principal compo-
nent analysis with a direct oblique rotation
(Oblimin) and a covariance matrix as the input
for the 2/3 national subsamples separately were
used. The Goodness of Fit Index (GFI) was com-
puted, which showed how closely the model
replicated the observed covariance matrix. In
order to examine the results of the factor analy-
sis further, an analysis of the individual items
was conducted to assess the reliability and the
convergent properties of the reduced SSRQ
subscales. Then, we tested whether each item
was individually correlated with the sum of the
items in the same factor (item-test correlation)
and the aggregate of the remaining items in that
subscale (item-rest correlation). Finally, the in-
ternal consistency (Cronbach’s Alpha) was com-
puted for each factor, and for each factor minus
one item in order to determine whether drop-
ping an item would increase the overall internal
consistency in a meaningful fashion.

To verify and confirm the factor structure of
the model, Confirmatory Factor Analyses (CFA)
were used. In order to define the good fit, sev-
eral fit indices were applied. A satisfactory de-
gree of fit requires the comparative fit index (CFI)
to be close to 0.95, and the model should be
rejected when these indices are below 0.90
(Brown, 2006). The next fit index was the root
mean squared error of approximation (RMSEA).
A RMSEA below 0.05 indicates an excellent fit,
a value around 0.08 indicates an adequate fit,
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and a value above 0.10 indicates a poor fit.

The PCLOSE measure, which goes with the
RMSEA and provides the probability of a hy-
pothesis test that the RMSEA is no greater than
0.05, should be above 0.05 (Byrne, 2010).

The data analysis was performed using the
statistical program PASW for Windows, ver-
sion 18.0 and Amos 16.

Results

Confirmatory Factor Analyses of Previous
Models

First of all, given that previous studies have
tested the factor structure of the SSRQ, three
competing models using the confirmatory
analysis approach were initially tested on data
that had no missing values. Based on the theo-
rized model (Brown, Miller, & Lewandowski,
1998), the 7-factor solution (Receiving, Evalu-

9

ating, Triggering, Searching, Formulating,
Implementing, Assessing) was tested on each
national sample. However, this initial model, did
not fit the data well in each selected country
(see Table 2).

Theresults of Carey, Neal, and Collins (2004)
revealed a 1-factor model on which all 31 items
was loaded. However, testing the single factor
model on each national sample did not provide
an adequate fit to the data either (Table 3). The
modification indices were examined within each
factor structure model, which indicated that a
number of substantial changes would need to
be made in order to achieve a good fitting model.
After that it was decided to test the bi-factorial
structure by Neal and Carey (2005), consider-
ing the Impulse control factor and Goal setting
factor. Neither of these factor structures fitted
the data well for the Slovak and Hungarian na-
tional samples (see Table 4). However, for the
Lithuanian sample, the modification indices in-

Table 2 CFA of the 7-factor theorized model by Brown, Miller and Lewandowski (1998)

N 2 () GFI CFI RMSEA  PCLOSE
Slovak Republic 649 2537(p<.001) .764 .664 .086 <.001
Hungary 578 3433(p<.001)  .689  .646 .109 <.001
Lithuania 582 2291(p<.001)  .763 .720 .086 <.001
Table 3 CFA of the one-factor model by Carey, Neal, & Collins (2004)
N 2 () GFI CFI RMSEA PCLOSE
Slovak Republic 649 1566 (p<.001) .784  .701 .085 <.001
Hungary 578 2313 (p<.001) .746  .740 .092 <.001
Lithuania 582 2007 (p<.001) .788  .746 .084 <.001
Table 4 CFA of the two-factor model by Neal and Carey (2005)
N 2 () GFI  CFI RMSEA PCLOSE
Slovak Republic 649 1192 (p<.001) .835 732 .091 <.001
Hungary 578 1126 (p<.001) .824 .740 .093 <.001
Lithuania 582 397 (p<.001) 927 .93 .05 .062
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dicated that three covariances between the er-
rors of indicators within the same factor would
need to be added in order to improve the model’s
fit. Two items (“I have trouble following through
with things once I’ve made up my mind to do
something.” (Impulse Control) and “When I'm
trying to change something, I pay a lot of atten-
tion to how I’'m doing.” (Goal Setting)) were
removed because of a low factor loading. After
this change, the goodness of fit for the
Lithuanian sample was y>=397 (141 df, p<.001),
v2/df=2.82, SRMR = 0.05, CFI=0.93, RMSEA =
0.05, PCLOSE = 0.06. In terms of reliability,
Cronbach’s Alpha for the total score was a.=.87,
a.=.80 in the Goal setting and a.= .81 in Impulse
control dimensions. This factor structure was
accepted for the Lithuanian sample.

Asthe next step it was decided for the Slovak
Republic and Hungarian national samples to
move towards an exploratory factor analysis
approach on the SSRQ items.

Exploratory Factor Analyses

A principal component exploratory analysis
was conducted on 2/3 randomly chosen sepa-
rate Slovak and Hungarian subsamples. For both
subsamples, four factors were revealed with
eigenvalues 0f 6.3, 2.1, 1.6 and 1.5 that cumula-
tively explained 50.1% of the total variance for
the subsample from Slovakia and with eigen-
values of 8.7, 1.8, 1.4 and 1.3 that cumulatively
explained 55.2% of the total variance for the
Hungarian subsample. Parallel analysis verified
that the eigenvalues of the four factors of each
national subsamples were greater than what was
expected by chance, given the number of items
and sample size. The 4-factor solution was ro-
tated (Direct Oblimin) to improve its interpret-
ability; 23 items were loaded onto the rotated
factors at .435 or higher for the Slovak Republic
and 24 items were loaded onto the rotated fac-
tors at .573 or higher for the Hungarian
subsample. The KMO-measure of sampling

adequacy was .88 for the Slovak and .912 for
the Hungarian subsample. The Bartlett’s test of
sphericity was significant (p <.001) across both
national samples, supporting the factorability
ofthe data. For the Slovak subsample, from the
SSRQ-31 items, 23 items were classified as
single-loading (loading > .4 on one factor and
< .2 on the other), 8 were classified as cross-
loading items (loading > .4 on one factor and >
.2 on the other) or non-loading items.

7 items loaded significantly onto the first fac-
tor (self-discipline), 5 loaded significantly onto
the second factor (goal-setting), 4 onto the third
factor (learning from mistakes) and 7 loaded sig-
nificantly onto the fourth factor (impulse con-
trol).

The study found very similar results for the
factor structure for the Hungarian subsample,
where 24 items were classified as single-load-
ing and 7 as cross-loading or non-loading items.
8 items loaded significantly onto the first factor
(self-discipline): ”If I wanted to change, I am
confident that I could do it.” 5 loaded signifi-
cantly onto the second factor (goal-setting): “I
set goals for myself and keep track of my
progress.” 4 onto the third factor (learning from
mistakes): “T usually only have to make a mis-
take one time in order to learn from it.“ 7 loaded
significantly onto the fourth factor (impulse
control): ”Often I don’t notice what I’'m doing
until someone calls it to my attention.” The re-
sults of the exploratory factor analysis for both
national subsamples are provided in Table 5.

Item Analyses, Reliability Analyses

For the item analyses to assess the reliability
and convergent properties of the reduced SSRQ
subscales, the study tested items belonging to
each factor separately. Firstly, the items that had
negative factor loadings were reversed to main-
tain consistency in the analyses.

In the Slovak subsample for factor 1, the item-
test correlations ranged from .64 to .77, item-
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rest correlations ranged from .63 to .75, (overall
alpha = .76). For the second factor, item-test
correlations ranged from .65 to .77, item-rest
correlations ranged from .62 to .74, (overall al-
pha=.79). For the third factor, item-test correla-
tions ranged from .76 to .81, item-rest correla-
tions ranged from .73 to .79, (overall alpha =
.69). For the fourth factor, item-test correlations
ranged from .56 to .70, item-rest correlations
ranged from .53 to .67, (overall alpha =.73).

In the Hungarian subsample for factor 1, the
item-test correlations ranged from .64 to .77,
item-rest correlations ranged from .61, to .75,
(overall alpha=.84). For the second factor, item-
test correlations ranged from .69 to .81, item-
rest correlations ranged from .65 to .78, (overall
alpha=.81). For the third factor, item-test corre-
lations ranged from .64 to .86, item-rest correla-
tions ranged from .60 to .83, (overall alpha =
.77). For the fourth factor, item-test correlations
ranged from .62 to .75, item-rest correlations
ranged from .60 to .72, (overall alpha =.81).

The total internal consistency was also ac-
ceptable for the Slovak Republic (Cronbach’s
Alpha = 0.87 (23 items)) and Hungary,
(Cronbach’s Alpha = 0.92 (24 items)).

The correlation between the full 31-SSRQ
version and the shortened version was .99
among both national subsamples.

Confirmatory Factor Analyses of SSRQ by
Structural Equation Modeling

To verify the factor structure of the models
from two countries, structural equation model-
ing was used. The analyses were made on the
final 1/3 ofthe data, which were not used in the
exploratory factor analyses. The model fit was
evaluated in terms of chi-square, standardized
root mean square residuals (SRMR), and vari-
ous goodness of fit indices.

First, we had a look at the factor structure of
the Slovak Republic model. The modification
indices indicated that adding three covariance

between the errors of indicators within the same
factor would need to be made in order to im-
prove the model’s fit. After this change, the
goodness of fit for the model was > =338.97
(199 df, p<.001), ¢* /df=1.70, SRMR =0.05, CFI
=0.91, RMSEA =0.05, PCLOSE =0.22. The Hun-
garian model, derived from the exploratory fac-
tor analyses, showed very similar factor struc-
ture to the one derived from the Slovak Repub-
lic subsample. The modification indices indi-
cated that two covariances would need to be
added between the errors of indicators in order
to improve the model’s fit. After this change,
the goodness of fit for the model was x> =292.61
(144 df, p <.001), ¥* /df=2.03, SRMR = 0.05,
CFI=0.92, RMSEA=0.05, PCLOSE=0.12. Al-
though the y? was significant in both models
here, other indexes showed that the model still
fitted very well. Thus, it is possible to say that
both models describe the data very well. The
reason for this undesirable y? significance is
the large sample size.

Discussion and Conclusion

The aim of this study was to provide a psy-
chometric evaluation of the SSRQ-31 (Neal &
Carey, 2005) based on a university student
sample from Slovakia, Lithuania and Hungary.

Exploratory Factor Analyses

Firstly, it was attempted to confirm the factor
structure of the 7-factor theoretical model by
Miller and Brown (1991) as well as the 1- and 2-
factor model (Carey, Neal, & Collins, 2004; Neal
& Carey, 2005).

The results have supported the findings from
other studies, namely, that the SSRQ does not
follow the steps in the self-regulation theory as
described by Miller and Brown (1991). Regard-
ing the Slovak and Hungarian data, the study
also failed to confirm the structure of the other
two models (Carey, Neal, & Collins, 2004; Neal
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& Carey, 2005); none of them provided an ad-
equate fit to the data in either country. How-
ever, we confirmed the 2-factor — impulse con-
trol and goal setting factors model by Neal and
Carey (2005) in the Lithuanian sample. This two-
factor model was also demonstrated in Portu-
gal by Dias and Garcia del Castillo (2014).

For the Slovak and Hungarian data, it was
decided to move towards an exploratory factor
analysis, which showed that the best fitting
model for both national datasets was the 4-fac-
tor model in comparison to the alternative mod-
els. The factor structure was similar in both na-
tional subsamples and from all 31 items, the fi-
nal Slovak and Hungarian models revealed 20
items in common for both models.

The first two factors are made up of posi-
tively connoted items that are very similar to
Neal and Carey’s (2005) goal setting factor and
seems to be very important in accomplishing
the planned goals. This first factor was labeled
in this study as Self-discipline. It contains items
related to one’s self-confidence, self-discipline
and willpower to reach the goals: (“If I wanted
to change, I am confident that I could do it.”).

The second factor (Goal setting) consists of
five items related to the ability to plan, set and
keep track of a person’s progress towards goal
attainment. In both national samples, this fac-
tor contains the same 5 items, and all of them
were part of Neal and Carey’s (2005) goal set-
ting factor (e.g., “I set goals for myselfand keep
track of my progress.”).

The last two factors in both national samples
are made up of 11 items that were part of Neal
and Carey’s (2005) impulse control factor. In the
context of self-regulation, it is the ability to re-
sist temptation, urges or impulses that may dis-
rupt the goal directed behavior.

The third factor is labeled as Learning from
mistakes and consists in both samples of four
items related to learning from previous mistakes
(“I usually only have to make a mistake one
time in order to learn from it.”).
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The last factor (Impulse control) contains
seven items that represent the awareness of a
person’s own thoughts and actions. All these
items are negatively formulated with the aim of
identifying one’s automatic or mindful actions
(“Most of the time I don’t pay attention to what
I’'mdoing.”).

Verification of Slovak and Hungarian Fac-
tor Structure Model of SSRQ by Structural
Equation Modeling

In the next step, the study tried to verify the
Slovak and the Hungarian factor structure mod-
els by Structural Equation Modeling (SEM). In
the analyses, only the items that loaded on the
four factors were included. It can be concluded
that the 4-factor solution showed a good fit in
the structural equation modeling in both na-
tional samples.

For all national samples we tested, it can be
concluded that the validation of the SSRQ led
to a satisfactory factor structure in all the na-
tional samples. The Goal Orientation and Im-
pulse control factors seem to be the core of the
SSRQ and self-regulation capacity and have also
been confirmed in other studies (Neal & Carey,
2005; Dias & Garcia del Castillo, 2014).

Despite the limited number of items, the
abridged scales did not suffer in its internal re-
liability, the correlation between the full 31-SSRQ
version and the shortened versions showed a
strong positive correlation and thus provides
an adequate approximation of self-regulation
levels as the entire scale or as the scale with the
proposed 2 (Lithuania) or 4 factor solutions (Slo-
vak Republic and Hungary).

Itisbelieved thatthis shortened measure could
provide valuable information about a person’s
self-regulation level. However, given the slightly
differential results obtained in this study; itis rec-
ommended thatthere bea further examination of
these factor structures as well as an assessment
of the divergent and convergent validity. Its
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structure needs to be confirmed by other popu-
lations in order to make conclusive statements.

Possible Implementations

The potential usage of the SSRQ appears to
be strong. The measure of general self-regula-
tion capacity may be predictive of a wide range
of behaviors. Self-regulation refers to the glo-
bal process used to achieve goals. Thus, this
measure could be used in predicting goal di-
rected behaviors such as academic achieve-
ment, gambling, financial difficulties and behav-
ior change process. In the future, we would like
to evaluate this measure of self-regulation in
relation to alcohol consumption and alcohol
related problems.
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