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Abstract - This study proposes a modified 
version of cultural algorithms (CAs) which benefits 
from rule-based system for influence function. This 
rule-based system selects and applies the suitable 
knowledge source according to the distribution of 
the solutions. This is important to use appropriate 
influence function to apply to a specific individual, 
regarding to its role in the search process. This 
rule based system is optimized using Genetic 
Algorithm (GA). The proposed modified CA 
algorithm is compared with several other 
optimization algorithms including GA, particle 
swarm optimization (PSO), especially standard 
version of cultural algorithm. The obtained results 
demonstrate that the proposed modification 
enhances the performance of the CA in terms of 
global optimality.

Keywords - Cultural Algorithm (CA), global 
optimization, knowledge Sources, rule-based 
system.

1. INTRODUCTION

Optimization is an important issue in different 
scientific applications. Many researches 

dedicated to algorithms that can be used to find 
an optimal solution for different applications. 
Intelligence optimizations which are generally 
classified as, evolutionary computations 
techniques like Genetic Algorithm, evolutionary 
strategy, and evolutionary programming, and 
swarm intelligence algorithms like particle 
swarm intelligence algorithm and ant colony 
optimization, etc are powerful tools for solving 
optimization problems [1]-[4]. Similar to particle 
swarm optimization and Ant algorithm in which 
members share their experiences, cultural 
algorithms (CAs) try to model social intelligence 
based on natural cultural evolution to solve the 
optimization problems [5]-[6][13].

When facing an engineering optimization 
problem with extensive domain knowledge that 
cannot be easily integrated into the population 
level, the CA is a preferred optimization method. 
In order to study the performance of CA, this 
algorithm is applied to a number of benchmark 
optimization problems [7] as well as a number 
of diverse application areas. For example the 
efficacy of a variant of CA is tested on Loney’s 
solenoid design which is an electromagnetic 
engineering problem [8]. In addition, in [9] 
authors applied the CA to the problem of 
optimizing the design of a Pressure Vessel which 
is a benchmark engineering design problem to 
evaluate the performance of particle swarm. 
CA is also applied to some other engineering 
applications such as prediction by functional 
link-based neural fuzzy network [10], optimizing 
the tension/ compression of a spring weight [11] 
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and modeling the evolution of agriculture [12].
Three major components of CA are population 

space, belief space and a protocol that defines 
the relationship between the population and the 
belief space. Population space can be modeled 
based on any population-based computing 
models such as genetic algorithm, evolutionary 
programming and particle swarm optimization 
method [10]. The belief space which is made up 
of a set of knowledge sources is used to guide 
the population towards the optimal solution. By 
taking the feedback from the population, the 
belief space is updated. This mutual interaction 
between population and belief space continues 
until the stop criteria of the algorithm is visited. 
The mentioned protocol consists of acceptance 
function and influence function. Acceptance 
function determines which individuals are to 
impact the belief space, while influence function 
which encode the beliefs, evolutes the individuals.

An intelligent optimization algorithm should 
be able to use the information obtained from 
the search process in the state space in order to 
determine an appropriate role for the individuals. 
By determination, we mean that, when an 
individual is better to explore, exploit or jumping 
out of the locals. In CAs, each of the knowledge 
sources, cause different roles for individuals, and 
while the next individual position is determined 
based on one of the influence functions of 
knowledge sources, it is of a great importance 
to be able to choose the appropriate knowledge 
source.

The algorithm proposed for selecting the 
knowledge sources in cultural algorithms so far 
are based on the roulette wheel mechanism. In 
that mechanism, the likelihood of using one of 
the knowledge sources is based on size of the 
area under the wheel and the area for a knowledge 
source is adjusted by the predator based upon 
the performance of those individuals that are 
influenced [9].

In this study, we try to select the appropriate 
knowledge source to update the positions of 
individuals by using a rule-based system and 
evolutionary state estimation (ESE) factor 
proposed by Zhi-Hui Zhan [13]. The ESE factor 
presents the distribution of the individuals in the 
search space. Using the obtained information 
from the behavior of the individuals and a rule 
based system determines which knowledge 
source should be selected. The most important 
feature of this rule-based table is that it is updated 

using the feedback gained from the search space. 
This update mechanism continues until the rule-
based system learns the features of behavior of 
individuals in the search space and is parallel to 
the search mechanism. The simulation results 
show that convergence of the update of rule-base 
is faster than the search mechanism. In other 
words, this rule based finds its optimal values 
before the search process ends. As soon as the 
rule-based converges to its optimal state, the 
update process stops and the search mechanism 
uses the optimized rule-based to find the optimal 
solution. The update algorithm for the rule base is 
based on GA and is presented in details in section 
3. 

The proposed cultural algorithm is evaluated 
on six unimodal and multimodal benchmark 
functions. The algorithm is compared with several 
other optimization algorithms such as previous 
version of CA, PSO and GA. The obtained results 
show that CA which benefits from a rule-based 
system outperforms these algorithms in terms of 
global optimality. In section 2 the components 
of CA are reviewed. Section 3 presents the 
optimization procedure of rule based system in 
details. In section 4 we experimentally compare 
the proposed algorithm with existing CA and 
various optimization algorithms using a set of 
benchmark functions. Discussions and further 
investigation on the proposed method are made 
in this section. Finally conclusion points are 
pointed out in section 5.

 
2. CULTURAL ALGORITHM OVERVIEW

In this section, we describe the traditional CA. 
The key idea behind CAs is to store and update 
the problem solving knowledge with the feedback 
from the population and guide the search using 
this knowledge [13]. The components of CA 
are the population space, the belief space, the 
acceptance function, and the influence function. 
These major components of CA are depicted in  
Fig. 1.
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Figure 1. The CA framework 

A. The belief space
The experience of individuals are used and 

stored in information repository called belief 
space. These experiences can be used by other 
individuals. In other words, the members of the 
population share their experiences in the belief 
space and the knowledge is extracted from 
these experiences. The benefit of CA over other 
evolutionary algorithms is that other than sharing 
the information with offspring the information is 
shared with other members of the group. Cultural 
Algorithms employ a set of knowledge sources 
which are characterized by their appearance in the 
problem solving process. Reynold [9] identified 
five basic categories of Knowledge. Each of 
which are added in different time to achieve a 
various problem solving capabilities [7], [15, 
16]. These five knowledge sources are normative 
knowledge, situational knowledge, domain 
knowledge, history knowledge and topographical 
knowledge. The range of acceptable behaviors 
in each generation is represented by normative 
knowledge [7]. Situational knowledge keeps 
exemplars of successful solutions. Relationships 
and interactions between the objects in the 
domain are kept in the domain knowledge 
source [15]. Temporal and special patterns of 
behavior are stored in history and topographical 
knowledge sources respectively [15], [16]. Any 
cultural knowledge can be expressed as some 
combination of the five [9].

B. The population space
The population space consists of a set of 

possible solutions to the problem, and can be 
modeled using any population-based approach. 
The population model used here is a simple 

evolutionary algorithm where each individual is a 
vector of real-valued variables. In each generation 
individuals are evolved by using evolutionary 
operators of a specific knowledge source. In 
CA, only mutation is used while recombination 
is taken place in the Belief Space as a result of 
the updating process. Each knowledge source 
specifies a different mutation operator. It is also 
possible to define a mutation operator with the 
combination of several different knowledge 
sources.

C. The Acceptance Function 
The acceptance function determines which 

individuals and their behaviors can impact 
the belief space knowledge. The number of 
individuals which impact the belief space can 
range between 1% and 100% of the population 
size, based on the selected criteria.

D. Influence function 
Individuals can be mutated by the influence 

function. The influence function is composed of 
methods which each method belong to a specific 
knowledge source.  These methods define the 
mutation operator in the population space. 
The strategies proposed to select the proper 
influence functions for the CAs so far are based 
on the roulette wheel by adjusting the wheel area 
assigned to each type of influence function.

In the first stage roulette wheel is divided 
into equal spaces by different types of influence 
function. Each area in the roulette wheel is 
updated using the fitness obtained by the 
individuals which mutated by the corresponding 
influence function. A specific influence function 
is used with the probability computed by the area 
of the roulette wheel. The division of the roulette 
wheel is updated based upon performance of 
the influence function. The performance of an 
influence function is defined as follow:

𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖 =
∑ 𝑓𝑓𝑗𝑗(𝑥𝑥)
𝑘𝑘
𝑗𝑗=1

𝑘𝑘

   
      (1)

where k is the number of individuals generated 
by the influence function i; f i(x) is the fitness 
value of the individual i. Next, division of roulette 
wheel for each influence operator is adjusted by 
the average performance computed for all the 
influence functions:
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𝑝𝑝𝑖𝑖 =
𝑎𝑎𝑎𝑎𝑟𝑟𝑖𝑖

∑ 𝑎𝑎𝑎𝑎𝑟𝑟𝑗𝑗𝑛𝑛
𝑗𝑗=1

   
   
                    (2)

where pi is the probability of the influence 
operator i and n is the number of influence 
operators.

3. Rule Base Influence function

In this section we introduce the proposed 
adaptive rule-based system for influence 
function. As mentioned earlier, in the CA the 
next position of individuals are determined 
based on the influence functions regarding to 
the knowledge sources, we mean that in CA, 
each of the knowledge sources, cause different 
roles for individuals and it is important to choose 
the suitable roles for individuals based on the 
information obtained from the search process. 
This section presents the ESE approach with a 
fuzzy classification proposed by Zhi-Hui Zhan 
[13] which extracts the information of search 
process. Then, we discuss how the ESE approach 
can be applied to rule-based system to determine 
the appropriate influence function in CA and 
how this rule-based system can be updated by 
obtained feedback of individuals.

A. The ESE approach
The way in which individuals are scattered in 

the space in called evolutionary state [13]. 
As an example at the early stage of the CA 

process individuals are typically scattered in a 
diverse manner by the topographical knowledge, 
therefore the evolutionary state is dispersive 
wherein the role of individuals are exploratory.

While the individuals are being evolutes 
the population distribution dynamically varies. 
Now if one can extract information of these 
distributions of the individuals, then this 
information can be effectively uses to guide 
individuals by designating the suitable influence 
function. The notation of evolutionary states and 
clustering analysis method was first proposed in 
[17-18].

The first phase of the evolutionary state 
estimation is the calculation of the average 
distance of each particle with respect to all other 
particles. Estimation of the states can be arranged 
as the following steps:

Step 1: Calculate the mean Euclidean distance 
of each particle with respect to other particles:

 

𝑑𝑑𝑖𝑖 =
1

𝑁𝑁 − 1
� ���𝑥𝑥𝑖𝑖𝑘𝑘 − 𝑥𝑥𝑗𝑗𝑘𝑘�

2
𝐷𝐷

𝑘𝑘=1

𝑁𝑁

𝑗𝑗=1,𝑗𝑗≠1

  
  
  
        (3)

where N and D are the population size and the 
number of dimensions, respectively.

Step 2: Calculate the “evolutionary factor”   as 
follow:

 

𝑓𝑓 =
𝑑𝑑0 − 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚
𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚

∈ [0.1]

  
  
  
     (4)

where d0 is Euclidean distance of the overall 
best, dmin , dmax  are the minimum and maximum 
distance among all particles.

B. the rule based system for influence function
In section we introduce how the rule-base 

system can be determine the type of influence 
function regarding to evolutionary factor f .in 
order to classification the evolutionary factor f , 
Four fuzzy sets s1, s2, s3, s4 are defined in [0, 
1], where represent exploration, exploitation, 
convergence, and jumping out states, respectively. 
The membership functions are shown in Fig. 2. 
The mathematical formulations for fuzzy sets to 
determine membership value of  in fuzzy sets and 
more details are in [13]. 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5
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Exploration
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Jumping Out
S4

Figure 2.Fuzzy membership functions for the four 
evolutionary states.

Here two different states may be occurred, 
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on member ship function is activated or two 
membership functions are activated. When two 
memberships will be activated at the same time, 
the decision-making rule base involves both the 
pervious state (PS) and the “change of state” 
(COS) variables in a 2-D table as seen in Table 1. 
For example one of the rules (bolded cells) in this 
table is as follow:

IF “COS” IS “s1-s2” AND “PS” IS “S3” THEN, 
KNOWLEDGE SOURCE IS “x7“,

Table.1. rule base table based on a chromosome in GA.in the 
case when two membership function activated.

PS

S4 4x 8x 12x
S3 3x x7 11x
S2 2x 6x 10x
S1 1x 5x 9x

S1-S2 S2-S3 S3-S4
COS

 

When only one membership function is 
activated, the “change of state” converts to 
“current state estimation” and the rule table is 
simplified as Table 2.

Table 2. Rule base table based on a chromosome in GA.in 
the case when one membership function activated.

Knowledge source x13 14x 15x 16x
CSE S1 S2 S3 S4

 

For instance the bolded cell in the Table 2 
represents the following rule: 

IF “CSE” IS “s1” THEN, KNOWLEDGE 
SOURCE IS “x13“,

where 1 16ix i≤ ≤  can be one of five 
knowledge source. 

In order to optimize the rule-base system, 
binary Genetic Algorithm is employed. The 
phenotype of a chromosome is represented as 
follows:

16x...3x2x1x

 

where { }, , , ,ix N S D H T∈  . 

At first, the populations of the chromosomes 
are generated using binary random values. The 
next and important step is how to evaluate the 

chromosomes. There exists a rule table which 
determines knowledge source in influence 
function of CA which corresponds to each 
chromosome in GA. Figure 3 illustrate that, 
each chromosome represents a rule table which 
creates its corresponding generation in CA. 
Hence for each chromosome in GA, there exists 
a different offspring population and the number 
of offspring groups are is the same as the number 
of chromosomes in GA.

 Figure 3 .the block diagram of proposed algorithm

The best individual in each different group 
of offspring is a representative of corresponding 
group and its fitness is assigned to chromosome 
in GA. Now that the fitness of each chromosome 
is calculated, it is possible to find the best table 
of rules and based on calculated fitness the GA 
can evolutes one generation ahead. The best 
table of the rules based is used as influence 
function guide to update the population of CA 
for one generation. This update procedure of 
GA is iterated until the algorithm is converged. 
The algorithm is said to be converged if in 
tGA consecutive number of generations, the 
best rule-base remains unchanged. When the 
GA is converged, it is stopped and the CA will 
be updated using the best rule base found. The 
Pseudo code of the described algorithm can be 
briefly presented as follows.

1. Initialize CAP  ، GAP  randomly ( is 

population of CA and GAP   is population of GA).

2. Iterate the following steps until the GA will 
be converge.

a. Sort the CAP  based on fitness function.

b. Select individuals from CAP  considering 
the acceptance function and update the belief 
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space.
c. Calculate the evolutionary factor f.

d. for i=1  to | GAP  | (all chromosome in GAP
) iterate the following steps:

i. Determine type of knowledge source 
as influence function by the rule based 
table corresponding to its chromosome (i-th 
chromosome).

ii. The population of t
CAP  is mutated by the 

specific influence function and generate 1
i

t
CAP +  

where  is generation counter and i denote to i-th 

offspring of t
CAP .

iii. Calculate the fitness function of all 

individuals in 1
i

t
CAP + .

iv. Find the best fitness function in 1
i

t
CAP +   and 

assigned it to current chromosome (chromosome 

i) in GAP  as fitness value.

e. Corresponding to best chromosome in GAP , 

select the 1t
CAP +  as next generation of CAP . 

f. Perform the crossover, mutation and 

selection operators GAP  on and the chromosomes 
evolutes for one generation.

g. Iterate the following steps until the stop 
criteria is visited

i. Sort the   based on fitness function.

ii. Select individuals from CAP  considering 
to the acceptance function and update the belief 
space.

iii. Calculate the evolutionary factor f.
iv. Determine the influence function by the 

achieved optimal rule based table and mutate the 

individuals in CAP .

4. Experimental Result

In this section, the proposed algorithm is tested 
on a number of benchmark functions, and the 
obtained results are compared with the standard 
version of CA and well-known optimization 
methods such as particle swarm optimization 
(PSO) [23]-[25], genetic algorithms (GA) [26-
28]. 

We have chosen six test functions which are 
widely used in the nonlinear global optimization 
literature [20-22]. The function names, formulas, 

range of variables and the global optima are listed 
in Table 3.  These benchmark functions have a 
wide variety of different landscapes and present 
a significant challenge to optimization methods. 
The Sphere, Schwefel’s 2.21, and Quadric Noise 
are unimodal functions. Rastrigin, Ackley, and 
Griewank are difficult multimodal functions 
and their number of local optima increases 
exponentially with the problem dimension.

In the simulations, the optimization of the 
rule-based table by the GA is performed in 
parallel to the CA algorithm until the rule based 
convergences to its optimal value. While we set 
the max generations to 500, in practice rule-
based table usually converges in less than 200 
generations. After convergence of the rule-based 
table, its optimization process is stopped and CA 
continues the search process. In the simulations, 
the dimensions of the benchmark functions are 
set to 5 and the population size in both CA and 
GA are set to 10.

Table 4 demonstrates the resulting optimized 
rule-based tables for difference benchmarks. In 
the Table 4, N, S, D, H, T are CA knowledge 
sources which are normative, situational, domain, 
history and topographical respectively are used 
by influence function.

For the conditions when only one membership 
function is activated, the following rule-based 
table is obtained.

In order to show the convergence of the rule-
based in each generation, the absolute value of 
the difference between the best ruled-based 
table of the current generation and the previous 
generation is computed. The convergences of the 
ruled-based tables are shown in Fig. 4. As can be 
seen from the figure, in the subfigures relating 
to f1, f3,  f4 and f6 the error converges before 50 
generations, but in the subfigure relating to f2 this 
number is 117 and f5 converges in 62 generations.

In order to compute the convergence of the rule 
based, the following assignments are considered:

           N=1, S=2, D=3, H=4, T=5.

Figure 5 depicts the convergence process 
of the best individual in each generation. The 
simulation results of the comparison between 
proposed CA and the previous methods in five 
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F1: Sphere 

PS 

S4 D D H 
S3 H N S 
S2 T H N 
S1 N H S 

 S1-S2 S2-S3 S3-S4 
 COS 

 

F2: Schwefel 2.21  

PS 

S4 T H D 
S3 S H T 
S2 S D D 
S1 H N S 

 S1-S2 S2-S3 S3-S4 
 COS 

 

F3: Quadric i.e Noise  

PS 

S4 D S H 
S3 H H H 
S2 S H D 
S1 S S D 

 S1-S2 S2-S3 S3-S4 
 COS 

 
F4: Rastrigin

PS 

S4 H D N 
S3 T T T 
S2 S S H 
S1 N H T 

 S1-S2 S2-S3 S3-S4 
 COS 

 

F5: Ackley  

PS 

S4 N D T 
S3 N H D 
S2 H D N 
S1 H S D 

 S1-S2 S2-S3 S3-S4 
 COS 

 

F6: Griewank  

PS 

S4 H N H 
S3 S S N 
S2 S S N 
S1 S H H 

 S1-S2 S2-S3 S3-S4 
 COS 

 

Table 4. Rule base table for six benchmark function.

    

 

Sphere 
KLG T S H S 
CSE S1 S2 S3 S4 

 

Schwefel 2.21
KLG S S T D 
CSE S1 S2 S3 S4 
 

Quadric i.e Noise 
KLG H S H H 
CSE S1 S2 S3 S4 

 
Rastrigin 

KLG S T H S 
CSE S1 S2 S3 S4 

 

Ackley 
KLG S S T T 
CSE S1 S2 S3 S4 

 

Griewank    
KLG T N D H 
CSE S1 S2 S3 S4 
 

Table 5. Rule base table for six benchmark function (one membership function activated).
 

Table 6. The Comparison of the results of the optimizations of six different test functions obtained by proposed 
CA, CA, PSO and GA. The dimension of the functions is set to 5 and the simulations are repeated for 15 times.

Algorithm Proposed CA CA PSO GA

f1

Best 8.03E-07 7.11E-06 0.032255 0.001423
Average 3.31E-06 5.07E-05 274.0826 0.015141
STD 5. 61E-05 4.56E-05 407.2212 0.010216

f2

Best 0.000125 0.003641 2.127886 0.03354
Average 0.059203 0.050537 12.32818 0.099375
STD 0.070476 0.084336 10.30336 0.041735

f3

Best 8.09E-05 0.000214 0.004779 0.000136
Average 0.000906 0.00154 0.0587 0.00185
STD 0.000733 0.001077 0.093555 0.001511

f4

Best 0.00017 0.00868 3.98124 0.00039
Average 0.00128 2.729888 14.02944 0.004877
STD 0.005792 2.352015 6.5129 0.00422

f5

Best 0.004678 0.00869 2.276672 0.007101
Average 0.017419 0.099689 7.307761 0.024232
STD 0.031176 0.113161 4.51294 0.01357

f6

Best 0.065999 0.409445 0.196867 0.086692
Average 0.11139 8.30541 1.269178 0.138902
STD 0.186894 6.113189 1.225937 0.040966
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f1: Sphere f2: Rastrigin

f3: Schwefel 2.21 f4: Ackley

f5: Quadric i.e Noise f6: Griewank

Figure 4: convergence of rule base table.
 

f1: Sphere f2: Rastrigin

f3: Schwefel 2.21 f4: Ackley

f5: Quadric i.e Noise f6: Griewank

Figure 5: The trend of the convergence of the best individual in CA.
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dimensions are given in Table 6. This table 
illustrates the results of 15 independent runs of 
each algorithm in terms of the best, mean and 
overall SD of the solutions. Boldface in the table 
6 indicates the best result among those obtained 
by all contenders. As can be seen from the table, 
the proposed algorithm outperforms other studied 
algorithms including GA, PSO and CA. 

5. CONCLUSION

In this study, a modified version of CA is 
introduced and tested. The proposed modified 
version of CA benefits from a rule-based system 
in its influence function. The use of the adaptive 
rule-based system in the influence function of 
CA makes it possible to update the position of 
individuals by means of experiences obtained 
during the optimization process. The adaptation 
capability makes it possible for the optimization 
process to identify the optimization environment 
and makes the moves in a more effective way.  
In order to optimize the values of the rule-based 
system used in the proposed algorithm, Genetic 
Algorithm is utilized. Based on the fact that 
whether the optimization process is fully within 
one state or it is in a transition state, different 
rule is activated. This is the first time this rule-
based system is employed to the CA influence 
function. Moreover, this rule-based system is 
not dependent upon any expert knowledge and 
is achieved during the optimization based on the 
requirement of the optimization environment. 
This is another major contribution of the current 
algorithm over what can be seen in the literature.

In order to show the efficacy and superior 
performance of the proposed algorithm, it 
is compared with three other well-known 
optimization methods namely GA, PSO, and 
existing version of CA using several unimodal 
and multimodal optimization problems. The 
obtained results show that the proposed CA 
can successfully jump out of the local minima 
of all unimodal and multimodal functions and 
surpasses all the other algorithms.
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