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Abstract. The problem of uncertainty often becomes an obstacle, especially in 

terms of diagnosing the provision in this study. There is an algorithm that can 

solve this problem is Dempster-shafer (D-S), this algorithm has belief value that 

serves to determine the influence between symptoms. Belief value is obtained 

from experts, when there are new symptoms must have to ask the experts to know 

the value of belief, and takes time as well. So the Particle Swarm Optimization 

(PSO) algorithm will help generate and optimize the value of belief in D-S. PSO 

is able to produce optimal belief value. This research is to generate value belief 

D-S with PSO. 

 

1 Introduction  
Indonesia is one of the developing countries that already has its own rules on 

criminal law namely the Criminal Code (KUHP) which contains provisions relating to 

regulate criminal law. Along with the development of civilization, the main purpose of 

he criminal law is to ensure people feel safe and comfortable[1]. Persecution is a 

deliberate act with a specific purpose, the act can be demonstrated by the presence of 

injuries to others resulting in pain and suffering outside the boundaries of humanity[2]. 

In Lingtogareng's study[3], it is not easy to make a decision that a defendant is 

legally guilty, and that a judge must be able to make an objective decision, which means 

to see from many sides to consider[4]. Thus the judge has a great responsibility to the 

defendant being handled[4]. That is why a solution is needed to assist the judge in 

deciding the sentence for the defendant. 

This problem can be solved with the help of today's emerging technology, which is 

implementing methods that can overcome the problem of uncertainty. There are several 

methods to solve uncertainty problems, one of which is the Dempster-Shafer (D-S) 

method. The D-S method is a method that can be used to diagnose inconsistent 

circumstances due to the reduction or addition of new facts that will provide changes 

to existing rules[5]. 

The theory of evidence on D-S presented with the upper and lower limit values 

actually serves to solve uncertainty problems[6]. In addition, the theory of D-S has 

provided a simple method, as for its simplicity is the existence of the D-S combination 

rules, just need the value of probability yng referred to as evidence or trust[7]. 
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The value of this belief is obtained from experts, but in this study the data studied 

is the provisions in the criminal law of an expert can not give a belief value. So used 

PSO to generate its belief value as well as for optimization. PSO is an algorithm that is 

inspired by the movement of information and social behavior observed in the herd of 

deserts and fish[8]. 

Particle swarm optimization is one of the meta-heuristics methods that focus on 

local search so that in small search space can find optimal solution[9]. In the PSO the 

set of candidate solutions for optimization is defined as a set of particles contained in 

the search space[10]. In this study D-S will function for the determination of the 

provisions, its belief value will be raised with the PSO so as to get the optimal belief 

value on the D-S and give maximum accuracy result. 
 
2.1 Dempster-Shafer (D-S) 

 
The Dempster-Shafer method is also known as the theory of belief function. 

The Dempster-Shafer theory was introduced when experimenting to adapt probability 
theory into expert systems[11]. 

Belief is a measure of the strength of evidence in favor of a set of propositions. If 
the value of 0 (zero) then indicates that there is no evidence, and if the value of 1 
indicates a certainty. Below function formulas can be formulated: 
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Whereas Plausibility (Pls) can be formulated as[12]:  
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Plausibility is also 0 to 1, if we believe in X' then it can be said Belief X' = 1 so from 

the above formula Pls X = 0. In Dempster-Shafer theory also known as frame of 

discernment denoted by . 

},......2,1{ n ,         (3) 

The environment contains elements that describe the possibility of an answer and 
there is only one that will fit the required answer. This possibility in Dempster-Shafer 
theory is called the power set and denoted by P ( ), each element in this power set has 
an interval value of 0 to 1. 

 

m = P( )         [0,1],          (4) 

so it can be formulated: 
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In Dempster-Shafer theory, disbelief in the environment is usually denoted m (
).While the mass function m in Dempster-Shafer theory is the level of confidence of an 
evidence, often called evidence measure so it is denoted by m. To overcome a number 
of these evidences on the theory of Dempster-Shafer using a rule better known as 



 

 

 

 

Merry Gricelya Nababan et al. , Belief Value Development in ... 61 

 

 

p-ISSN: 2540-9433; e-ISSN: 2540-9824 

Dempster's Rule of Combination. 
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In general the formulations for Dempster's Rule of Combination are: 
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The amount of evidential conflict k is formulated by: 
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So that if equation (8) is substituted into equation (7) it would be: 
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2.2 Particle Swarm Optimization 
The Particle Swarm Optimization algorithm is an algorithm with evolutionary 

computing techniques that is motivated through a set of social behaviors. The algorithm 
was first introduced by Kennedy and Eberhart in 1995[13]. The Particle Swarm 
Optimization algorithm will model the best solution activity in the search space, the 
particle position contained in the solution space is the optimization variables used as 
the optimization candidate. Each of these positions will be linked to the objective value 
or referred to as the fitness value[14]. Particle Swarm Optimization differs from other 
optimization algorithms because it does not use the information gradient in the search 
of a solution so that it does not result in continuous functionality error[15]. 

There are several stages in the implementation of the PSO algorithm, the 
following are the stages in the PSO: 
1. Initialize the population of particles by position and velocity randomly in a space of 
search dimension. 
2. Evaluate the desired fitness function for D-S computing optimization within the 
variables on each particle 
3. Compare the evaluation of particle fitness with its Pbest. If the value is better than 
the Pbest value, then the value will be set as Pbest. 
4. Update Velocity and position for each particle 
5. Return to step 2 until the criteria are met, usually stopping at a fairly good fitness 
value or arriving at the maximum number of iterations [13]. 

Each particle will retain its position, consisting of fitness that has been 
evaluated. In addition, each particle can remember the best fitness value ever achieved 
during the operation of the algorithm, which is called the best particle fitness and the 
fitness solution is called the best position of the particle (Pbest). The PSO algorithm 
will also maintain the best overall fitness value referred to as (Gbest)[10]. 
To make a change in the speed of the PSO algorithm is represented in equation 10. 
 

𝑉𝑖𝑘+1 = 𝑊𝑉𝑖𝑘 + 𝐶1 𝑟𝑎𝑛𝑑1 × (𝑃𝑏𝑒𝑠𝑡 − 𝑋𝑖𝑘) + 𝐶2 𝑟𝑎𝑛𝑑2(𝐺𝑏𝑒𝑠𝑡 − 𝑋𝑖𝑘 ,             (10) 

Inertia weight is introduced by Shi and Eberhart, which is used to balance local 

exploration that serves to reduce weights during the iteration and allows algorithms to 

exploit some specific areas[16]. 

At each iteration, the value of the inertial function is updated via equation 11: 
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W=𝑊𝑚𝑎𝑥 -
𝑤𝑚𝑎𝑥−𝑤𝑚𝑖𝑛

𝑖𝑡𝑒𝑟 𝑚𝑎𝑥
 𝑥 𝑖𝑡𝑒𝑟,        (11) 

As the velocity changes, there are also changes in agent positions for each iteration that 

can be calculated by the following 12 [14]. 

𝑋𝑖𝑘+1 = 𝑋𝑖𝑘+𝑉𝑖𝑘+1,         (12) 

2.3 Optimation belief value of D-S using PSO 

In the process flow stage of system design, there is an explanation of how the process 

that occurs in the generation of belief D-S with PSO, shown by Figure 4.1 below. 

 

1. The first step is to inisialition the number of particles, the number of iterations, 

the value of weight minimal (w_min), weight maximal (w_max), koefisien 

akseleration (c1, c2), random value strat from 0 until 1( r1, r2) 

2. PSO algorithm will generate belief value 

3. After can beliefnya value, it will be calculated by ds algorithm 

4. Then will get the results of identification 

2.4 Particle Representation 

In this study the particle is represented by using real code coding. Particles will be 

generated randomly at intervals of 0.0 to 1.0. The initialization of the particle is 

represented in the form of an array containing cases of 17 chapters. The following will 

be shown particle representation in Table 2.1. 

 

 

 

Tabel 2. 1 Representation Particle 
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In Table 2.1 is the initialization of the particles. The above value is the belief value of 

each case made randomly, and there are also some empty values meaning the case does 

not imply a clause. 

3  Experimental and result 

3.1 Result and Discussion 

Tests were performed on all PSO parameters, ie number of particles, number of 

iterations, minimum weight (w_min) and maximum weight (w_max), number of v_max 

and v_min. This test is done 5 times. This is done in order to get the best fitness value 

in the generation of belief value in the D-S. This graphic image is the result of parameter 

testing on fitness value, particle count, iteration, acceleration weight, and speed. The 

greater the number of possible parameters can result in greater fitness value but requires 

longer computation time. Based on the tests that have been done the large number of 

parameters does not always result in a good amount of fitness as well. Another thing 

happens because the nature of the PSO is stochastic or random. 

 

Figure 3. 1 Testing the number of particles to the fitness value 

Based on the graph in Figure 3.1, it can be seen that the size of the number of particles 

has an influence on the fitness value of the algorithm. From the results of this test in 

getting the maximum fitness value on 450 particles. 
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Figure 3. 2. Testing the number of particles to the fitness value 

 

 

Figure 3. 3Testing W_min and W_max 
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Figure 3. 4 Testing V_min and V_max` 

From the test obtained the maximum number of particles is 450, the maximum number 

of iterations is 100, w_max is 0.8, w_min is 0.4, v_max is 0.2 and v_min is -0.2. The 

results of this test which will result in value belief for D-S. PSO is an algorithm that 

can work on a small search space, but the determination of the article for the case of 

maltreatment has not provided maximum results. This happens because the D-S 

algorithm usually resolves the problem with the output of one, on the other hand the D-

S will calculate every related phenomenon in one case so that the more symptoms 

related to a case then the D-S will calculate that the result is not maximal. 

4 Conclusion  

This research is the generation of belief value in D-S with PSO for the determination 

of provision of case of mistreatment. Based on PSO research can generate value belief 

in D-S optimally. However D-S can not provide maximum results in the determination 

of this provision of abuse, even though the PSO has given belief value. For further 

research, it is recommended to use the AHP algorithm that has been research in D-S 

theory of evidence an alternative approach to multicriteria decision modelling[17], then 

can use neural network algorithm for better results. 
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