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Abstract — Meta-heuristic algorithms inspired 
by the natural processes are part of the optimization 
algorithms that they have been considered in recent 
years, such as genetic algorithm, particle swarm 
optimization, ant colony optimization, firefly 
algorithm. Recently, a new kind of evolutionary 
algorithm has been proposed that it is inspired by 
the human evolution process. This new algorithm 
has been called Imperialist Competitive Algorithm 
(ICA). The ICA is a population-based algorithm 
where the population is represented by countries 
that are classified as colonies or imperialists. This 
paper is going to present a modified ICA with high 
accuracy, referred to here as ICA2. The ICA2 is 
tested with six well-known benchmark functions. 
Results show high accuracy and avoidance of 
local optimum traps to reach the minimum global 
optimal.

Two main operators of the ICA are Assimilation 
and Revolution. Assimilation policy is the more 
important than Revolution. This research focuses 
on an assimilation policy in the ICA to propose 
a meta-heuristic optimization algorithm for 
optimizing function with high accuracy and 
avoiding to trap in local optima rather than using 
original ICA.

Index Terms — evolutionary algorithm, 
optimization algorithm, imperialist competitive 
algorithm, assimilation policy.

I.INTRODUCTION

FIND the optimal solution is a major challenge 
in many scientific problems. The heuristic 

algorithms have widely been used to reach 
global optimum of different problems. Genetic 
Algorithm (GA) [2], Particle Swarm Optimization 
(PSO) [3], Ant Colony Optimization (ACO) [4], 
Differential Evolution (DE) [5], Gravitation 
Algorithm (GA) [6] and Firfly Algorithm [7] are 
some familiar meta-heuristic studies. Recently, 
inspired by a socio-politically motivated, a meta-
heuristic algorithm called Imperialist competitive 
algorithm (ICA) is proposed by Atashpaz and 
Lucas [8]. The ICA is a multi-agent algorithm 
with each agent being a country [9]. In ICA, the 
countries divided into two groups based on their 
power, colonies and imperialists [8]. But these 
algorithms have defects to deal with the local 
optimum trap and the accuracy rate [1]. The local 
optimum trap is an important shortcoming in 
optimization. A local optimum is a solution that 
is optimal within a neighboring set of solutions. 
This is in contrast to a global optimum, which is 
the optimal solution among all possible solutions 
that may occur under different situations 
[10]. ICA is much more successful than other 
optimization methods to eradicate these problems 
[8, 9, and 10]. It has been used to solve different 
kinds of problems, such as PID controller design 
[11],  initial and boundary-value problems [12] 
, a new hybrid data-clustering algorithm [13 
,14], economic problems [15,16,17] and many 
engineering problems [1,9,18,19,20].

The motivation of this study is to present a 
meta-heuristic algorithm for optimizing with 
high accuracy and avoiding to trap in local 
optima, based on the ICA, because of, ICA has 
successful application in various fields and good 
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performance in comparison to other optimization 
methods [11]. Various attempts have been made 
to improve the ICA, include modifications 
in ICA [10,24,25,26,27] and a hybrid with 
local search or other optimization techniques 
[28,29,30,31,32,33].

This study focuses on the assimilation policy 
because the movement of colonies toward their 
imperialist has the biggest influence of them all 
[24]. ICA2 with a new adaptive assimilation 
strategy avoids from trap of local optimum. 

Organization of the paper is in order. Section 
2 provides a precise description of the basic 
ICA and reviews the developments on the ICA. 
Section 3 presents the proposed algorithm. 
Experimental setup and results are discussed 
in Section 4.  Section 5 includes summary and 
conclusion.

II. IMPERIALIST COMPETITIVE 
ALGORITHM

ICA simulates the social political process of 
imperialism and imperialistic competition. This 
algorithm contains a population of agents or 
countries. The Steps of algorithm are described 
as below [8].

1. Initializing
ICA starts with an initial population of 

randomly generated solutions {p1, p2, …, pN}, 
where each solution pi is called country and is 
a 1×n array of variables to be optimized, and N 
denotes the number of countries. ICA computes 
the cost of each pi as Ci. Then sort ascending the 
initial population based on cost values. The most 
powerful countries are selected as imperialists 
(equation 1), and the others are divided among 
imperialists, based on the power of each 
imperialist (equation 2 ) . That is,

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 = � max
1≤𝑗𝑗𝑗𝑗≤𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

{𝐶𝐶𝐶𝐶𝑗𝑗𝑗𝑗 }� − 𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖         (1)

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(�
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖

∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑗𝑗𝑗𝑗
𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗=1

� × [𝑁𝑁𝑁𝑁 −𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ])
      

     (2)

Where Ci is the cost of ith imperialist and POWi 
is the power of ith imperialist. Also, NCi denotes 
the number of colonies assigned to empire i , 

where  and Nimp is a constant value.

2. Moving
Two main operators of this algorithm are 

Assimilation and Revolution. In this step, the 
algorithm assimilates a solution with low-quality 
or a country with low power to a country with 
high power or the algorithm assimilates colonies 
toward relevant imperialists. Each country 
is assumed to be a point in the search space. 
Assimilation within an empire is achieved by 
moving all colonies toward their imperialist by 
δ units (equation 3). The distance of such an 
assimilation move is a random variable with 
uniform distribution [8]:

𝛿𝛿𝛿𝛿~𝑈𝑈𝑈𝑈(0,𝛽𝛽𝛽𝛽 × 𝑑𝑑𝑑𝑑)                  (3)

Here, the d is the Euclidean distance between 
imperialist and colony, and β is a parameter of 
ICA called assimilation coefficient. The value 
of β is in the half-closed interval (1, 2], and 2 
is recommended. In addition to assimilation, the 
revolution was used to change the position of 
the colonies. Revolution is sudden changes in 
the position of some of the countries. According 
to this strategy, a random amount of deviation 
is in the direction of movement. The direction 
of the assimilation move is the direction from 
imperialist to colony plus a random variable θ ~ 
U(-γ , γ), where γ is a parameter of ICA, called 
revolution coefficient. The suggested value for γ 
is ∏/4 [22].

After moving a colony to a new position, its 
cost is recomputed. If the cost of the colony is 
smaller than the cost of the imperialist, exchange 
colonies and their imperialist. A colony may 
reach a position with lower cost than that of the 
imperialist while moving toward the imperialist.

3. Imperialistic competition
Next, the cost (denoted by Qi) and the power 

(denoted by Ei) of each empire are calculated. It 
is influenced by the power of imperialist country 
(denoted by ci) and the colonies of an empire 
(See equations 4 and 5) [8].

𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖 + 𝜉𝜉𝜉𝜉 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 {𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐 𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚 𝑖𝑖𝑖𝑖)}  (4)

𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖 = � max
1≤𝑗𝑗𝑗𝑗≤𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

{𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗 }� − 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖                  (5)

Where, ξ is a parameter whose value is in the 
open interval (0, 1). Suggest value for ξ is 0.1.
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Competition among all empires is achieved 
by taking the weakest colony away from the 
weakest empire and giving it to a chosen empire, 
where the probability of empire being chosen is 

�
𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖

max
1≤𝑗𝑗𝑗𝑗≤𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

𝐸𝐸𝐸𝐸𝑗𝑗𝑗𝑗
�   [8] .

When an empire loses all its colonies, it is 
assumed to be collapsed and will be eliminated. 
At the end, the colonies will be under the control 
of the most powerful empire. 

The steps of implementing ICA are shown in 
fig1 [8].

Figure 1 : Imperialist Competitive Algorithm [8]

III. REVIEWS THE DEVELOPMENTS ON 
THE ALGORITHMIC RESEARCH WITH 

ICAS
In ICA, two operators are called assimilation 

and revolution, and one strategy called 
imperialistic competition are the main building 
blocks [23], which are responsible to lead the 
search for a better solution. The movement of 

colonies toward their imperialist has the biggest 
influence of them all, since it occurs for all the 
colonies during all the iterations, whereas the 
revolution happens with a low probability and the 
imperialistic competition affects only one colony 
per iteration [24]. For this reason, researchers 
have focused on the improving the assimilation 
policy for improve ICA. There are several studies 
for improve ICA by modify assimilation [10, 24, 
25, 26, 27]. Also, researchers have presented 
several hybrid approaches consisting ICA and 
other algorithms for improve the performance of 
ICA [28, 29, 30, 31].

Esmaeilzadeh [10] proposes a new 
assimilation strategy based on this fact, which the 
imperialists also need to model, and they move 
toward top imperialist state. In the modified 
ICA by Esmaeilzadeh, which referred to here as 
ESICA, the imperialists assimilate toward the 
best imperialist, and this movement affects all 
colony movements.

An improvement in the ICA by implementing 
an attraction and repulsion concept during the 
search for better solutions, the AR-ICA approach 
is proposed in [24]. A concept of attraction 
and repulsion is introduced to overcome the 
premature convergence problem. This problem 
is caused when the algorithm gets trapped in a 
local optimum. In this method the algorithm 
switches between the attraction and repulsion 
phase according to a threshold value for the 
population diversity. The diversity guided 
can be implemented in the ICA by varying the 
assimilation coefficient according to the distance 
between the colony and its imperialist [24]. If the 
movement equation is reformed by

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖+1 = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 + 𝐴𝐴𝐴𝐴. 𝛿𝛿𝛿𝛿              (7)

𝐴𝐴𝐴𝐴 = 𝛾𝛾𝛾𝛾.𝑑𝑑𝑑𝑑                   (8)

Where A determines the boundaries of the 
region, the next colony position can take place 
Posi is the vector of the colonyies’ position on 
the ith iteration, δ is a random number normally 
distributed between [0, 1], and d is vector 
containing the variables distance between the 
colony and its imperialist. Then the diversity 
guided adapted for the ICA is given by the 
equation 10

𝛾𝛾𝛾𝛾 = �2       𝑑𝑑𝑑𝑑 > 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝛾𝛾𝛾𝛾𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑   𝑑𝑑𝑑𝑑 ≤ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

                  (10)
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Here, ddiv is the distance threshold value, and 
γdiv is the number greater than 2.

The normal distributed assimilation is another 
improvement in the ICA for to control convergence 
rate of the ICA, and to overcome being trapped 
in a local optima problem [25]. According to this 
strategy, the movement equation is 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖+1 = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,𝑖𝑖𝑖𝑖 + 𝛿𝛿𝛿𝛿               (11)

Where Posimp,i is the vector of the imperialist’s 
position on the ith iteration, δ denotes the amount 
of movement chosen from a normal distribution 
between [0,d]. To divert the search to less 
explored regions, colonies are allowed to move 
in their self-neighbors instead of the imperialist’s 
neighbor with a small probability [25]. It means 
that the position of a colony is updated as 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖+1 = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,𝑖𝑖𝑖𝑖 + 𝛿𝛿𝛿𝛿   .

In addition, the normal distributed 
assimilation, adaptive assimilation is presented 
in [25]. In this strategy, an adaptive controller 
based on the progress history was used in the 
assimilation function. The movement vector 
should be increased if the success rate is high, 
and it should be decreased if the success rate is 
low. The success rate means that the proportion 
of colonies reached a better position [25]. The 
ICA with adaptive assimilation called here as 
Adapt_ICA.

The chaotic sequences can be used in 
an assimilation function instead of random 
sequences [26].

The Different types of the crossover operations 
of genetic algorithm are used as an assimilation 
policy for the improvement in the ICA [27, 31].

IV. THE PROPOSED APPROACH
As mentioned in the previous section, there 

are three processes in the ICA, and the most 
important of them is the movement of colonies 
toward their imperialist. The ICA performance 
can be improved significantly by modification in 
the assimilation process.

ES_ICA [10] proposes an assimilation strategy 
based on two assimilation types. The empire 
movements are toward the best imperialist, and 
the colonies movements toward their imperialist 
are assimilation types in the ES_ICA. A pseudo-
code for the ES_ICA algorithm is shown in 
algorithm 1.

ICA2 can avoid the local optimum trap by 

manipulations diversity. If the colony is near 
its imperialist (the diversity is low), the colony 
is repelled by making a better exploration of 
the search space; if the colony is far from, its 
imperialist (the diversity is high), the colonies are 
attracted to each other. Repellency and attraction 
colonies can be implemented by varying the 
assimilation coefficient. If the assimilation 
coefficient increases, a possibility for the colony 
to move away from the imperialist is created. 
By decreasing the assimilation coefficient, the 
chance the colony diverges from the imperialist 
will also decrease.

The probability of finding the optimal solution 
is higher in being close to the empire’s positions. 
The empires are local optimal solutions. When the 
colonies are closer to its empire, the search must 
be done carefully. Moreover, the search should 
avoid the local optimum trap by preventing 
premature convergence through increased 
diversity [25].

ICA2 defines a new assimilation policy based 
on ES_ICA assimilation strategy and AR_ICA 
assimilation strategy. In the ICA2, the moving 
step has been modified and improved by the 
empire’s movements toward the best imperialist 
and the colonies’ movements toward their 
imperialist. ICA2 will control colonies diversity 
adaptively (See algorithm 2). In the ICA2, the 
following equations represent the new position 
of a colony:

𝑋𝑋𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 1 = 𝑋𝑋𝑋𝑋𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 + 𝛽𝛽𝛽𝛽 × 𝑜𝑜𝑜𝑜1              (12)

𝑋𝑋𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 2 = 𝑋𝑋𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 1 + 𝛽𝛽𝛽𝛽 × 𝑑𝑑𝑑𝑑2           (13)

Where d1 is the vector with the distances 
between the colony and the imperialist and d2 is 
the distance vector between the colony and the 
best imperialist. Xold is old position of colony 
and Xnew2 is the colony final position .The β is 
a parameter for adjusting the momentum and 
modifying the area that colonies randomly search 
around the imperialist [8]. see algorithm 2 for 
more details:
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In algorithm 2, The γ is a constant value and 
The β is equal 2 when the distance between the 
colonies to its empire is more than threshold, and 
if the distance between the colonies to its empire 
is less than threshold, to increase the diversity 
and prevent premature convergence, at 20 
percent of the colonies the β value is increasing. 
The area that colonies randomly search around its 
imperialist expands if the β increases.

The ICA2 is presented if the algorithm 2 
inserts at line 11 of the algorithm 1.

Algorithm 2 Assimilate of colonies
11.1   if (the distance between the colonies to its empire is 
more than threshold)
11.2      β=2;
11.3   else
11.4       Generate a pseudorandom scalar drawn from the           
standard uniform distribution on the open interval (0, 1), 
and assign it to P.
11.5      if (P>0.9)
11.6        β=2*γ;
11.7      else if (P>0.8)
11.8                β=γ; 
11.9           else
11.10             β=2;
11.11            end
11.12        end
11.13  end

V. EXPERIMENTS AND RESULTS
Performance of ICA2 has been compared with 

the following ICA-variant on a set of 6 numerical 
benchmarks: the original ICA [8], the modified 
ICA by Esmaeilzadeh (ES_ICA) [10], the AR-

ICA [24], and the ICA with adaptive assimilation 
(Adapt_ICA) [25].

The parametric settings of the contestant 
algorithms are summarized in Table 1.

Table 1: The parameters considered for ICAs
Parameter Value Description
MaxIt  90,000 Maximum number of iterations
nEmp  4 Number of empire/imperialists
beta  2 Colony assimilation coefficient
pRevolution 0.1 Revolution probability
Zeta 0.1 Colonies mean cost-coefficient
Threshold 0.8 The distance threshold value is used in the AR-ICA 

and ICA2
γ 3 A const value  is used in the AR-ICA and ICA2
Betai 0.5 Empire assimilation coefficient is used in the ES_ICA

The proposed ICA has been tested on 6 
benchmark functions [34, 35] which were also 
used for validating the well-known ICA variants 
such as AR_ICA. All the benchmark functions 
(f1-f6) used in this study are minimization 
problems. f1– f4 are continuous unimodal 
functions, and f5-f6 are multimodal functions. 
The list of benchmark functions are summarized 
in the Table 2 that the global optimal, the global 
minimum value (fmin), and the search range 
are shown in two, three, and four columns, 
respectively, according to the definitions in [35].

All result tables report the average best cost of 
the objective function over 10 independent runs 
for each algorithm. The termination condition 
for the each run of an algorithm was to reach 
90,000 iterations. The number of dimensions was 
30 for all benchmark functions. The Wilcoxon 
rank sum test was used for comparisons of the 

Algorithm 1 Modify Imperialist Competitive Algorithm [10]
1 The empire allocated
2 While you do not reach to a given number of repetitions in the problem do
3 For all imperialists except best imperialist do
4 If imperialists gain a better position than before, then
5 Imperialists assimilate to the best imperialist with a moderate tune;
6 end
7 end
8 For all empires do
9 For all colonies belong to empire do
10 Assimilate colonies toward relevant imperialist with a predefined degree;
11 Assimilate colonies toward top imperialist with a predefined degree;
12 Revolve colonies;
13 end
14 Update colonies;
15 For all colonies belong to empire do
16 If a colony gains a better position than its imperialist then
17 Exchange the imperialist and the best colony;
18 end
19 end
20 end
21 Imperialistic competition;
22 Display results;
23 end
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results obtained with the ICA2 algorithm and 
how they differed from the final results the 
other competitors in a statistically significant 
way. It is a nonparametric statistical test for two 
populations when samples are independent [35, 
36]. The significance level was 5%.

Table 3 shows the average value of the results 
obtained with the performing algorithm achieved 
from 10 independent runs for each algorithm 
and p-values computed for all the pairwise 
comparisons concerning ICA2. To make the 
comparison fair enough, all the ICA-variants 
were made to run with the parameter summarized 
in Table 1. In Table 3, the P-values obtained from 
the Wilcoxons test indicate that the difference of 
the mean values obtained with ICA2 and other 
algorithms are statistically significant in most 
experiments. Convergence characteristics of 
ICA2 along with other peer ICA-variants are 
shown in Fig 2.

As evident from the Table 2, ICA2 version 
has outperformed most of the contender ICA 
algorithms on all of the functions. ES_ICA 
appears to be the best in simple unimodal 
functions (f1, f2) and the multimodal function 
f5 where AR_ICA offers exceptionally good 
results for functions f3, f4, and f6. But ICA2 
has performed almost equally well in all of the 
functions. ICA2 has achieved second rank for 
all function. Other ICAs are good only for some 
functions.

Functions f1 to f4 are continuous unimodal 
where the ICA2 won two ranks among all ICAs. 
The f3 is the Rosenbrock functions which is 
unimodal for D = 2 and 3, but with an increase 
in complexity of the problem, a problem may 
become multimodal in high dimensions [37].

The results evidently support that ICA2 can 
show significantly improved performances 
in multimodal functions f5-f6. High-quality 
mean solutions were obtained by ICA2 in the 
Schewefels function (f5). ICA2 offered superior 
performance among all ICAs except AR_ICA for 
the Griewank function (f6).

In addition to the ICAs discussed earlier, ICA2 
has also been compared with four other methods 
of optimization algorithms having varied origins. 
These algorithms include Fast Evolutionary 
Programming (FEP) with Cauchy mutation [34], 
Particle Swarm Optimizer with Difference Means 
based on Perturbation (DMP-PSO) [35], adaptive 
Differential Evolution (JADE) with optional 
external archive [37], and Improved Artificial 

Bee Colony algorithm for global optimization 
[38]. ICA2 manages to yield very competitive 
results against some of these algorithms on most 
of the test cases reported. Table 4 lists the results. 
The results of JADE, DMP-POS, FEP, and IABC 
are all quoted directly from [34, 35, 36, 37, and 
38] directly.

VI. CONCLUSION
This paper proposes a new meta-heuristic 

optimization algorithm that is based on ICA. In 
this study, the goal is to present a meta-heuristic 
optimization algorithm with high accuracy and to 
avoid trapping in local optimal with modification 
of the assimilation policy of the ICA. The 
proposed assimilation provides the necessary 
trade-off between exploitation and exploration to 
detect the minimum global optima of unimodal 
and multimodal functional landscapes with 
considerable accuracy. The performance of the 
proposed approach is compared to various ICAs 
and other well-known meta-heuristics using 
benchmark functions. Experiments are conducted 
to confirm the ability of the proposed algorithm.
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Table 2  Six benchmark functions used to test ICA2
Type Function Search 

range
Global 
Opt.

fmin Name

Unimodal
𝑓𝑓𝑓𝑓1 = �𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖2

𝐷𝐷𝐷𝐷

𝑖𝑖𝑖𝑖=1

[-
100,100]D

[0]D 0 Sphere

Unimodal
𝑓𝑓𝑓𝑓2 = �|𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖| + �|𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖|

𝐷𝐷𝐷𝐷

𝑖𝑖𝑖𝑖=1

𝐷𝐷𝐷𝐷

𝑖𝑖𝑖𝑖=1

[-10,10]D [0]D 0 SchwefelsP2
.22

Unimodal
𝑓𝑓𝑓𝑓3 = �[100(𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖+1 − 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖2)2 + (𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 1)2]

𝐷𝐷𝐷𝐷−1

𝑖𝑖𝑖𝑖=1

[-10,10]D [1]D 0 Rosenbrock

Unimodal
𝑓𝑓𝑓𝑓4 = �𝑖𝑖𝑖𝑖. 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖4

𝐷𝐷𝐷𝐷

𝑖𝑖𝑖𝑖=1

+ 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟[0,1)
[-
1.28,1.28]
D

[0]D 0 Noise

Multimoda
l

𝑓𝑓𝑓𝑓5 = −20 exp

⎝

⎛−0.2�1
𝐷𝐷𝐷𝐷� �𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖2

𝐷𝐷𝐷𝐷

𝑖𝑖𝑖𝑖=1 ⎠

⎞

− exp�
1
𝐷𝐷𝐷𝐷
�𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(2𝜋𝜋𝜋𝜋𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖)
𝐷𝐷𝐷𝐷

𝑖𝑖𝑖𝑖=1

� + 20

+ 𝑒𝑒𝑒𝑒

[-32,32]D [0]D 0 Ackley

Multimoda
l 𝑓𝑓𝑓𝑓6 = �

𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖2

4000
−� cos �

𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
√𝑖𝑖𝑖𝑖
� + 1

𝐷𝐷𝐷𝐷

𝑖𝑖𝑖𝑖=1

𝐷𝐷𝐷𝐷

𝑖𝑖𝑖𝑖=1

[-
600,600]D

[0]D 0 Griewank

Table 3 Mean and standard deviation values obtained by ICA2 compared to those obtained with the other ICAs
Funct
ion

ICA AR_I
CA

ES_I
CA

Adapt
_ICA

ICA2

F1 Average 1.5795e-58 2.1196e-
41

5.3132e-
76

3.9496e-
38

2.3263e-
67

STD 4.6334e-58 4.8206e-
41

1.4366e-
75

8.4141e-
38

5.7736e-
67

P_Value 0.0211 1.7861e-
04

1.8267e-
04

1.4851e-
04

NA

F2 Average 3.9026e-30 2.8439e-
22

5.059e-
38

1.0229e-
20

6.3006e-
34

STD 4.1875e-30 2.1601e-
22

6.0034e-
38

1.6164e-
20

8.572e-
34

P_Value 1.8267e-04 1.8267e-
04

1.8267e-
04

1.7861e-
04

F3 Average 4.6704e-4 3.121e-
13

4.2494e-
4

6.1095 8.4423e-
13

STD 1.4749e-3 6.6024e-
13

0.00134
12

5.2693 4.3095e-
13

P_Value 1.8267e-04 0.0046 1.8267e-
04

1.7962e-
04

F4 Average 2.5762e-4 5.9491e-
05

4.2201e-
4

3.3886e-4 3.144e-4

STD 7.4297e-05 1.9688e-
05

1.2868e-
4

1.5099e-4 1.4002e-
4

P_Value 0.5205 1.6876e-
04

0.0883 0.7333

F5 Average 8.7041e-15 1.1546e-
14

7.9936e-
15

2.2116e-
13

7.9936e-
15

STD 2.2469e-15 3.7449e-
15

0 1.6476e-
13

0

P_Value 0.3681 0.0137 NaN 6.3403e-
05

F6 Average 0.012801 7.396e-4 0.01033
4

0.026991 7.1445e-
3

STD 0.011876 2.3388e-
3

0.01445
8

0.02109 8.6478e-
3

P_Value 0.2908 0.0916 0.8735 0.0106
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a b C

d e F
Fig 2: Sample convergence characteristics of the compared ICA-variant on six test function (a) f1 (b) f2 (c) f3 (d) f4 (e) f5 (f) f6

Table 4: Comparison of results obtained with ICA2 and five other evolutionary computation 
algorithms

Function JADE (Zhang and 
Sanderson 2009)
mean (STD)

DMP-PSO (Kundu 
et al. 2014) 
mean (STD)

FEP (Yao et al. 1999) 
mean (STD)

IABC (Gao and Liu 
2011) 
mean (STD)

ICA2
mean (STD)

F1 1.3E-54 (9.2E-54) 2.78E-55 (5.64E-53) 5.7E04 (1.3E-04) 6.75e–57 (1.72e–56) 2.3263e-67 (5.7736e-67)
F2 3.9E-22 (2.7E-21) 8.96E-25 (3.30E-25) 8.1E-03 (7.7E-04) 6.47e–03 (9.25e–03) 6.3006e-34 (8.572e-34)
F3 3.2E-01 (1.1E00) 2.12E-06 (9.32E-06) 5.06E00 (5.87E00) 2.83e+02 (8.94e+01) 8.4423e-13 (4.3095e-13)
F4 6.8E-04 (2.5E-04) 1.41E-04 (2.46E-04) 7.6E-03 (2.6E-03) 9.53e–03 (2.45e–03) 3.144e-4 (1.4002e-4) 
F5 4.4E-15 (0) 1.5E-14 (7.38E-15) 1.8E-02 (2.1E-03) 3.87e–14 (8.52e–15) 7.9936e-15 (0)
F6 2.0E-04 (1.4E-03) 0 (0) 1.6E-02 (2.2E-02) 0 (0) 7.1445e-3 (8.6478e-3)
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