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Introduction
Inflation targeting, as a preferred framework for monetary policy, has been adopted by several 
central banks since the 1990s (Naraidoo & Gupta 2010). South Africa adopted this approach in 
February 2000, when an inflation target range of 3% – 6% was announced for first achievement in 
2002 (Van der Merwe 2004). Naraidoo and Gupta (2010) argued that the reason for an inflation 
targeting framework is because it is seen as the nominal anchor for monetary policy. They also 
argued that the main reason for banks choosing to switch to an inflation targeting framework was 
failures in their previous monetary policy frameworks, based on intermediate exchange rate 
targets and their choice of monetary aggregates (De la Dehesa 2008). Inflation targeting can also 
have a positive effect on a country, where it can improve the required discipline in the setting of 
an essential monetary policy (Demir & Yigit 2008), which can escalate macroeconomic stability 
(Clarida, Gali & Gertler 2000). Maintaining price stability may also guide an economy to 
employment creation and to sustainable growth (Epstein & Yeldan 2008). Future investment and 
monetary policy decisions and future private sector consumption decisions are also contingent on 
inflation rate expectations (Mehrotra & Sánchez-Fung 2008).

This implies that monetary policy, as a forward looking approach, requires control over long-run 
expectations, as it can have a significant influence on investment and savings decisions, wage 
formation and the determination of nominal interest rates (Setterfield 2006). The study of 
Friedman (1968) emphasised the importance of long-run expectations from a monetary policy 
perspective, especially because of the time lag between the implementation of monetary policies 
and the effect of the policy on the economy. The importance of an effective communication channel 
with the general public is also highlighted by Rossouw (2005), who argues that if the general 
public does not accept the rate of inflation as a true reflection of price increases, inflation targeting 
could be forfeited in the long run. It is, therefore, important to maintain credibility by providing 
accurate inflation rate forecasting values (Woglom 2005), as it can lead to accurate inflation 
announcements, and controlling the frequency of these announcements can lead to a positive 
influence on public expectations (Demir & Yigit 2008). Inflation-forecast targeting can thus be seen 
as the optimal intermediate targeting rule (Svensson 1999:627).

This leads to the goal of this article, to establish a forecasting tool that can be used instead of time-
consuming surveys, to promote more effective alignment between the expectations of the broader 
public (consumers, producers, investors, unions, policymakers, analysts and other market 
participants) in South Africa. In order to improve on the current survey methodology, the model 
proposed to improve the correlation between the South African Reserve Bank (SARB) and the 

Central banks currently perform inflation expectation surveys in order to better align their 
inflation expectations with that of the general public. However, surveys are time-consuming, 
complicated, expensive and not always accurate, thus compromising the credibility of these 
expectations. The complexity of inflation targeting and the difficulty of forecasting in real 
time can also cause policymakers to consider more basic models, which can lead to inexact 
forecasts. This article employs less complicated models, such as the seasonally adjusted 
autoregressive integrated moving average and Holt-Winters exponential smoothing models, 
to provide equally reliable forecasts. A more complex approach in the form of a non-linear 
autoregressive neural network process was also employed to model the strategic and rational 
manner in which the general public formulates their expectations. Overall, the forecast 
estimates provided by these models were superior when compared with the inflation 
expectations provided by the International Monetary Fund, South African Reserve Bank and 
Bureau for Economic Research.
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general public must have the ability to replicate the strategic 
nature of a decision maker’s thought process. To this end, 
we propose the use of artificial neural networks (ANNs) to 
generate inflation expectations. McCulloch and Pitts (1943) 
first introduced ANNs for the modelling of the biological 
neural network of a human brain, which makes this approach 
most ideal to mimic the method of formulating expectations 
and month-to-month decisions by the general public.

The notion for considering ANN modelling is not implausible, 
as it has already proven to be useful in some economic, 
financial, business and engineering applications (see, e.g., 
Fernández-Rodríguez, González-Martel & Sosvilla-Rivero 
2000; Rafiq, Bugmann & Easterbrook 2001; Vellido, Lisboa & 
Vaughan 1999). Artificial neural network modelling was also 
used by some central banks, including the Bank of Canada 
(Tkacz & Hu 1999), the Bank of Jamaica (Serju 2002) and the 
Czech National Bank (Hlaváček, Koňák & Čada 2005). This is 
because ANN modelling is renowned for its greater flexibility 
and dominance over the forecasting ability of linear models 
(see, e.g., Swanson & White 1997). Furthermore, as real-world 
systems are often found to be non-linear (Granger & 
Terasvirta 1993), other non-linear forecasting models, such as 
the threshold autoregressive model (Tong & Lim 1980) and 
the autoregressive conditional heteroscedastic model (Engle 
1982), may flounder, as ANN modelling is better equipped 
compared to prespecified linear and non-linear models to 
capture the vast number of possible non-linear patterns 
without prior knowledge of the relationships present (Zhang, 
Patuwo & Hu 1998). To account for temporal relationships 
between the input variable(s) and output variable, the use of 
a subset of ANNs, that of recurrent neural networks (RNNs) 
is suggested (Elman 1991).

There is, however, some dispute over the efficacy of ANN 
models over shorter time frames, while autoregressive 
integrated moving average (ARIMA) models are said to 
provide reliable short-term forecasts (Maier & Dandy 1996). 
Settling on one or the other (ANN or ARIMA models) is 
seemingly some time off. Faraway and Chatfield (1998) and 
Au, Choi and Yu (2008), for example, reported on the 
superiority of ANN models over other forecasting models, 
such as the Box-Jenkins approach (Box & Jenkins 1976), the 
Holt-Winters exponential smoothing model (Winters 1960) 
and the seasonally adjusted autoregressive integrated 
moving average (SARIMA) model. Other studies, such as 
those performed by Franses and Draisma (1997) and Alon, Qi 
and Sadowksi (2001), further stressed this by stating that 
ANN models are capable of modelling both seasonal and 
trend effects, without the need to remove it from the data.

Contradictory evidence suggests, however, that the 
performance of ANN models is not considerably different 
from that of the ARIMA model (Caire, Hatabian & Muller 
1992) or the automatic Box-Jenkins approach (Sharda & 
Patil 1990). Autoregressive integrated moving average-type 
models are popular for their established ability to deal with 
stationary and non-stationary series with seasonal and non-
seasonal elements (Pankratz 1983) and their dominance over 

other forecasting models such as the Holt-Winters exponential 
smoothing model and the Grey forecasting model (Deng 
1982) (see, e.g., Chen, Chang & Chang 2009). However, there 
are also some studies that found some ARIMA-type models 
being outperformed by the Holt–Winters model (see, e.g., 
Da Veiga et al. 2014).

To address the conflicting arguments above, this article will 
compare the forecasting ability of the non-linear autoregressive 
(NAR) networks with that of less complex models, such as 
the additive Holt–Winters exponential smoothing model and 
the SARIMA model, to account for the presence of inflation 
seasonality (Kinda 2013). To contribute, therefore, to the 
literature of inflation forecasting, this article will focus 
primarily on the substitution of time-consuming surveys 
to  enhance the alignment between the public’s inflation 
expectations and that of policymakers in South Africa.

To verify the credibility of these forecast estimates, the root 
mean squared error (RMSE), the mean absolute deviation 
(MAD), the mean absolute percentage error (MAPE) and the 
Theil inequality coefficient (U) will be consulted. The inflation 
forecast estimates will also be compared to the expectations 
published by the International Monetary Fund (IMF) and 
SARB and to the expectation survey that is conducted by 
the  Bureau for Economic Research (BER). To achieve these 
goals, this article commences by providing an overview of 
the  underlying factors causing inflationary pressure (the 
‘Underlying inflationary factors in South Africa’ section). 
This will be followed by a discussion on the credibility and 
transparency of the South African monetary policy 
(‘The credibility and transparency of South African monetary 
policy’ section) and a discussion of the data and methodology 
(the ‘Data and methodology’ section), which will be followed 
by an overview of ANNs, of the SARIMA model and of 
the  Holt-Winters exponential smoothing model in the 
‘Artificial neural networks’ section, ‘The seasonally adjusted 
autoregressive integrated moving average model’ section and 
‘The additive Holt-Winters exponential smoothing approach’ 
section, respectively. The ‘Results’ section is followed by 
the ‘Conclusion and recommendations’ section.

Underlying inflationary factors 
in South Africa
The South African economy of the 1960s can be characterised 
by demand-pull inflation that was accompanied by a monetary 
expansion. By the 1970s the country was characterised by cost-
push inflation followed by a devaluation of the South African 
Rand of more than 21% in the last week of September 1975 
(Strydom & Steenkamp 1976). Strydom and Steenkamp’s 1976 
study argues that institutional factors such as increases in 
indirect taxes, wage pressures and non-competitive market 
structures were also related to the inflationary process of the 
1970s. The oil crisis in the 1970s and the sanctions against 
South Africa during the 1980s also contributed to an increase in 
inflation (Rangasamy 2009). Moreover, De Wet and Associates 
(1987) argued that intersectoral productivity differences, which 
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lacked the levels of compensation (e.g. wages and salaries), 
market distortions (e.g. increases in indirect taxes and 
administered prices) and increases in import prices can be 
considered as one of the sources of inflation in South Africa at 
the time. It has been further argued that the 1980s and early 
1990s were overshadowed by a weak monetary policy stance, 
which contributed to the high inflation rate at the time. From 
the early 1980s up to the end of apartheid, the growth in broad 
money was substantially higher compared to South Africa’s 
trading partners, which worsened inflation even further (Ricci 
2005). However, stronger monetary discipline was adopted 
from the early 1990s and, after the elimination of sanctions 
and the gradual liberalisation of controls caused real interest 
rates to increase, inflation was brought back under control 
(Ricci 2005).

More recent inflation spikes have been attributed to monetary 
expansion, strikes, xenophobic attacks and drought and, 
because of its powerful and highly centralised union 
movement, wage-push inflation can also be considered as a 
substantial issue in South Africa (Akinboade & Niedermeier 
2002). This labour union-induced cost-push inflation is further 
exacerbated by the weakening of the local currency (Kaseeram, 
Nichola & Mainardi 2004). Woglom’s (2005) study also argued 
that exchange rate changes are partly responsible for the 
knock-on effect, where changes in import prices can lead to 
wage changes and changes in other prices. Furthermore, 
even if the central bank’s influence has shrunk tremendously 
to merely setting the policy interest rates (Epstein & Yeldan 
2008), Lim and Papi (1997) argued that policymakers’ 
commitment to active exchange rate depreciation can further 
contribute to the inflationary process.

These arguments imply that the extensive swings of the 
South African rand (ZAR), under the free floating exchange 
rate regime, may have been a contributing factor to the 
inflationary process. The ZAR experienced significant shocks 
during 1970–1995 because of political events and gold price 
movements. Political events also led to intensified sanctions 
and capital outflows, leading the government to reinstate 
the financial rand system in September 1985 in an attempted 
to limit these capital outflows. By that time, some key 
international banks refused to renew South African credit 
lines, forcing the South African authorities to announce the 
temporary closure of the foreign-exchange market on 28 
August 1985. The declaration of a complete debt standstill on 
South Africa’s foreign debt repayments came only 4 days 
later on 01 September 1985, forcing the country to negotiate 
the rescheduling and orderly repayment of its foreign debt 
through a series of ‘standstill arrangements’.

The financial rand was finally abandoned in 1995, relaxing 
the exchange control over non-South African residents and 
capital outflows, thus escalating the volatility of the ZAR 
(Van Heerden & Heymans 2011). The ZAR also demonstrated 
vulnerability during the Asian crisis (1997), the Russian 
crisis (1998), the Brazilian crisis (1999), the Argentinean 
crisis (2001/2002), the global financial crisis (2007/2008) 

and the Euro-debt crisis (2009). Unfortunately, the ZAR has 
not exhibited an extended period of recovery or stability 
during the post-financial crisis period, reaching a record 
low against the US dollar on 20 January 2016. Although this 
was mainly caused by the firing of the minister of finance in 
December 2015, poor economic prospects in China, South 
Africa’s electricity crisis, the negative sentiment towards 
South Africa as an emerging market, commodity exposure 
and poor political decisions also played a role (Karodia & 
Soni 2016).

The credibility and transparency 
of South African monetary policy
According to Stiglitz (2008), inflation targeting is almost 
destined to fail. He argues that this approach is ineffective in 
dealing with macroeconomic shocks, which can lead to 
procyclical monetary policy and ultimately amplify economic 
cycles. Another criticism is that the wrong measure of 
discretion will either lead to too much control or leave 
too  little monetary policy flexibility (Stiglitz 2008). On the 
other hand, Kydland and Prescott (1977) emphasised the 
importance of determining the level of discretion. Emerging 
economies, like that of South Africa, have a tendency to be 
more vulnerable to exogenous shocks, which demands a 
greater flexibility in responding to these shocks (Kahn 2008). 
This implies that the first important element in increasing the 
flexibility of policymaking is determining the required level 
of discretion needed to increase monetary policy’s credibility. 
A weak level of discretion can hinder the ability to control for 
the general public’s inflation expectations. Without the 
required level of communication the general public can refuse 
to accept the inflation rate as the true reflection of current 
price increases, which can lead to the forfeiting of long-run 
inflation targeting (Rossouw 2005). However, too much 
discretion can lead to an inflationary bias in an economy, 
which limits the transparency and accountability of a central 
bank. Limiting discretion within an inflation-targeting 
monetary policy framework thus requires the support of the 
public and of the political processes (Mishkin 2004).

The South African case, however, differs from this general 
sceptic description, because monetary policy has promoted 
stability in this country, concentrating on anti-inflation 
bias  consistency. This is achieved by placing more weight 
on  economic output and less weight on exchange rate 
management (Ortiz & Sturzenegger 2007). Furthermore, a 
supportive and disciplined fiscal policy has also been 
beneficial for the South African economy in the past (Ajam & 
Aron 2009), increasing the credibility of the current inflation 
targeting framework. Even so, an increase in monetary 
policy transparency will further enable market participants 
to monitor the current monetary authority, thus contributing 
to the formulation of improved and more realistic inflation 
expectations that will encourage more realistic wage 
demands and selling price adjustments (Powers 2005). 
However, to ensure the continuous credibility of the SARB, 
a  well-developed technical infrastructure is required that 
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consists of quality data and insightful inflation modelling 
and forecasting capabilities (Kahn 2008). Quality data can be 
collected by means of expectation surveys, but they can 
become time-consuming, complicated and expensive and 
are not always completely accurate (Kershoff & Smit 2002). 
Different conclusions have also been reached when using 
the  same data but with different empirical methodologies 
(Kershoff & Smit 2002). Moreover, Kershoff and Smit (2002) 
argued that panel designed surveys, by means of convenience 
sampling, can be biased. Nonetheless, surveys are considered 
to be the more dominant approach, and because surveys 
cannot be conducted frequently there is still a great need for 
alternative methods of measuring expected inflation in 
order to realise more desirable outcomes (Epstein & Yeldan 
2008).

Data and methodology
The monthly South African headline year-on-year consumer 
price index (CPI) inflation rates were sourced from Statistics 
SA’s website (2015) for the period of January 1970 to 
December 2015. To verify the credibility of the forecasting 
models under evaluation, this article follows both a yearly 
and a quarterly approach. The yearly approach entails a 
comparison between the 2010–2015 ex post forecast estimates 
of the models under evaluation and the yearly expectations 
published by the IMF (2008–2014). The quarterly approach, 
on the other hand, entails a comparison between 2010 to the 
second quarter of 2013 ex post forecasts of the models under 
evaluation and the quarterly expectation survey that was 
conducted by the BER (2015) and the quarterly expectations 
published by the SARB (2016), respectively. These quarterly 
comparisons are based on a limited time span because of the 
limited availability of BER forecasts.

The eight forecast error statistics that were applied to 
evaluate  the forecasting performance included the Akaike 
information criterion (AIC), the Schwarz criterion (SC), the 
Hannan-Quinn criterion (HQ) and the standard error (SE) of 
the forecasted series regressed on the original series. 
Furthermore, the RMSE, the MAD, the MAPE and the U were 
also used. These eight forecast error statistics can be 
illustrated as follows (Gujarati 2003; IHS 2015a):
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where ŷt and yt denote the forecasted and actual value in 
period t, respectively; l denotes the log likelihood;  ˆ ' ˆ denotes 
the sum of the squared residuals; k denotes the number of 
parameters, where h-k insinuates the degrees of freedom in a 
k-variable model; and et

 is the error term at time t. The EViews 
9® econometric software program (IHS 2015b) was used 
to  estimate the SARIMA (see the ‘The seasonally adjusted 
autoregressive integrated moving average model’ section) 
and the Holt-Winters exponential smoothing (see ‘The 
additive Holt–Winters exponential smoothing approach’ 
section) forecasts, as well as the eight forecast error statistics, 
whereas MATLABTM 8 (The MathWorks 2010) was used 
to  estimate the NAR forecasts (see the ‘Artificial neural 
networks’ section).

Artificial neural networks
A neural network model is effectively a mathematical model 
that attempts to mimic the functionality of the human brain 
(Bishop 1995). In its simplest form, it can be represented by 
a set of processes or nodes (some of which can be unknown 
or hidden) that would convert an input to the desired 
output. In contrast to traditional time series models, the 
neural network is seen as a black box – a model that is not 
required to be specified in advance, before the data are 
processed by it. As input variables are passed to an input 
node, they are processed and then passed on as output, 
which can either be the final output of the network or can be 
further passed on to another input node. Connections allow 
information to flow between nodes. These connections can 
be unidirectional or bidirectional. The various combinations 
of connections between nodes lead to a wide array of 
outputs, thus making neural networks a powerful tool in 
solving complex problems.

Artificial neural network design
The workings of an ANN consist of inputs that map to a 
particular function, which determines whether the node 
or neuron is activated. The mechanics of the artificial neuron 
(here represented by a single node) and, subsequently, the 
perceptron (a collection of nodes) was developed by 
Rosenblatt (1958) and discussed in Haykin (2009). Consider 
equation 9 below:
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A set of i inputs, ξ, are fed into a (linear) function, f. If the 
inner (dot) product of each input with corresponding weight, 
wi, is sufficient to activate the neuron, then the output, y, 
takes on a binary value of unity. The threshold value that 
determines activation is referred to as the bias of the neuron, 
b. Weights that are positive are said to enhance the signal and 
excite the neuron, whereas weights that are negative are said 
to inhibit the signal.

In relation to equation 9 above, there is a linear threshold gate 
that needs to be passed by the signal in order to activate the 
neuron. Thus, if the input is not considered strong enough 
then the neuron is not activated. If activated, the output is 
passed as either the final result or as an input to other 
neurons. This former example of network architecture is 
referred to as a single layer perceptron, with the latter being 
a multilayer perceptron. Both are examples of ANNs.

One would train the ANN by calibrating the weights based on 
the error between the actual and desired output. The error 
term is in itself a function of all the weights in the ANN and 
forms an irregular multidimensional complex hyperplane (an 
n-dimensional space, with planes that are not of equal size and 
contain complex numbers). Specialised searching techniques 
would be employed to find the global minima of this 
hyperplane, resulting in the optimal network, as the global 
minima corresponds to the smallest error term (and therefore 
a more accurate fit of the data). By this definition, it can be 
inferred that the global minima of the error hyperplane does 
not necessarily imply that the error term is eliminated in its 
entirety. Indeed, the global minima can be considered the 
acceptable standard based on the judgment of the network 
architect, similar to how an analyst would judge the RMSE 
of  a  regression to be acceptable. Secondly, the single layer 
perceptron is only suitable for linearly separable problems. For 
those problems that are non-linearly separable, a multilayer 
perceptron is used. If there are numerous thresholds to surpass, 
then the perceptron is referred to as multilayered. In such an 
architecture, further layers of nodes are placed between the 
input and output layers. These are referred to as hidden layers, 
and consequently the nodes within them are hidden. More 
sophisticated learning algorithms were developed to train the 
network in reducing the error term to an acceptable level. 
These algorithms, along with the type of network used, create 
a hierarchy of neural networks where one can select the best 
network architecture based on the problem at hand.

The choice of artificial neural network 
in modelling
Basheer and Hajmeer (2000) argued that, generally, feed-
forward networks where the information flows from the 

input to the output node only are sufficient for learning time-
invariant problems. Recurrent neural networks can be used 
to model time-varying problems and recognise patterns 
or  for forecasting purposes. These networks allow for 
bidirectional flow of information, enabling the error term to 
be used as an additional input in the network. These networks 
can model non-linear chaotic dynamic systems and in 
principle should be able to predict future values of the output 
variable. A particular type of RNN is discussed here – that 
of NAR networks.

Non-linear autoregressive RNNs are a form of non-linear 
models, which determine current output values from past 
input values. A NAR network can be described as follows 
(Connor, Martin & Atlas 1994):

y t f u t D u t u tu , , 1 , ,( )( ) ( ) ( ) ( )= − … − � [Eqn 10]

where u(t) represents the input of the network, Du is the lags 
of the input and f is a non-linear function. This model is then 
estimated in a software package, with careful attention to the 
number of hidden layers, as well as partitioning the data into 
training and testing sets, to ensure that the error term between 
the actual and predicted output remains low. Further details 
on the implementation of the ANN are provided in the next 
section.

Non-linear autoregressive neural networks
Basheer and Hajmeer (2000) provide a process for building 
an ANN. There are six phases to building the network. The 
first phase relates to defining and formulating the problem. 
In other words, one must hypothesise about any relationships 
that exist within the data, along with the appropriate family 
of models to test the hypothesis. The authors suggest that 
other techniques be explored before settling on the use of 
an  ANN, as an ANN can be time-consuming to run, in 
comparison to other models. Secondly, the network must be 
designed, which is largely dependent on the modeller. This 
involves data collection, data processing and partitioning 
into samples for testing and evaluation. Similar to the use 
of  testing a time series model on out-of-sample data, this 
approach is used in ANN modelling, to ensure that the ANN 
is considered robust. Thirdly, the network is trained and 
optimised in terms of the number of hidden nodes as well as 
network architecture. Fourthly, the network output is verified 
to determine if the error rate is acceptable when the training 
dataset is used. Fifthly, the network is programmed to now 
use non-training data; last, the system is maintained to ensure 
that when future datasets are provided, the error rate remains 
within acceptable bounds.

These steps are often provided in software packages such as 
MATLABTM 8 (The MathWorks 2010), which allow one to 
select the number of hidden nodes and the amount of data to 
be used in training and testing the ANN. To allow comparison 
between traditional econometric methods, the performance 
of neural networks can be evaluated by examining the error 
term. Garth et al. (1996) showed that network performance 
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rests on two variables – the number of hidden layers and thus 
nodes in the network and the SE. The optimum network 
would be the network that balances the errors generated with 
the number of hidden nodes. Thus, if the error term begins to 
increase after a particular point, then the network exhibits 
decreasing performance at its task of learning and forecasting 
the data series.

The NAR used in this article utilises one hidden node and two 
time delays. This was found to be the most reliable model after 
comparison to other combinations. Further, the Levenberg-
Marquardt algorithm, a more sophisticated version of the non-
linear least squares method, was used. The network was 
trained using 65% of the sample, validated on 25% and tested 
on 10% as per Looney (1996).

The seasonally adjusted 
autoregressive integrated moving 
average model
The autoregressive (AR) and moving average (MA) models 
were first introduced by Yule (1926) and Slutzky (1937), 
respectively. However, it was Wold (1938) who illustrated 
that a combination of these two models can be utilised to 
model a time series. Nonetheless, a time series may still 
exhibit non-stationary behaviour because of the presence of a 
trend or seasonal variations. To address this problem Box and 
Jenkins (1970) suggested the use of a SARIMA (p, d, q) 
×  (P,  D,  Q)S model, which can be formulated as follows 
(Box & Jenkins 1970; Hong et al. 2011):

,B B y B Bp P
S d

S
D

t q Q
S

t( ) ( )( ) ( )φ Φ ∇ ∇ = θ Θ ε � [Eqn 11]

where B denotes the backshift operator defined by Bayt = yt-a; S
 

denotes the seasonal length; ∇d and s
D∇  are the non-seasonal 

and seasonal difference operators of order d and D, 
respectively, where ∇d = (1–B)d and BS

D S D
1( )∇ = − ; yt

 denotes 

CPI inflation at time t; )()(φ = − φ −…− φB B B1p p
p

1  and 

denotes the non-seasonal AR operator of order 

p; ) )( (Φ = − Φ −…− Φ1 1B B BP
S S

P
PS  and denotes the seasonal 

AR operator of order P; θ θ θ )()( = − −…−1 1B B Bq q
q  and 

denotes  the non-seasonal MA operator of order  

q; ) )( (Θ = − Θ −…− ΘB B B1Q
s S

Q
QS

1  and denotes the seasonal 

MA operator of order Q; and εt denotes the error term at time 

t, where εt ~ N (0, σ 2).

This article will make use of the AIC to compare the goodness 
of fit of the different model specifications. Also, the adequacy 
of each model will be verified by the Ljung-Box test (Ljung & 
Box 1978) and the autocorrelation function (ACF) of the 
standardised residuals. In order to make yt stationary and 
to  eliminate all possible trends it must be differenced to 
the  d-order. There are several tests popular amongst 
econometricians for testing the null hypothesis of a unit root 
to establish the order of integration. These tests include the 
Phillips-Perron (PP) test, the Dickey-Fuller test and the 

augmented Dickey–Fuller (ADF) test, where the ADF is 
preferred because it has more explanatory power than the 
rest of the tests in this category (Maddala & Kim 2000). 
However, the PP test is the least popular test, as it suffers 
from very low power against trend stationary alternatives 
(DeJong et al. 1992). There are also several tests for testing 
stationarity with stationarity as the null hypothesis, which 
include the KPSS test (after Kwaitkowski et al. 1992), the 
Dickey–Fuller generalised least squares (DF-GLS) test, as 
well as tests by Leybourne and McCabe (1994) and Arellano 
and Pentula (1995). However, to ensure that the correct order 
of integration is established, the process proposed by Van 
Greunen et al. (2014) will be applied, which will make use of 
the ADF, KPSS and DF-GLS tests (see also Heymans et al. 
2014). These tests will be estimated in the EViews 9® 
econometric software program (IHS 2015b). Lastly, the Gretl 
(2010) econometric software program was chosen to estimate 
a d-parameter, with Geweke and Porter-Hudak’s (1983) 
procedure, to assist in verifying the ideal order of integration.

The additive Holt-Winters 
exponential smoothing approach
Let ,y tt{ }∈Ζ  be the CPI inflation time series under evaluation, 
with a locally linear trend and additive seasonality of period 
p ≥ 2. Consider the level Lt, the trend Tt and the seasonal 
index St at time t, where the S values approximately sum up 
to 0 and repeat after period p (Hanzák 2012). The calculation 
of level Lt consists of a combination between the observed 
and the adjusted in period t, where the seasonal effect is 
removed from the series. Also, the calculation of trend Tt 
entails the sequential difference of two consecutive levels, 
whereas the seasonal index St consists of the combination 
between the observed and adjusted seasonal indices in 
period t (Da Veiga et al. 2014).

Consider the forecast ŷt+τ (t) of the future unknown 
observation yt+τ, τ > 0, which is constructed at time t and can 
be formulated as follows (Hanzák 2012):

y t L T St t t tˆ ,( ) ( ) ( )= + τ × ++τ ⊕τ � [Eqn 12]

where t ⊕ τ = t+1-p + [(τ-1)mod p]. After the new observation 
yt+1 is available, the level, trend and seasonal index can be 
updated by applying the following equations, respectively 
(Hanzák 2012):

L L T y St t t t t p1 ,1 1 1( )( ) ( )= − α × + + α × −+ + + − � [Eqn 13]

T T L Lt t t t1 ,1 1( ) ( ) ( )= − γ × + γ × −+ +  and� [Eqn 14]

S S y Lt t p t t1 ,1 1 1 1( )( ) ( )= − δ × + δ × −+ + − + + � [Eqn 15]

where α, γ, δ ∈ (0,1] are the smoothing constants for the 
level,  trend and seasonal indices, respectively. As soon as 
the  seasonal component is additive, the error correction 
calculation to update the trend Tt

 and the seasonal index St
 can 
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commence, by applying the following equations, respectively 
(Hanzák 2012):

,1 1L L T et t t t( )= + + α ×+ + � [Eqn 16]

T T et t t ,1 1( )= + α × γ ×+ + � [Eqn 17]

S S et t p t1 ,1 1 1( )= + − α × δ ×+ + − + � [Eqn 18]

where et+1 = yt+1 – ŷt+1 (t) is the one-step-ahead forecasting error at 
time t+1. Note that the components of the Holt-Winters 
exponential smoothing model are obtained by presetting the 
values of the constants a, γ, δ in order to obtain the initial 
values for the model. It is only after this process that it 
becomes possible to establish the specific values for the 
parameters that minimise the sum of squared errors of the 
forecast one step ahead (Chatfield & Yar 1988).

Results
In order to estimate the SARIMA model an autoregressive-
moving average (ARMA) conditional least squares model was 
applied with the Gauss–Newton optimisation and Marquardt 
step method. The model optimisation criterion was based 
on  the best F-statistic, Akaike information and SC,  which 
suggested that the SARIMA (1,0,1) × (0,0,12) model specification 
is the superior alternative to consider. Additionally, the ACF 
exhibited both positive and negative spikes, suggesting the 
necessity of adding a seasonal AR (SAR) and MA (SMA) term, 
respectively. However, several alternative SAR terms were 
found insignificant, which is why it was excluded from the 
chosen model. Furthermore, no additional autocorrelation 
or  partial correlation were present. The Breusch-Godfrey 

Lagrange multiplier (LM) test also confirmed that no serial 
correlation was present, indicating that the model is suitable.

Evidence of over-differencing was also found, suggesting 
that first differencing, fractional differencing or seasonal 
differencing were insufficient, which is why the I(0)-series 
was used for further investigation. This approach is further 
motivated by the fact that expectation comparisons to those 
of the BER, IMF and SARB would be impossible if some form 
of differencing were to be applied, as the original data are 
transformed in the process. Inflation data are often deemed 
an I(0)-series (Brunner & Hess 1993).

Tables 1 and 2 report on the yearly approach. The results 
emphasise the dominance of the additive Holt–Winters and 
SARIMA models over the NAR model and the expectations 
reported by the IMF. All three models outperformed the 
IMF  for all the years concerned. The SARIMA approach 
outperformed all other forecasts for 2011, 2012 and 2015, 
while the Holt-Winters model’s 1-year-ahead expectations 
outperformed the other forecasts during 2010 and 2013. 
Finally, the more complex counterpart under evaluation 
(NAR model) was only able to exhibit dominance during 
2014, with the 1-year-ahead expectation comparisons. The 
results of the 2-year-ahead forecasts were similar in that all 
three models outperformed the IMF for all the years 
concerned again. The NAR model outperformed all other 
forecasts four out of six times, while the Holt–Winters model 
was superior twice.

From Table 2 it is clear that the NAR model exhibited slightly 
smaller AIC, SC, HQ and SE values for the 1-year-ahead 
expectation comparisons over the entire period under 

TABLE 2: Overall accuracy – Yearly approach.
Accuracy  
measures

1-year-ahead expectations 2-year-ahead expectations

IMF NAR SARIMA Holt-Winters IMF NAR SARIMA Holt-Winters

AIC 2.60 -1.10 -1.10 -0.88 2.51 -0.97 -0.67 -1.45
SC 2.53 -1.17 -1.17 -0.95 2.44 -1.04 -0.74 -1.52
HQ 2.32 -1.38 -1.38 -1.16 2.23 -1.24 -0.94 -1.72
SE 0.94 0.07 0.07 0.08 1.03 0.08 0.09 0.05
RMSE 0.64 0.10 0.10 0.11 0.61 0.11 0.12 0.08
MAD 0.05 0.01 0.00 0.00 0.06 0.01 0.01 0.01
MAPE 0.95 0.11 0.08 0.08 1.04 0.23 0.15 0.11
U 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Note: See Table 1-A1 in the Appendix 1 for a more detailed report.
IMF, International Monetary Fund; NAR, non-linear autoregressive neural networks model; SARIMA, seasonally adjusted autoregressive integrated moving average model; AIC, Akaike information 
criterion; SC, Schwarz criterion; HQ, Hannan-Quinn criterion; SE, standard error; RMSE, root mean squared error; MAD, mean absolute deviation; MAPE, mean absolute percentage error; U, Theil 
inequality coefficient.

TABLE 1: Inflation expectation comparison with the International Monetary Fund – Yearly approach.
Dates  
forecasted

Actual consumer  
inflation

1-year-ahead expectations 2-year-ahead expectations

IMF NAR SARIMA Holt-Winters IMF NAR SARIMA Holt-Winters

2010 3.82 5.64 3.99 4.08 3.95 5.50 4.04 4.04 3.76
2011 5.44 5.70 5.32 5.40 5.28 4.71 5.36 5.27 5.23
2012 5.54 4.80 5.49 5.55 5.52 5.50 5.52 5.58 5.56
2013 5.73 5.25 5.78 5.81 5.76 5.00 5.62 5.81 5.77
2014 5.99 5.40 6.12 6.16 6.13 4.90 6.07 6.12 6.08
2015 4.73 5.80 4.67 4.73 4.61 5.10 4.63 4.66 4.61

Note: The actual and forecasted values were converted from a monthly frequency to a yearly exponential weighted average.
IMF, International Monetary Fund; NAR, non-linear autoregressive neural networks model; SARIMA, seasonally adjusted autoregressive integrated moving average model.
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evaluation (2010–2015), whereas the SARIMA model was 
superior to the NAR and Holt-Winters models in terms of the 
RMSE, MAD, MAPE and U, making it the more ideal forecasting 
tool. In terms of the 2-year-ahead expectation comparisons 
over the entire period under evaluation (2010–2015), the 
Holt–Winters model exhibited overall dominance in terms of 
all the forecasting accuracy measures, as reported by Table 2, 
which also contradict the findings of Schulze and Prinz (2009).

When scrutinising the results of the quarterly approach in 
terms of the 1-year-ahead expectation comparisons (see 
Table  3), the outcome is fairly similar. The NAR model 
outperforms the BER expectations 79% of the time, whilst 
outperforming the SARB’s expectations 71% of the time. The 
SARIMA model also outperforms the BER 79% of the time, 
but only manages to provide more accurate forecasts 64% 
of the time when compared to the SARB. The Holt-Winters 
model generated more accurate inflation expectations 
compared to the expectations reported by the BER and SARB 
71% of the time.

Looking at the results of the quarterly approach in terms of 
the 2-year-ahead expectation comparisons (see Table 3), the 
forecasting models perform even better. Here, the NAR 
model outperforms the BER expectations 93% of the time, 
whilst outperforming the SARB’s expectations 79% of the 
time. The SARIMA performs equally well, also managing to 
outperform the BER’s expectations 93% of the time and 
outperforming the SARB’s expectations 79% of the time. The 
Holt–Winters model manages a better forecast 93% of the 
time when compared to the BER and 71% of the time when 
compared to the SARB’s expectations.

When scrutinising the findings reported in Table 3 by 
looking at the accuracy measures in Table 4, the Holt-Winters 
model exhibited the best forecasting accuracy over the 1-year 
and  2-year expectation comparisons, respectively. The 
SARIMA model was the only opposition, which reported 
better forecasting accuracy with some measures, although 
not sufficient to surpass the performance of the Holt–Winters 

model. The SARIMA model exhibited the lowest U with the 
2-year-ahead expectation comparisons and the lowest MAD, 
MAPE and U estimates with the 1-year-ahead expectations 
comparison.

Overall, the inflation forecast comparisons reported for 
both the quarterly and yearly approaches (see Tables 1 and 
3) exhibited no consistency in under- or over-forecasting the 
actual inflation rates. Both the models under evaluation and 
the approaches applied by the BER, SARB and IMF exhibited 
variations of under- and over-forecasted estimates, with 
the  exception of the SARB and BER. The SARB reported 
only  over-forecasted estimates for the 1-year-ahead 
quarterly expectation comparison, whereas similar findings 
were reported for BER for the 2-year-ahead quarterly 
expectation comparison. The Holt-Winters model exhibited 

TABLE 3: Inflation expectation comparison with Bureau for Economic Research and South African Reserve Bank – Quarterly approach.
Dates  
forecasted

Actual consumer 
inflation

1-year-ahead expectations 2-year ahead expectations

BER SARB NAR SARIMA Holt-Winters BER SARB NAR SARIMA Holt-Winters

2010Q1 5.48 8.02 6.70 6.37 6.37 6.21 6.81 6.80 6.25 6.27 5.98
2010Q2 4.38 8.13 6.50 5.56 5.65 5.51 7.34 6.80 5.49 5.51 5.44
2010Q3 3.38 7.49 6.10 4.67 4.74 4.51 7.71 6.40 4.67 4.67 4.60
2010Q4 3.52 7.51 5.50 4.04 4.08 3.95 7.52 6.20 4.07 4.04 3.76
2011Q1 3.90 6.68 5.70 3.63 3.87 3.65 7.79 6.00 3.71 3.70 3.63
2011Q2 4.73 6.53 5.80 3.97 4.10 3.91 7.92 5.80 4.02 3.92 3.87
2011Q3 5.50 6.12 5.90 4.58 4.71 4.55 7.46 5.90 4.58 4.53 4.60
2011Q4 6.08 5.48 6.10 5.31 5.40 5.28 7.70 6.00 5.27 5.27 5.23
2012Q1 6.08 5.75 6.10 5.80 5.91 5.77 6.76 6.00 5.86 5.82 5.78
2012Q2 5.67 5.84 6.00 5.96 6.01 5.96 6.78 6.10 5.99 6.00 5.99
2012Q3 5.23 5.91 6.00 5.57 5.66 5.62 6.39 6.20 5.66 5.68 5.67
2012Q4 5.65 6.14 6.10 5.57 5.55 5.52 6.16 6.20 5.53 5.58 5.56
2013Q1 5.82 6.11 6.00 5.57 5.58 5.48 6.00 6.10 5.61 5.57 5.52
2013Q2 5.60 6.03 6.10 5.65 5.72 5.66 5.80 6.10 5.71 5.67 5.64

Notes: BER inflation expectations are the total amount of the surveys. The actual and forecasted values were converted from a monthly frequency to a yearly exponential weighted average
BER, Bureau for Economic Research; SARB, South African Reserve Bank; NAR, non-linear autoregressive neural networks model; SARIMA, seasonally adjusted autoregressive integrated moving 
average model.

TABLE 4: Overall accuracy – Quarterly approach.
Accuracy 
measures

BER SARB NAR SARIMA Holt-Winters

1-year-ahead expectations
AIC 2.29 2.77 2.27 2.24 2.20
SC 2.38 2.86 2.36 2.33 2.30
HQ 2.28 2.76 2.26 2.23 2.20
SE 0.22 0.84 0.23 0.24 0.23
RMSE 0.66 0.84 0.65 0.64 0.63
MAD 0.06 0.07 0.05 0.04 0.05
MAPE 1.78 1.98 1.43 1.25 1.30
U 0.00 0.00 0.00 0.00 0.00
2-year-ahead expectations
AIC 2.50 2.84 2.23 2.27 2.17
SC 2.59 2.93 2.32 2.36 2.26
HQ 2.49 2.83 2.22 2.26 2.16
SE 0.30 0.87 0.24 0.24 0.22
RMSE 0.73 0.87 0.64 0.65 0.62
MAD 0.08 0.11 0.05 0.05 0.04
MAPE 2.40 3.14 1.37 1.42 1.01
U 0.00 0.00 0.00 0.00 0.00

Note: See Table 2-A1 in the Appendix 1 for a more detailed report.
BER, Bureau for Economic Research; SARB, South African Reserve Bank; NAR, non-linear 
autoregressive neural networks model; SARIMA, seasonally adjusted autoregressive 
integrated moving average model; AIC, Akaike information criterion; SC, Schwarz criterion; 
HQ, Hannan-Quinn criterion; SE, standard error; RMSE, root mean squared error; MAD, mean 
absolute deviation; MAPE, mean absolute percentage error; U, Theil inequality coefficient.
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the smallest average deviation over both the quarterly and 
yearly approaches, thus emphasising the earlier findings.

It is, therefore, clear that less complex forecasting models, such 
as the Holt-Winters and SARIMA models, can generate reliable 
inflation expectations, therefore rendering the assumption that 
more complex models ensure greater accuracy invalid. This 
implies that, over the time horizon under evaluation, the Holt-
Winters and SARIMA models can be argued as suitable 
forecasting tools that can be used instead of or in conjunction 
with surveys to promote more effective alignment between 
public expectations and policymakers.

Conclusion and recommendations
The accuracy of the inflation expectations are critical; not 
only for policymakers but also for producers and consumers 
who build these expectations into asset and selling prices, as 
well as unions setting wage demands. Given the importance 
of accurate inflation expectations and the management 
thereof, this article explores the use of several forecasting 
models that might aid policymakers to forecast consumer 
inflation more accurately. By doing so, it is possible for the 
SARB to create a more stable financial environment over the 
short to medium run, through which monetary policy can 
fulfil a significant precondition for the attainment of economic 
growth and development over the long run.

The results showed that all three forecasting models provided 
more accurate forecasts than those of the IMF, the SARB and 
BER for all intervals concerned. The findings highlighted the 
fact that less complex models are able to assist policymakers 
more accurately than surveys. Because surveys cannot be 
conducted frequently, the SARIMA and Holt-Winters models 
can be used in conjunction with surveys to realise greater 
price stability. This can also be beneficial for other market 
participants, as these less complex models can enhance their 
short- to medium-run budgeting in the presence of volatile 
currencies and knock-on effects.

In addition to the NAR model, it would be interesting to 
evaluate the Kalman filter’s performance in inflation 
forecasting, as it can adjust rapidly to changes in the market 
and allows real-time updates to fit (Punales 2011). The 
Kalman filter also supports estimations of both past, present 
and future states, even with the precise nature of the modelled 
system being unknown (Grewal 2001).
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Appendix 1

TABLE 1-A1: Inflation accuracy comparison with the International Monetary Fund – Yearly approach.
Dates forecasted AIC SC HQ SE RMSE MAD MAPE U

SARIMA 1-year-ahead expectations
2010 0.66 0.74 0.63 0.09 0.28 0.03 0.63 0.00
2011 -0.10 -0.02 -0.13 0.07 0.19 0.00 0.09 0.00
2012 0.22 0.30 0.19 0.17 0.23 0.02 0.33 0.00
2013 0.58 0.66 0.55 0.33 0.27 0.01 0.20 0.00
2014 0.49 0.57 0.46 0.24 0.26 0.01 0.21 0.00
2015 0.51 0.59 0.48 0.19 0.26 0.03 0.56 0.00
SARIMA 2-year-ahead expectations
2010 -0.05 0.03 -0.08 0.06 0.20 0.00 0.02 0.00
2011 -0.45 -0.36 -0.48 0.06 0.16 0.01 0.27 0.00
2012 0.42 0.50 0.39 0.18 0.25 0.02 0.29 0.00
2013 0.84 0.92 0.81 0.30 0.31 0.01 0.12 0.00
2014 0.59 0.67 0.56 0.25 0.27 0.01 0.12 0.00
2015 0.89 0.97 0.86 0.28 0.32 0.01 0.28 0.00
Holt-Winters 1-year-ahead expectations
2010 2.13 2.21 2.10 0.21 0.59 0.01 0.29 0.00
2011 1.13 1.21 1.10 0.15 0.36 0.01 0.26 0.00
2012 0.82 0.90 0.79 0.22 0.31 0.01 0.16 0.00
2013 0.52 0.61 0.49 0.28 0.27 0.01 0.14 0.00
2014 -0.22 -0.14 -0.25 0.16 0.18 0.01 0.14 0.00
2015 -0.79 -0.71 -0.82 0.14 0.14 0.01 0.27 0.00
Holt-Winters 2-year-ahead expectations
2010 -0.23 -0.15 -0.26 0.05 0.18 0.00 0.03 0.00
2011 -0.36 -0.27 -0.39 0.06 0.17 0.02 0.42 0.00
2012 0.89 0.97 0.86 0.23 0.32 0.01 0.22 0.00
2013 0.69 0.77 0.66 0.27 0.29 0.00 0.06 0.00
2014 0.68 0.76 0.65 0.18 0.29 0.00 0.04 0.00
2015 -0.16 -0.08 -0.19 0.15 0.19 0.01 0.13 0.00
NAR 1-year-ahead expectations
2010 -0.42 -0.34 -0.45 0.05 0.17 0.01 0.19 0.00
2011 -0.41 -0.33 -0.44 0.06 0.17 0.02 0.39 0.00
2012 0.36 0.44 0.33 0.18 0.24 0.02 0.31 0.00
2013 0.74 0.82 0.71 0.24 0.30 0.01 0.12 0.00
2014 0.55 0.63 0.52 0.25 0.27 0.01 0.11 0.00
2015 0.73 0.81 0.70 0.25 0.30 0.02 0.36 0.00
NAR 2-year-ahead expectations
2010 -0.52 -0.44 -0.55 0.05 0.16 0.01 0.25 0.00
2011 -0.44 -0.36 -0.47 0.06 0.16 0.02 0.37 0.00
2012 0.35 0.43 0.32 0.17 0.24 0.02 0.31 0.00
2013 0.74 0.83 0.71 0.25 0.30 0.01 0.12 0.00
2014 0.54 0.62 0.51 0.24 0.27 0.01 0.11 0.00
2015 0.66 0.74 0.63 0.24 0.28 0.02 0.36 0.00

AIC, Akaike information criterion; SC, Schwarz criterion; HQ, Hannan-Quinn criterion; SE, standard error; RMSE, root mean squared error; MAD, mean absolute deviation; MAPE, mean absolute 
percentage error; U, Theil inequality coefficient; SARIMA, seasonally adjusted autoregressive integrated moving average model; NAR, non-linear autoregressive neural networks model.
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TABLE 2-A1: Inflation accuracy comparison with Bureau for Economic Research and South African Reserve Bank – Quarterly approach.
Dates forecasted AIC SC HQ SE RMSE MAD MAPE U

SARIMA 1-year-ahead expectations
2010Q1 1.50 1.58 1.47 0.18 0.43 0.07 1.08 0.00
2010Q2 1.31 1.39 1.28 0.17 0.39 0.02 0.27 0.00
2010Q3 0.58 0.66 0.55 0.08 0.27 0.02 0.36 0.00
2010Q4 0.66 0.74 0.63 0.09 0.28 0.03 0.63 0.00
2011Q1 0.64 0.72 0.61 0.20 0.28 0.01 0.36 0.00
2011Q2 0.34 0.42 0.31 0.17 0.24 0.00 0.05 0.00
2011Q3 0.09 0.17 0.06 0.09 0.21 0.02 0.60 0.00
2011Q4 -0.10 -0.02 -0.13 0.07 0.19 0.00 0.09 0.00
2012Q1 -0.49 -0.40 -0.52 0.07 0.16 0.02 0.30 0.00
2012Q2 -0.30 -0.22 -0.33 0.15 0.18 0.02 0.30 0.00
2012Q3 0.36 0.44 0.33 0.17 0.25 0.01 0.19 0.00
2012Q4 0.22 0.30 0.19 0.17 0.23 0.02 0.33 0.00
2013Q1 0.41 0.49 0.38 0.25 0.25 0.04 0.84 0.00
2013Q2 0.38 0.46 0.35 0.23 0.25 0.01 0.25 0.00
SARIMA 2-year-ahead expectations
2010Q1 1.03 1.11 1.00 0.12 0.34 0.01 0.14 0.00
2010Q2 0.56 0.64 0.53 0.13 0.27 0.00 0.05 0.00
2010Q3 0.59 0.67 0.56 0.09 0.27 0.01 0.08 0.00
2010Q4 -0.05 0.03 -0.08 0.06 0.20 0.00 0.02 0.00
2011Q1 0.07 0.15 0.04 0.12 0.21 0.02 0.59 0.00
2011Q2 0.53 0.61 0.50 0.22 0.27 0.02 0.48 0.00
2011Q3 -0.41 -0.33 -0.44 0.07 0.17 0.00 0.07 0.00
2011Q4 -0.45 -0.36 -0.48 0.06 0.16 0.01 0.27 0.00
2012Q1 -0.47 -0.39 -0.50 0.07 0.16 0.01 0.13 0.00
2012Q2 -0.20 -0.12 -0.23 0.16 0.19 0.02 0.30 0.00
2012Q3 0.53 0.61 0.50 0.19 0.27 0.02 0.36 0.00
2012Q4 0.42 0.50 0.39 0.18 0.25 0.02 0.29 0.00
2013Q1 0.60 0.68 0.57 0.25 0.28 0.05 1.07 0.00
2013Q2 0.50 0.58 0.47 0.27 0.26 0.01 0.12 0.00
Holt–Winters 1-year-ahead expectations
2010Q1 2.03 2.11 2.00 0.23 0.56 0.00 0.02 0.00
2010Q2 1.26 1.34 1.23 0.20 0.39 0.01 0.15 0.00
2010Q3 1.21 1.29 1.18 0.11 0.37 0.00 0.01 0.00
2010Q4 2.13 2.21 2.10 0.21 0.59 0.01 0.29 0.00
2011Q1 0.87 0.95 0.84 0.22 0.32 0.03 0.72 0.00
2011Q2 0.02 0.10 -0.01 0.16 0.21 0.01 0.42 0.00
2011Q3 0.96 1.04 0.93 0.15 0.33 0.02 0.48 0.00
2011Q4 1.13 1.21 1.10 0.15 0.36 0.01 0.26 0.00
2012Q1 1.52 1.60 1.49 0.23 0.44 0.01 0.17 0.00
2012Q2 0.54 0.62 0.51 0.29 0.27 0.02 0.38 0.00
2012Q3 0.69 0.77 0.66 0.20 0.29 0.03 0.54 0.00
2012Q4 0.82 0.90 0.79 0.22 0.31 0.01 0.16 0.00
2013Q1 0.58 0.66 0.55 0.25 0.27 0.05 1.09 0.00
2013Q2 0.69 0.77 0.66 0.25 0.29 0.01 0.17 0.00
Holt-Winters 2-year-ahead expectations
2010Q1 1.34 1.42 1.31 0.13 0.40 0.01 0.14 0.00
2010Q2 1.11 1.19 1.08 0.15 0.36 0.01 0.19 0.00
2010Q3 1.21 1.29 1.18 0.12 0.37 0.03 0.51 0.00
2010Q4 -0.23 -0.15 -0.26 0.05 0.18 0.00 0.03 0.00
2011Q1 -0.03 0.05 -0.06 0.09 0.20 0.02 0.47 0.00
2011Q2 0.75 0.83 0.72 0.23 0.30 0.01 0.30 0.00
2011Q3 -0.33 -0.25 -0.36 0.06 0.17 0.01 0.26 0.00
2011Q4 -0.36 -0.27 -0.39 0.06 0.17 0.02 0.42 0.00
2012Q1 0.68 0.76 0.65 0.14 0.29 0.01 0.24 0.00
2012Q2 0.06 0.14 0.03 0.18 0.21 0.02 0.31 0.00
2012Q3 0.84 0.92 0.81 0.22 0.31 0.03 0.49 0.00
2012Q4 0.89 0.97 0.86 0.23 0.32 0.01 0.22 0.00
2013Q1 0.61 0.70 0.59 0.25 0.28 0.05 1.11 0.00
2013Q2 0.38 0.46 0.35 0.25 0.25 0.01 0.13 0.00
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TABLE 2-A1: Inflation accuracy comparison with Bureau for Economic Research and South African Reserve Bank – Quarterly approach (cont.).
Dates forecasted AIC SC HQ SE RMSE MAD MAPE U

NAR 1-year-ahead expectations
2010Q1 0.93 1.01 0.90 0.11 0.33 0.03 0.44 0.00
2010Q2 0.58 0.66 0.55 0.13 0.27 0.00 0.05 0.00
2010Q3 0.45 0.53 0.42 0.09 0.26 0.01 0.09 0.00
2010Q4 -0.39 -0.30 -0.42 0.05 0.17 0.01 0.18 0.00
2011Q1 -0.03 0.05 -0.06 0.12 0.20 0.02 0.44 0.00
2011Q2 0.21 0.30 0.18 0.19 0.23 0.02 0.61 0.00
2011Q3 -0.15 -0.07 -0.18 0.08 0.19 0.01 0.15 0.00
2011Q4 -0.43 -0.35 -0.46 0.06 0.17 0.01 0.35 0.00
2012Q1 -0.43 -0.35 -0.46 0.07 0.16 0.00 0.08 0.00
2012Q2 -0.21 -0.13 -0.24 0.15 0.18 0.01 0.24 0.00
2012Q3 0.43 0.51 0.40 0.17 0.25 0.02 0.38 0.00
2012Q4 0.36 0.44 0.33 0.18 0.25 0.02 0.31 0.00
2013Q1 0.55 0.63 0.52 0.23 0.27 0.05 1.03 0.00
2013Q2 0.44 0.52 0.41 0.24 0.26 0.00 0.04 0.00
NAR 2-year-ahead expectations
2010Q1 0.93 1.01 0.90 0.11 0.33 0.02 0.35 0.00
2010Q2 0.51 0.59 0.48 0.12 0.26 0.00 0.04 0.00
2010Q3 0.45 0.53 0.42 0.08 0.26 0.00 0.07 0.00
2010Q4 -0.29 -0.21 -0.32 0.05 0.18 0.01 0.12 0.00
2011Q1 0.00 0.08 -0.03 0.12 0.20 0.02 0.50 0.00
2011Q2 0.26 0.35 0.23 0.19 0.23 0.02 0.60 0.00
2011Q3 -0.25 -0.17 -0.28 0.09 0.18 0.00 0.12 0.00
2011Q4 -0.39 -0.31 -0.42 0.06 0.17 0.02 0.36 0.00
2012Q1 -0.39 -0.31 -0.42 0.08 0.17 0.00 0.06 0.00
2012Q2 -0.21 -0.13 -0.24 0.16 0.18 0.02 0.25 0.00
2012Q3 0.50 0.58 0.47 0.18 0.26 0.02 0.37 0.00
2012Q4 0.36 0.44 0.33 0.17 0.25 0.02 0.31 0.00
2013Q1 0.53 0.61 0.50 0.22 0.27 0.05 1.03 0.00
2013Q2 0.43 0.51 0.40 0.23 0.25 0.00 0.02 0.00

AIC, Akaike information criterion; SC, Schwarz criterion; HQ, Hannan-Quinn criterion; SE, standard error; RMSE, root mean squared error; MAD, mean absolute deviation; MAPE, mean absolute 
percentage error; U, Theil inequality coefficient; SARIMA, seasonally adjusted autoregressive integrated moving average model; NAR, non-linear autoregressive neural networks model.
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