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Abstract 

Feature extraction is a main step in all perceptual image hashing schemes in which robust features will lead 

to better results in perceptual robustness. Simplicity, discriminative power, computational efficiency and 

robustness to illumination changes are counted as distinguished properties of Local Binary Pattern features. 

In this paper, we investigate the use of local binary patterns for perceptual image hashing. In feature 

extraction, we propose to use both sign and magnitude information of local differences. So, the algorithm 

utilizes a combination of gradient-based and LBP-based descriptors for feature extraction. To provide 

security needs, two secret keys are incorporated in feature extraction and hash generation steps. Performance 

of the proposed hashing method is evaluated with an important application in perceptual image hashing 

scheme: image authentication. Experiments are conducted to show that the present method has acceptable 

robustness against perceptual content-preserving manipulations. Moreover, the proposed method has this 

capability to localize the tampering area, which is not possible in all hashing schemes. 

 

Keywords: Center-symmetric Local Binary Patterns, Perceptual Image Hashing, Image Authentication, 

Tamper Detection. 

1. Introduction 

In recent years, we have witnessed the 

development of multimedia information in many 

aspects of our daily lives. Multimedia finds its 

application in various areas including, but not 

limited to, advertisements, art, entertainment, 

engineering, medicine, business, scientific 

research and spatial temporal applications. Many 

of the advantages of digital multimedia have led 

to the fast progress on media acquisition tools, 

powerful hardware, sophisticated editing software 

and network technologies that provide various 

media sharing and streaming services. However, 

digital multimedia data have suffered from illegal 

access and unauthorized distributions. 

Professional forgers with advanced technology 

can alter multimedia data without any trail on 

forged information. Therefore, it is necessary to 

create new tools and techniques to discover the 

authenticity and integrity of digital media [1]. In 

recent decade, several methods have been 

extensively studied for intellectual property 

protection of digital images and image forgeries 

detection including image watermarking-based 

schemes [2], digital image forensic-based schemes 

[3] and perceptual image hashing- based schemes 

[4, 5].  

For security/authentication of multimedia data, 

perceptual image hashing is introduced based on 

traditional cryptosystems. Traditional 

cryptographic hash functions have been used in 

applications involving data integrity issues and 

data retrieval [6]. However, it should be noted that 

the purpose of a cryptographic hash function and a 

perceptual image hash function are totally 

different. Hash functions in traditional 

cryptosystems are very secure, but they are very 

sensitive, i.e. changing even one bit of the input 

will change the output considerably. However, 

digital images should undergo content-preserving 

manipulations such as compression, enhancement, 

cropping, and scaling. An image hash function 

should tolerate such changes and produce hash 

values similar to the original image hash values 

with the same visual appearance [7]. On the other 
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hand, the perceptual hashing system should be 

sensitive to content-changing distortions and 

reject malicious manipulations and attacks. 

Perceptual image hash functions generally consist 

of two steps, as illustrated in figure 1 [8]. The first 

step extracts a feature vector from the image 

which is depending on the image content or 

characteristics itself. In the second step, this 

feature vector is compressed and quantized into a 

binary or real number sequence to form the final 

hash value. Since an image hash also serves as a 

secure tag of the image, a secret key is 

incorporated into either feature extraction or hash 

generation or both to guarantee that the hash is 

hardly obtained by unauthorized adversaries 

without the secret key. 

This paper is organized as follows. Section 2 and 

3 review the background literature of perceptual 

image hashing methods and center-symmetric 

local binary patterns, respectively. Section 4 

presents the proposed new image hashing scheme. 

Experimental results are given in section 5. 

Finally, conclusion is drawn in section 6. 

 

 

 

 

 

Figure 1. Two main stages of the general image hashing 

scheme. 

 

2. Related works 

Feature extraction is the key step in the image 

hashing which differentiates perceptual hashing 

methods. The aim of feature extraction is to 

present a compact and robust representation of the 

image content. The extracted features are 

quantized into a binary or real numbers sequence 

to form the final hash value.  

By reviewing the literature, the existing hash 

generation algorithms can be roughly classified 

into three categories based on their feature 

extraction method: transform based schemes, 

matrix factorization based schemes, and local 

feature pattern based schemes. 

 

2.1. Transform based schemes 

Many approaches are utilized classic image 

transforms to extract image features. Various 

properties of the DCT can be utilized to create 

perceptual image hash functions. 

 For example, low-frequency DCT coefficients of 

an image are mostly stable under image 

manipulations. Fridrich and Goljan [9] proposed a 

robust hashing algorithm based on the stability of 

low-frequency DCT coefficients. Another method 

using scale- and rotation-invariant property of 

Fourier-Mellin transform (FMT) was proposed in 

[10]. The authors presented a robust image 

hashing method using the magnitudes of the 

Fourier transform coefficients which were 

randomly weighted and summed. Their method is 

robust to various content-preserving 

manipulations such as geometric distortions, 

filtering operations, and etc. In a more recent 

development, several methods have been 

proposed by Radon transform.  

To provide robustness against geometric 

distortions in image hashing, the Radon transform 

was first used in [11]. An expanded method was 

proposed in [12]. The method uses Radon 

transform to divide an image into radial 

projections and build a RAdial Variance (RAV) 

vector of image pixels. Then, the first 40 DCT 

coefficients of the RAV vectors are converted into 

the robust image hash called RASH. The method 

is computationally simple and is resilient to 

scaling and rotation but its discriminative 

capability needs to be strengthened. Venkatesan et 

al. [13] proposed a perceptual image hashing 

technique based on quantized statistics of 

randomized rectangles in the discrete wavelet 

domain (DWT). In their method, averages or 

variances of the random blocks in wavelet image 

are computed and then quantized with randomized 

rounding to form a secure binary hash. This 

method is sensitive to contrast adjustment and 

gamma correction and robust against a limited 

range of geometric attacks. 

 

2.2. Matrix factorization based schemes 

In the second type of image hashing schemes, the 

advantage of matrix factorization or 

decomposition are used to extract the image 

features. In this category singular value 

decomposition (SVD) and non negative matrix 

factorization (NMF) are the most popular 

decomposition tools for image matrixes. Kozat et 

al. [14] proposed a hashing algorithm in two steps 

using SVD.  

The method is robust against some small 

variations in rotation and scaling. In another work 

in [15], Non-negative Matrix Factorization (NMF) 

is used as a dimensionality reduction technique to 

generate image hashing. Although, the method is 

resilient to a large class of perceptually 

insignificant attacks but it is vulnerable to 

brightness changes and large hashing methods 

using dimension reduction techniques, a new 

robust and secure image hash algorithm was also 

proposed based on Fast Johnson-Lindenstrauss 

transform (FJLT) [16]. 

Key 

Image Image Hash 
Hash Generation Feature Extraction 



geometric transforms. In the category of image  

2.3. Local feature pattern based schemes 

Finally, the methods like [17], [18] and [19] can 

be included in the third group of image hashing 

algorithms called local feature patterns-based 

hashing schemes. In [18] and [19] SIFT keypoints 

are used as most significant and robust local 

features for image hashing.  

In this work we propose a novel and robust 

perceptual image hashing method based on 

Center-Symmetric Local Binary Pattern (CSLBP) 

features. CSLBP features are extracted from each 

non-overlapping block of the original gray-scale 

image. For each block, the final hash code is 

obtained by inner product of its CSLBP feature 

vector and a pseudorandom weight vector. To 

provide security needs, two secret keys are 

incorporated in feature extraction and hash 

generation steps. Many experiments are 

conducted and the results show that our algorithm 

can reach a good balance between robustness and 

discrimination and outperforms some well-known 

algorithms. High robustness against luminance 

changes, applicability in image tampering 

detection, acceptable hash length and running 

time can be also counted as the advantage of our 

proposed hashing method. 

3. Center-symmetric local binary patterns 

(CSLBP) 

Among the feature descriptors, Local Binary 

Patterns (LBP) is one of the most famous and 

powerful ones. The idea of LBP is originally 

proposed by Ojala et al. [20, 21] for texture 

classification. Then, it has gained increasing 

attention in many image analyses applications due 

to its low computational complexity, invariance to 

monotonic gray-scale changes and texture 

description ability [20].  LBP has been utilized in 

various image analyses applications such as 

dynamic texture recognition [22], face recognition 

[23], detecting moving objects [24], image 

forgery [25], image region descriptors [26] and so 

on. 

In the original LBP, signed gray level differences 

of each pixel with its neighboring pixels are 

described as a binary form. However, the LBP 

operator produces rather long histograms and it is 

therefore difficult to use in the context of a region 

descriptor. Furthermore, the original LBP feature 

is not robust on flat images. To address the 

problems, center-symmetric local binary patterns, 

CSLBP, as a modified version of LBP was 

proposed in [26]. 

Let ( , )I x y be a gray level image and cg

indicates the gray level of an arbitrary pixel 

positioned at ( , )
c c

x y , i.e. ( , )
c c c

g I x y  

.Gray values of P equally spaced circular 

neighborhood pixels on a circle of radius 

( 0),R R  around 
c

g are shown by 

, 0,1, ..., -1
p

g p P , (See Figure 2). The CSLBP 

form shown by 
, ,

_ ( , )
P R T c c

CS LBP x y is obtained 

as follows: 
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(1) 

where, T is a small value used to threshold the 

gray-level difference to increase the robustness of 

the CSLBP feature on flat image regions. CSLBP 

captures better gradient information than the basic 

LBP, because instead of comparing the gray-level 

of each pixel with the center pixel, gray-level 

differences between center-symmetric pairs of 

opposite pixels in a neighborhood are compared. 

0g
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Figure 2. Circularly symmetric neighborhoods and CSLBP feature for radius R and P=8 neighborhood pixels. 
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4. Proposed algorithm for perceptual image 

hashing 

In this section, we propose image hashes 

generation based on block feature extraction using 

center-symmetric local binary patterns (CSLBP). 

As shown in figure 3, the proposed technique 

consists of three steps: pre-processing, feature 

extraction, and hash generation. To guarantee the 

security requirements, two secret keys, K1 and 

K2, are also incorporated in feature extraction and 

hash generation steps. The following section 

describes details of our hashing algorithms. 

 

 

 

 

 

 

 

 

 

 
 

4.1. Pre-processing 

In this work, we are dealing with gray-level 

images, so RGB images are first converted to 

grayscale images using standard color space 

conversion.  

Since real images may have different size, to 

ensure that the final generated hash has a fixed 

length, all input images are first rescaled into a 

standard resolution of M N  by bi-linear 

interpolation. Then, the resized input image is 

divided into non-overlapping blocks of B B  

pixels and feature extraction is applied to each 

image block. We need to keep a trade-off between 

the hash length, the discriminative capability and 

perceptual robustness in choosing the size of 

blocks. This is because a large block size means 

few features which will inevitably reduce 

discriminative capability. When the size of block 

is decreased, discrimination can be improved but  

 

 

perceptual robustness is easily affected by minor 

modification. In addition, a smaller block size will 

increase the hash size. In experiments, we find 

that 32B   is an acceptable moderate size for 

256 256  images. 

 In this scheme, before feature extraction, we first 

filter each block with an edge-preserving adaptive 

low-pass filter. The adaptive filter is more 

selective than a comparable linear filter, because 

of preserving edges and other high-frequency 

parts of an image. For this purpose, we use a 

pixel-wise adaptive Wiener method based on 

statistics estimated from a local neighborhood of 

each pixel. Our experiments have shown that this 

filtering has considerably improvements on 

robustness of image hash. The consecutive 

operations in the pre-processing step are drawn in 

figure 4. 

 

 

 

 

 

 

 

Figure 4. Pre-processing steps in our algorithm. 

 

4.2. Feature extraction 

In CSLBP-based image hashing, CSLBP features 

are extracted to represent the main content of the 

image compactly. Then, in hash generation step, 

the extracted features are converted into a real 

number sequence to form the final hash value. 

The details of these feature extraction method is 

presented as follows. 
 

 

 

 

 

Given a central pixel cg  and its P  equally 

spaced circular neighborhood pixels 

, 0,1,..., -1pg p P , we can simply calculate 

gray-level differences between center-symmetric 

pairs of opposite pixels in a neighborhood as (2): 

,
,

( / 2), 0,1,..., ( / 2 1)

p q p q
d g g

q p P p P

 

   
 

(2) 

Image Image Hash 
Feature extraction Hash generation 

Key 2 

Pre-processing 

Key 1 

Figure 3. Block diagram of the proposed hashing algorithms. 
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can be further decomposed into two 

components: 

, , ,

,

,
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sign( ),   sign( )
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d s m
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
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(3) 

Where 
,p q

s  and 
,p q

m  are the sign and the 

magnitude of 
,p q

d  , respectively. The original 

CSLBP operator discards the magnitude 

information of the difference between the center-

symmetric pairs of pixels and uses only the sign 

information (see (1)). In other words, for a given 

M N  image, after identifying the CSLBP 

pattern of each pixel ( , )i j , the normalized 

histogram of CSLBP codes is computed over the 

image and it is used as a feature vector, (4): 

 

, ,
1 1

0,

1
( ) ( ) ( ( , ), ),

1,
( , )

0, otherwise

M N

P R T
i j

b B

H b f CSLBP i j b
M N

x y
f x y

 



  








 

(4) 

where, B is the maximal CSLBP pattern value.  

In a gradient-based descriptor, image gradients are 

used to obtain magnitude and orientation for each 

image pixel. Since, definition of magnitude in 

CSLBP operator, 
,p q

m , is similar to image 

gradient, it contains useful information for image 

description [27].  

In our proposed CSLBP-based image hashing, the 

motivation behind proposed feature descriptor is 

an efficient combination of CSLBP-based 

descriptor and gradient-based descriptor using 

sign and magnitude information of local 

differences. We extract two features for each pixel 

of the image by using the CSLBP operator.  

The sign feature is the same as the original 

CSLBP code defined by (1) and the magnitude 

feature vector corresponds to gradient information 

which is achieved by the magnitude of local 

differences.  

The CSLBP operator has three parameters: radius 

R, number of neighboring pixels P, and threshold 

on the gray level difference T. In our experiments 

best results are achieved by R=1, P=8, and 

T=0.01. Using 8 neighboring samples, for each 

pixel ( , )i j , the sign feature (CSLBP code) can 

get 16 decimal numbers from 0 to 15, and the 

magnitude feature vector, MV, is defined by (5): 

3

8,1,0.01 4

0

0,4 1,5 2,6 3,7

_ ( , ) ( )2

( , ) [ , , , ]

p

p p

p

CS LBP i j s g g

MV i j m m m m





 





 

(5) 

where, , ,  4,  0,1,2,3p qm q p p    is defined 

by (2) and (3).  

Four histograms are built considering four 

components of magnitude vector. Each pixel of 

the image with a given CSLBP code is assigned to 

a bin in the histogram according to its magnitude. 

In other words, the magnitude feature, MV, is used 

as an adaptive weight in histogram calculation of 

CSLBP codes, (6).   

,

1 1

( ) ( , ) ( ( , ), ),

[0,15],  0,1, 2,3 and 4.

B B

p p q

i j

H b m i j f CSLBP i j b

b p q p

 

 

   


 

(6) 

Finally, the obtained histograms are joined 

together to create the feature vector of an image 

block, FV, which is used for hash generation, (7). 

Each FV has 64 elements and to enhance the 

security of the scheme, all the elements in each 

FV are randomly scrambled according to a secret 

key K1. 

0 1 2 3
[ , , , ]FV H H H H   

where, ,U V  indicates the inner product of two 

vectors U and V. 

 

4.3. Hash generation 

In the previous step, a feature vector was 

constructed for each non-overlapping block of 

input image. We generate pseudorandom weights 

 , 1,...,64i i    from the normal 

distribution 
2( , )N u   using a secret key, K2.   

is a random vector with 64 dimensions, with the 

same size of FV. Let  , 1,...,bH h b N   be 

the hash vector of input image where N is the total 

number of non-overlapping image blocks; we 

define FVb as feature vector of bth block and its 

corresponding bh  component by (8): 

,
b b

h FV 
 

 

where, ,U V  indicates the inner product of two 

vectors U and V. 

 

5. Experiments 

In this section, we provide a comprehensive 

evaluation of the proposed algorithm in image 

authentication [19]. Furthermore, some 

experiments are also included to analyze the 

performances of the proposed hashing scheme 

with respect to forged region detection. 

 



Davarzani et al./ Journal of AI and Data Mining, Vol 3, No 1, 2015 

 

26 

 

5.1. Evaluation of image authentication 

Image authentication experiment is designed to 

measure the sensitivity of our method to 

distinguish malicious attacks from content-

preserving distortions. Figure 5 illustrates this 

usage mode for perceptual image hashing. In 

image authentication, the hash of an original 

image, 
org

H , is available and called the reference 

hash. The hash of a test image, 
test

H , is extracted 

using the same perceptual image hashing 

algorithm. Then, these two hashes are compared. 

Now, the image in question is declared to be 

authentic if  ,
test org

d H H T , where (.)d  is a 

distance measure and T is a predefined threshold. 

In our method, since hash values are 

approximately linearly changed, the correlation 

coefficient is used as a distance measure.  

We considered the problem of image 

authentication as a hypothesis testing problem 

with two hypotheses: (H0: Image is authentic) and 

(H1: Image is not authentic). Each test image is 

classified into one of the hypothesis states. We 

use the receiver operating characteristics (ROC) 

curve to examine the discriminative capabilities of 

various hashing schemes in image authentication. 

True positive rate (TPR) and false positive rate 

(FPR) are two axes of ROC curve, which are 

defined by (9) and (10), respectively. 

Number of true images detected as authentic images
( )

Total number of authentic images
TPR T    

Number of forged images detected as authentic images
( )

Total number of forged images
FPR T    

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Image authentication framework. 

 

Based on a given threshold (T), TPR gives us an 

estimate of the probability of true detection and 

FPR obtains the percentage of images that are 

falsely classified as original image. 

To implement authentication experiment, we 

construct three databases: an original images 

database, a similar images database and a forged 

images database. The original images database is 

constructed by a collection of 1000 color images 

from two databases: The Corel database [28] and 

Columbia photographic images and photorealistic 

computer graphics dataset [29]. All the color 

images are resized to 256 256 and converted as 

gray-scale images in the experiments. Similar 

images are obtained by applying several content-

preserving operations on each original image. The 

operations are listed in table 1. Our forged image 

database is constructed by splicing image forgery. 

Image splicing is a simple form of photomontage 

technology where is defined by simple combining 

image fragments from two or more different 

images without further post-processing. A total of 

1000 tampered images are created with perform 

splicing forgery on each original image. In each 

forged image the pasted area is 10% of the host 

image. 

Figure 6 compares the ROC curves of the 

proposed method and those of [30] and two 

methods in [19]. Refer to (9) and (10), it is clear 

that TPR and FPR indicate robustness and 

discrimination, respectively. It can be observed 

from figure 6 (f) that the proposed method has 

shown stronger ability than the other four methods 

to distinguish content-preserving distortions from 

malicious attack. For example with the same 

probability of false detection in FPR = 0.2, 

CSLBP achieves higher probability of correct 

detection (TPR = 0.77) than other hashing 

Test image 

Perceptual Image 

Hash Extraction 

Perceptual Image Hash 

of Original Image 

Comparison 

Result 
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methods. In the same FPR, the TPR for RSCH 

[19], ASCH [19] and FP [30] hashing methods are  

 

0.46, 0.58 and 0.022 respectively. 

 

 

Table1. Content-preserving manipulations with some details in parameters description and setting. 

Manipulation Parameter description Parameter setting 

Gaussian noise Mean (m), Variance (v) 0,  0.0005m v   

Gaussian blurring Standard deviation ( ) , window size ( )sF  3, 0.5
s

F    

Gamma correction Gamma (  ) 1.1   

Scaling Scaling factor ( )s  1.5s   

JPEG Compression Quality factor (Q) 70Q   

A combination of attacks
 

 
( 1.1)  , ( 70)Q  , ( 0.5, 3)

s
F    

and ( 1.5)s  .
 

 

 
(a) Gamma Correction 

 
(b) Gaussian Blurring 

 
(c) JPEG 

 
(d) Gaussian Noise 

 
(e) Scaling 

 
(f) A combination of geometric and 

processing attacks 

Figure 6. ROC curve comparisons between our hashing and other methods in image authentication test. 

 

Figure 7. ROC curve comparisons between different block sizes. 

 

5.2. Effect of block size 

To show effect of block size on hash 

performances of our methods, we change the  

 

block size and conduct the experiment under a 

combination of geometric and processing attacks, 

(in the last row of Table 1). The used block sizes 
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are: 8 × 8, 16 × 16, 32 × 32 and 64 × 64. The 

ROC graphs are shown in figure 7. We can 

observe that all block sizes have similar ROC 

curves. However, based on the hash length and 

the area of under ROC curves, block size 32 × 32 

is an acceptable compromise for 256 × 256 

images. 

 

5.3. Tampering localization 

A forger can easily modify local regions of an 

image and alter its original content by available 

photo-editing software. In digital image forensics, 

many techniques have been proposed to address 

the problem of forged region detection [3, 31]. 

Block-based matching is one of the main methods 

in forged region localization. In the method, first, 

the image is divided into overlapping or non-

overlapping blocks. Then, the perceptual hash 

function generates a hash value for each block of 

the original image. During forensic analysis, 

hashing codes are extracted from the 

corresponding blocks of the suspect image and a 

block-wise comparison can reveal potential 

tampered regions. For tampering localization, the 

choice of block size controls the trade-off between 

hash length and detection performance. Larger 

block size gives a smaller hash length but can 

introduce higher false detection than a smaller 

block size. An illustration of tampering 

localization functionality of the proposed method 

is provided by the following experiment. We used 

a database of 100 image pairs, which includes the 

original image and tampered copy. Tampered 

images are generated by splicing technique where 

some regions of the original image are replaced 

with foreign blocks. We assess the accuracy of 

tampering localization by ROC analysis. In the 

results, the receiver operating curve is a plot of 

the probability of true positive rate versus the 

false positive rate as the system threshold is 

varied. The two probabilities are defined as 

follows: 

Number of tampered blocks detected as tampered
( )

Total number of tampered blocks
TPR T   

 

Number of genuine blocks detected as tampered
( )

Total number of genuine blocks
FPR T   

 

where, T is the variant threshold parameter. 

The result of ROC analysis is presented in figure 

8, in which the true positive rates and false 

positive rates are averaged based on the results 

from 100 image pairs. The figure compares the 

sensitivity of forged region detection in our 

method and the method in [18]. Roy et al. uses 

quantized edge direction histogram features to 

localize tempered blocks. We can observe from 

figure 8 that the proposed method attain better 

accuracy than [18]. Because our method for hash 

generation utilize combine LBP-based descriptors 

and gradient-based descriptors. It is worth noting 

that FP [30]  is not applicable for tampering 

detection. In this sense, the proposed hashing 

scheme is more generally applicable. 

An example of forged region detection, using 

CSLBP-based hashing method, is also illustrated 

in figure 9. From left to right, columns 1 to 3 are 

original images, tampered images and detection 

results, respectively. 

 

5.4. Hash length and CPU running time 

Clearly, hash length in the methods based on the 

block feature extraction is proportional to the 

number of image blocks. In the local feature 

point-based schemes, the number of keypoints  

 
 

Figure 8. The ROC curve for tampering localization. 

 

determines the hash length. According to the 

parameters used in the experiment, the hash 

length of different methods is listed in table 2.   

The hash length of our method is 64 decimal 

digits. Table 2 also compares the average time of 

producing each image hash in different methods. 

In implementation we used a Sony Vaio laptop, 

Intel Core 2 Duo Processor P8800 (2.66 GHz), 

memory 4 GB and software of MATLAB 7.7.0. 



(a) (b) (c) 

Figure 9. Visualized forged detection results using CSLBP-based hashing method. From the left, columns 1 to 3 are original 

images, tampered images and detection results, respectively.

An example of forged region detection, using 

CSLBP-based hashing method, is also illustrated 

in figure 9. From left to right, columns 1 to 3 are 

original images, tampered images and detection 

results, respectively. 

5.4. Hash length and CPU running time 

Clearly, hash length in the methods based on the 

block feature extraction is proportional to the 

number of image blocks. In the local feature 

point-based schemes, the number of keypoints 

determines the hash length. According to the 

parameters used in the experiment, the hash 

length of different methods is listed in table 2.  

The hash length of our method is 64 decimal 

digits. Table 2 also compares the average time of 

producing each image hash in different methods. 

In implementation we used a Sony Vaio laptop, 

Intel Core 2 Duo Processor P8800 (2.66 GHz), 

memory 4 GB and software of MATLAB 7.7.0. 

The processing time of hash generation is 

computed through the average time on 100 images 

of size 256 256 . Since the algorithms in [19] 

spent a computation time on the robust local 

keypoint detection, the average time in ASCH and 

RSCH is higher than the other methods. Our fast 

hashing method can be attributed to the low 

computational complexity of LBP features. 

Table 2. Time and hash length comparisons among 

different algorithms 

Method Hash length Average time (sec) 

SCH 20 decimal digits 3.55 

CSLBP 64 decimal digits 0.1 

6. Conclusion 

In this paper we proposed a new perceptual image 

hashing method based on local binary patterns 

(LBP). In this algorithm a simple and efficient 

version of LBP feature, called center-symmetric 

LBP (CSLBP), was used for feature extraction. 

The original CSLBP descriptor uses only the sign 

information of local differences. In this paper, 

however, both sign and magnitude information are 

utilized for image hashing to make benefit of 

gradient-based and LBP-based descriptor 

simultaneously. To increase security of our 

hashing method, two secret keys were used in 

feature extraction and hash generation steps. To 

evaluate our proposed method, an experiment was 

conducted for image authentication. The results 

demonstrated that our proposed scheme could 

distinguish legal distortions from malicious 

manipulations. Finally, applicability in image 

tampering detection, acceptable hash length and 

running time can be also counted as the advantage 

of our proposed hashing method. 
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 چکیده:

تیر موبی    هیای مایاو   انتخیاب ویژگیی   شیود  سازی ادراکی تصویر محسوب میی های درهماستخراج ویژگی بخش مهم و اساسی در بسیاری از الگوریتم 

سادگی، قدرت تمایز بالا، بارمحاسباتی پایین و مااومت در برابر تغییرات روشنایی همگیی  گردد  درهمش استخرابی از تصویر میکدهای افزایش مااومت

سیازی ادراکیی تصیاویر    در این مااله استفاده از ویژگی الگوهای بیاینری محلیی در درهیم    بزء مزایای روش استخراج ویژگی الگوهای باینری محلی است 

 های تصویر استفاده شده اسیت  در استخراج ویژگی از هر دو بنبه اطلاعات دامنه و علامت تفاضلات محلی پیسکل بحث و بررسی قرار گرفته است  مورد

-کیارایی الگیوریتم درهیم    سازی مورد استفاده قرار گرفته است ، دو کلید امنیتی نیز در روند استخراج کدهای درهمبه منظور ایجاد کدهای درهمش امن

ها و نااط ضیع   ها به همراه ماایسات انجا  شده قابلیتنتایج آزمایش  شده استعل بررسی سازی ارائه شده در زمینه تصدیق تصویر و تشخیص ناحیه ب

 نماید الگوریتم را به خوبی تشریح می

  ویر، تصدیق تصویر، تشخیص ناحیه بعلیسازی ادراکی تصالگوهای باینری متاارن متحدالمرکز، درهم:کلمات کلیدی

 




