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Abstract

In this work, the accuracy of two machine learning algorithms including the SVM and Bayesian networks
were investigated as two important algorithms in the diagnosis of the Parkinson’s disease (PD). We used the
PD data in the University of California, Irvine (UCI). In order to optimize the SVM algorithm, different
kernel functions and C parameters were used, and the results obtained showed that SVM with C parameter
(C-SVM) with an average accuracy of 99.18% with the polynomial kernel function in the testing step had a
better performance compared to the other kernel functions such as RBF and sigmoid as well as the Bayesian
network algorithm. It was also shown that the ten important factors involved in the SVM algorithm were
Jitter (Abs), Subject #, RPDE, PPE, Age, Shimmer APQ 11, NHR, Total-UPDRS, Shimmer (dB), and
Shimmer respectively. We also proved that the accuracy of our proposed C-SVM and RBF approaches was
in direct proportion to the value of the C parameter such that with increase in the amount of C, the accuracy
in both kernel functions increased. However, unlike polynomial and RBF, sigmoid had an inverse relation
with the amount of C. Indeed, by using these methods, we can find the most effective factors common in
both genders (male and female). To the best of our knowledge, there has been no study on PD for identifying
the most effective factors common in both genders.

Keywords: Data Mining, Parkinson's Disease, SVM Algorithm, Bayesian Network Algorithm, C-SVM
Algorithm.

1. Introduction
Early diagnosis of many diseases by physicians
can have an important role in preventing the

40 years old or more with different symptoms
such as the gradual stiffening of muscles, and

development of a disease, and so the accuracy of
the diagnosis is very important. Therefore, using
appropriate ways to detect and diagnose diseases
with high accuracy can contribute to a better
treatment of patients. One of these ways is data
mining (DM). Parkinson's disease (PD) [1] is a
chronic progressive nervous system disorder that
primarily affects movement.

Aging is considered as an important risk factor for
PD, and even genetic and environment factors
may contribute to PD. The Parkinson’s disease
was first described by the British scientist Dr.
James Parkinson in 1817. He called the disease
"shaking palsy" but today it is known as PD after
him [2]. PD is a disease of the central nervous
system, which mainly occurs in persons who are

appearance of trembling in various parts of the
body. In addition, recent studies have shown that
the number of people with PD has increased over
the past 60 years [3, 4]. This disorder occurs when
a specific area in the brain loses its ability in the
production of dopamine (a brain
neurotransmitter). According to the studies, PD is
considered as the second most common
neurodegenerative disorder after the Alzheimer's
disease [5].

Although definitive treatment has not been found
to eradicate this disease, with the advancement of
science, researchers are trying to use a variety of
methods to combat against it. Fortunately, with
the help of various branches of science, significant
progress has been achieved in the control of PD.
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One of the emerging techniques that helps the
physicians in the early diagnosis and treatment of
a disease is DM. According to [6-8], gender is one
of the most important factors involved in PD. For
this reason, we will concentrate on this factor and
its relationship with the other features available in
the PD dataset through the use of DM approaches.

1.1. Data mining (DM)

DM and knowledge discovery in databases from
large amounts of data have led to the discovery of
the hidden knowledge between them. The process
of DM includes several steps such as identifying
the source data, selecting the data points to be
analyzed, extracting the relevant information
using some algorithms, and analysis of the results
obtained. Several algorithms are used in DM such
as SVM, KNN, neural network, C5.0, Apriori,
Cox, and K-Means. DM can be used in many
scientific fields such as various medical fields [9-
12], security [13, 14], marketing [15, 16], web and
text mining [17, 18], and various engineering
fields [19, 20, 21].

DM has constantly faced several challenges over
time, and with increase in the knowledge in this
field, a lot of these problems have been solved.

In this work, we used the DM technigques and
identified and introduced a useful way to predict
the relationship between gender and the important
factors in the PD dataset. In this regard, first, we
checked two well-known methods in DM in order
to predict the patients’ gender. We then proposed
an improvement in SVM using a regularization
parameter (C) on different kernel functions such
as Radial Basis Function (RBF) sigmoid, and
polynomial. Subsequently, we compared their
performance using various metrics such as
specificity, sensitivity, precision, FPR, FNR, F1,
and accuracy.

As discussed earlier, gender is one the most
important features in PD, and for this reason, we
concentrated on it. In fact, the previous works
have not focused on gender and its relation with
other features.

The remainder of this work is organized as
follows. In Section 2, we provide a brief review
on the related works in the literature. Section 3
illustrates  our  proposed methods. Our
experimental results are presented and discussed
in Section 4. In Section 5, we describe our
proposed C-SVM algorithm implemented with
various kernel functions. Finally, in Section 6, the
paper is concluded.

2. Related work
In the recent years, several studies have been done
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on PD using DM. In this section, some of these
works related to PD that use various DM
techniques are introduced. In [22], three well-
known methods including KNN, random forest,
and  Ada-Boost algorithms  have  been
implemented on the PD dataset. The results
obtained indicate that the KNN algorithm has the
best performance with an accuracy of 90.26%
when the value of K is equal to 10.

In [23], four DM techniques have been compared
with the PD data in the UCI repository dataset.
Naive Bayes classifier, J48, Decision table, and
Random tree are those algorithms that have been
implemented in [23]. The outcomes showed that
Random tree algorithm had a better performance
compared to the other algorithms. The accuracy of
the Random tree algorithm was 84%.

In another work carried out by Tawseef Ayoub
Shaikh [24], the performance of three algorithms

used in DM has been investigated. These
algorithms include artificial neural network,
decision tree algorithm, and Naive Bayes

algorithm. These algorithms were applied to the
PD and primary tumor disease datasets. Their
results showed that the accuracy of artificial
neural network for diagnosis of PD was
90.7692%, which was the best performance
among the three algorithms used. Decision trees
had an accuracy of 80.5128%, and Naive Bayes
had an accuracy of 69.2308%.

In [25], four methods including neural network,
DMNeural, Regression, and Decision tree have been
used as the multiple classification methods for
diagnosis of PD. The results of this work illustrated
that neural network with an accuracy of 92.90% had
the best performance compared to the other methods.

3. Method

In this section, we briefly introduce the Support
Vector Machine (SVM) and Bayesian network
algorithms as two important algorithms in DM.
We also discuss about the UCI PD dataset and its
factors.

3.1. Support vector machine (SVM)

SVMs are a supervised learning method that can
be used for classification and regression. SVM is
one of the relatively new methods that have
shown good performance for classification over
the older methods such as the perceptron neural
networks.

This algorithm maps the input into some high
dimensional feature space through some non-
linear mappings [26]. The input is a vector or
pattern of n features. In the most popular form of
this algorithm, the data is transferred to a higher-
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dimensional space by Phi function. Therefore, to
be able to solve the problems with very high
dimensions using this method, the Lagrange
duality theorem is used for converting the
intended minimization problem to its dual form
instead of using the complex function Phi [26,
28]. A more detailed description of this algorithm
can be found in [26-29].

3.2. Bayesian network

Today many problems are solved with the help of
artificial  intelligence. One of the main
characteristics of these problems is the uncertainty
between them. Many techniques in artificial
intelligence have been proposed for controlling
uncertainties, most of which are based upon the
probability theory and the fuzzy theory. One of
the useful methods used to control uncertainty in
the issues based on the probability theory is the
Bayesian network [29-31]. Bayesian network is a
directed graph whose nodes contain information
about conditional probability values. More
precisely, this network includes the following
components and features:

a. A collection of random variables
constitute the vertices of the graph whose
variables can be discrete or continuous.

b. A set of directed edges X —Y , where X
is the parent of .

c. Each node X,¢ has a conditional

probability distribution
P(X, | Parents(X,)) that shows the

effect of the parents’ nodes on this node
numerically.

d. Graph did not have a direction away, and,
in fact, is a directed acyclic graph.

3.3. Dataset

In our modern world, access to different data in
different fields is easy, and, at the same time, the
volume of data in various fields is increasing. For
DM, using reliable data repositories is essential.
One of the best sources for obtaining reliable data
is the data repository of the University of
California, Irvine (UCI). In this paper, we used
the PD data available in the UCI data repository
[32], which is presented in table 1. The data was
related to 42 people with 22 factors for each of
them. The total number of data was 5875 records.
The total number of data for male patients was
4008, whereas the total number of data for female
patients was 1867.
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4. Results

The algorithms were executed using IBM SPSS
Modeler 14.2 on an Intel core i7 processor with
8GB Ram under the Windows 8.1 operating
system. The main goal of this research work was
to identify much more effective factors involved
in the prediction of gender in PD using the
described methods. Reducing the number of
factors is important for two reasons. The first
reason is to speed up the training phase of the
algorithms, and the other one is the increase the
prediction accuracy. However, it should be noted
that the less important factors should not be
overlooked, especially in medical science. Indeed,
the smallest signs in medicine are important in
order to save the patients' life. Thus in this work,
we used all of the existing factors mentioned in
table 1. The data was divided into two groups,
70% for training and 30% for testing. In this
regard, gender was determined as target in our
work. The main purpose for selecting the sex as a
target factor is because sex has a major impact on
the diagnosis of PD. Thus sex was determined as
the target factor, and the other factors were
determined as inputs. IBM SPSS Modeler 14.2
was used for implementation of algorithms, and
by using the SVM and Bayesian network
algorithms, important factors could be identified.
In order to compare the performance of these two
algorithms, there were 7 important metrics that
were calculated according to equations 1 to 7, as
follow [33, 34]:

Specificity = TNR = TN / TN + FP (1)
Sensitivity = TPR = TP / TP + FN  (2)
Precision = TP / TP +FP (3)
FPR =FP /FP +TN =1-TNR (4
FNR = FN / FN + TP=1 - TPR (5)
F,=2TP / (2TP + FP + FN) (6)
Accuracy = TP + TN / TP + TN + FP + FN  (7)

where:

FN = The number of positively labeled data,
which falsely has been classified as “Negative”.
TN = The number of negatively labeled data,
which has been classified as “Correct”.

TP = The number of positively labeled data,
which has been classified as “Correct”.

FP= The number of negatively labeled data,
which falsely has been classified as “Positive”.

To evaluate the performance of algorithms, the
confusion matrix is an appropriate way. For this
purpose, in our study, the confusion matrix was
utilized [35], which is shown in figure 1.
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female patients, and for this reason, we considered

Predicted
Actual Disease No-disease
(positive) (negative)
Positive TP FP
Negative FN TN
Figure 1. Confusion matrix in this work.

It should be noted that in our dataset, the total

male as Positive and female as Negative. This
approach helped us to find the values for TP, TN,
FP, and FN more precisely.

The performances of the SVM and Bayesian
networks are as shown in figures 2 and 3. By
comparing the results in tables 2 and 3, it can be

seen that SVM has a better performance in both

number of male patients was much more than

the training and testing steps.

Table 1. Dataset from UCI related to PD.

NO Feature Name and Attribute Information Range

1 Subject#: Integer that uniquely identifies each subject [1-42]

2 Age: Subject age [36 - 85]

3 Sex: Subject gender '0' - male, '1' — female [0-1]

4 Test- time: Time since recruitment into the trial [-4.2625 - 215.49]

5 Motor-UPDRS: Clinician's motor UPDRS score, linearly interpolated [5.0377 - 39.511]

6 Total-UPDRS: Clinician's total UPDRS score, linearly interpolated [7 - 54.992]

7 Jitter (%): measures of variation in fundamental frequency [0.00083 - 0.09999]
8 Jitter (Abs): measures of variation in fundamental frequency [0.00000225 - 0.00044559]
9 Jitter:RAP: measures of variation in fundamental frequency [0.00033 - 0.05754]
10 Jitter:PPQ5: measures of variation in fundamental frequency [0.00043 - 0.06956]
11 Jitter:DDP: measures of variation in fundamental frequency [0.00098 - 0.17263]
12 Shimmer: measures of variation in amplitude [0.00306 - 0.26863]
13 Shimmer (dB): measures of variation in amplitude [0.026 - 2.107]

14 Shimmer: APQ3: measures of variation in amplitude [0.00161 - 0.16267]
15 Shimmer: APQ5: measures of variation in amplitude [0.00194 - 0.16702]
16 Shimmer: APQ11: measures of variation in amplitude [0.00249 - 0.27546]
17 Shimmer: DDA: measures of variation in amplitude [0.00484 - 0.48802]
18 NHR: measures of ratio of noise to tonal components in the voice [0.000286 - 0.74826]
19 HNR: measures of ratio of noise to tonal components in the voice [1.659 - 37.875]

20 RPDE: A nonl-inear dynamical complexity measure [0.15102 - 0.96608]
21 DFA: Signal fractal scaling exponent [0.51404 - 0.8656]
22 PPE: A non-linear measure of fundamental frequency variation [0.021983 - 0.73173]

Table 2. Comparison of performance of SVM and Bayesian network algorithms through using training dataset for prediction

of Sex in PD (%).

Algorithm Specificity ~ Sensitivity  Precision  FPR FNR F1 Accuracy
SVM 85.16 92.45 92.89 14.84 7.55 92.67  90.10
Bayesian Network ~ 86.12 89.13 94.05 13.88 10.87 9152  88.27
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Training dataset performance
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Figure 2. Performance of SVM and Bayesian networks in training dataset.

Table 3. Comparison of performance of SVM and Bayesian network algorithms through using testing dataset for prediction
of Sex in PD (%).

Algorithm Specificity ~ Sensitivity ~ Precision FPR FNR F1 Accuracy
SVM 82.63 94.89 92.08 17.37 5.11 9346  90.98
Bayesian Network ~ 83.81 90.43 93.68 16.19 9.57 92.02  88.62

Testing dataset performance
100

80
6
4
2
ll -

Specificity Sensitivity Precision F1 Accuracy

o o o o

®SVM mBayesian Network

Figure 3. Performance of SVM and Bayesian networks in testing dataset.

Table 4. Conditional probabilities of subject #.

Parents Probability

Sex <92 [9.2-17.4) [17.4-2556) [25.6 — 33.8] >33.8

1 0.08 0.21 0.13 0.27 0.31
0 0.30 0.17 0.20 0.14 0.19

factors of table 1, are shown. According to figure

As it can be seen, the testing accuracy in the SVM 4, the most effective and the most important
and Bayesian network algorithms is more than the factors for diagnosis of PD are as follow:

training accuracy. These numbers indicate that in Jitter (Abs)

PD, both algorithms have similar behaviors. Subject #

In figure 4, the most important factors in the SVM RPDE

algorithm, which are almost half of the whole PPE
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Age

Shimmer APQ 11
NHR
Total-UPDRS
Shimmer (dB)
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Figure 4. Predictor importance in SVM algorithm.

In figure 5 and table 4, more details about the
Bayesian network have been presented.

Bayesian Network

Type

@ Pradictors
@ Targat

otal_UPDRS —~SpimmerDDA

7 NHR /

4 l-;sv_np{i, — 3‘

stimmerAPQ3
ar

- Em mm

immer;

ShimmerAPQ11

~ Jiter(AbS) Jiiareds
PPE Jitter:PPOS
RPDE

Figure 5. Generated model by Bayesian network for PD.

As it can be seen, when sex = female (1) and
subject # is > 33.8, the probability of having this
disease is greater compared to the other cases and
this probability is 0.31, while when sex = male (0)
and subject # is <9.2, the probability is greater
compared to the other cases, where this
probability is 0.30. To further examine the PD
dataset and due to better performance through
using SVM, this algorithm was utilized in the
other two different approaches including
polynomial and sigmoid. As a result, by using
these approaches, two columns were added to the
rest of the data columns, which were $S-Sex and
$SP-Sex. $S-Sex are the predicted values for Sex
and $SP-Sex are the scores tendency for
prediction. This means that the probability of the
predictions for a particular record is correct and is
a number between 0 and 1. For instance, when
$SP-Sex is 1, this means that prediction for Sex
was done correctly. More details about these
approaches are presented in tables 5 and 6, as well
as in figures 5 and 6. It should be noted that the
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performance of simple SVM and SVM with RBF
were similar, where for the SVM with RBF
approach, the stopping criteria was 1.0E-3. The
regularization parameter (C) was 10, regression
precision (epsilon) was 0.1, and RBF gamma was
0.1.

The implementation of these approaches reveals
that SVM with polynomial had a better
performance compared to RBF and sigmoid
approaches for finding the relationship between
Sex and other factors in PD. To ensure these
results, we compared the $SP-Sex in every three
approach. The results obtained using different
approaches are presented in tables 5 and 6.

5. Our proposed C-SVM algorithm and
experimental comparison on  kernel
functions

As mentioned earlier, in this work, three different
kernel functions were utilized including the Radial
Basis Function (RBF), sigmoid, and polynomial.
In the previous section, we showed that the
polynomial approach had a better performance
compared to the other kernel functions. In this
section, we use the parameter optimization in each
kernel function in order to reach a greater
accuracy by using them. In this regard, the
regularization parameter (C) and SVM were used
together as the C-SVM algorithm in all the three
kernel functions. The results obtained can be seen
in table 7 when the stopping criterion was 1.0E-3
for all kernel functions. According to this table,
our proposed C-SVM has a different behavior in
terms of different kernel functions and different C
values. The sigmoid kernel function had clearly
inferior of accuracy rather than RBF and
polynomial kernel functions. Table 7 indicates
that unlike RBF and polynomial, the accuracy of
sigmoid decreased with increase in the number of
C. Our results also showed that various regression
precisions (epsilons) had almost similar effects on
the accuracy. On the other hand, when we
changed epsilon with the same value of C, equal
accuracy was observed in all the kernel functions.
It should be mentioned that we just observed one
case in RBF when C = 1 and regression precision
(epsilon) = 0.10, which had two accuracies. Also
our results indicated that RBF and polynomial had
direct relationships with C but we could argue that
the amount of C had a much more impact on RBF
compared to polynomial. However, in overall,
polynomial had the highest accuracy with average
of 99.18%, and the average accuracies of RBF and
sigmoid were 89.15% and 70.04%, respectively.
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By utilizing the parameter optimization and also guarantee the best performance.
approaches, we can ensure the highest accuracy

Table 5. Comparison of performance of SVM with RBF, polynomial and sigmoid approaches on PD using training data (%6).

Approach Specificity ~ Sensitivity ~ Precision FPR FNR F1 Accuracy
RBF 82.63 94.89 92.08 17.37 511 93.46 90.98
Polynomial 99.54 99.52 99.78 0.46 0.48 99.65 99.54
Sigmoid 100 68.56 100 0.0 3144 81.35 69.10

Training dataset performance for diffrent SVM approaches

120

100
8
6
4
2

Specificity Sensitivity Precision Accuracy

o O O O o

ERBF mPolynomial = Sigmoid

Figure 6. Performance of SVM with various approaches in training dataset.

Table 6. Comparison of performance of SVM with RBF, polynomial, and sigmoid approaches on PD using testing data (%6).

Approach Specificity ~ Sensitivity ~ Precision ~ FPR FNR F1 Accuracy
RBF 82.63 94.89 92.08 17.37 511 93.46 90.98
Polynomial 99.24 99.36 99.68 0.76 0.64 99.52 99.33
Sigmoid 100 70.87 100 0.0 29.13 82.95 71.19

Testing dataset performance for diffrent SVM
approaches

120

100
8
6
4
2

Specificity Sensitivity Precision Accuracy

O O O O O

B RBF ®Polynomial = Sigmoid

Figure 7. Performance of SVM with various approaches in testing dataset.

relationship between gender and other features in
PD. We used two important algorithms in data
mining (DM) including the SVM and Bayesian
networks. We assigned Sex as the target and other
factors as the inputs. The results obtained
indicated that the SVM algorithm had a better
performance than the Bayesian network algorithm

6. Conclusion

Parkinson’s disease (PD) is a progressive disorder
of the nervous system that mainly affects
movement. Due to the importance of early
diagnosis and treatment, in this paper we provided
a useful approach to help for finding the
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for diagnosis of PD. The testing accuracy for the
SVM and Bayesian network algorithms were
90.98% and 88.62%, respectively. According to
the results obtained, we realized that the SVM
algorithm had a remarkable ability to identify the
gender of patients who had PD. In addition, we
found ten more important factors which are Jitter
(Abs), Subject #, RPDE, PPE, Age, Shimmer
APQ 11, NHR, Total-UPDRS, Shimmer (dB) and
Shimmer respectively. Another result showed that
C-SVM with polynomial as a kernel function had
a much better performance than the RBF and
sigmoid functions. Moreover, our results, with
different values of parameter C, indicated that

polynomial and RBF have better accuracies when
we increased the amount of C, but sigmoid has
lower accuracy when we increased the amount of
C. According to the outcomes of our experiments,
the average accuracy of polynomial function was
99.18%, which is significantly better than RBF
and sigmoid with accuracies of 89.15% and
70.04%, respectively. Furthermore, the best
accuracy for C-SVM with polynomial was
99.89% when C = 200. Thus we suggest the C-
SVM algorithm with the polynomial function to
the physicians and researchers to accelerate and
improve the diagnosis of PD.

Table 7. Parameter validation with different C values in SVM algorithm on PD.

Regularization Regression Accuracy (%)
parameter (C) precision (epsilon) _ _ _
RBF Polynomial Sigmoid

c=1 0.10 75.06 97.42 70.12
c=1 0.15, 0.20, 0.25, 0.30, 1.00 75.34 97.42 70.12
Cc=2 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 79.60 98.32 70.12
Cc=3 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 83.58 98.77 70.07
C=4 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 85.15 98.93 70.07
C=5 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 86.27 99.05 70.07
C=6 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 86.72 99.22 70.07
c=7 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 87.72 99.33 70.07
c=8 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 88.85 99.33 70.07
C=9 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 89.24 99.33 70.07
C=10 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 89.69 99.44 70.07
Cc=15 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 91.65 99.50 70.01
C=20 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 92.71 99.50 70.01
C=25 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 93.27 99.50 70.01
C=30 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 94.00 99.50 70.01
C=35 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 94.45 99.66 70.01
C=40 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 94.79 99.66 70.01
C=45 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 94.90 99.66 70.01
C=50 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 95.12 99.66 70.01

C =100 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 96.58 99.83 70.01

C =200 0.10, 0.15, 0.20, 0.25, 0.30, 1.00 97.48 99.89 70.01
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