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Ville Anton Loukonen
University of Helsinki, 2014

Abstract

The physical phenomena involving minuscule atmospheric aerosol particles pose many impor-
tant and currently unresolved questions. The research presented in this doctoral dissertation
concentrates on one of the most fundamental of these questions: where do the smallest parti-
cles come from? This thesis investigates the very first steps of new-particle formation, that is,
atmospherically relevant molecular clustering. The main tools used in the research were elec-
tronic structure calculations and first-principles molecular dynamics simulations – basically,
applied quantum mechanics.

The lead role in the presented cluster studies is played by sulfuric acid. Sulfuric acid is known
to correlate well with the aerosol particle formation observations in most locations. However,
it is further known that sulfuric acid alone cannot be responsible for the ambient observations.
In the past, various formation mechanisms to explain the observations have been suggested,
most popular being those involving some combination of water, ammonia, oxidized organics
or ions together with sulfuric acid. Although all of these agents have a stabilizing effect on
the clustering of sulfuric acid, in general the magnitude of the stabilization is too weak to
account for most of the atmospheric measurements.

In this thesis, the role of various amine compounds (especially that of dimethylamine) in
sulfuric acid driven clustering is investigated. Amines are some of the few basic compounds
that are known to exist in the atmosphere. According to the electronic structure calcula-
tions, amines stabilize the smallest sulfuric acid clusters much more strongly than the earlier
standard candidate ammonia. Further calculations suggest that dimethylamine also enhances
the growth of the small clusters with respect to sulfuric acid much more effectively than am-
monia. Based on the electronic structure calculations, the stabilizing effect of the amines is
strong enough, so that even relatively small concentrations can be expected to significantly
enhance the sulfuric acid driven new-particle formation. This theoretical prediction has later
been confirmed experimentally.

The dynamics and stability of the small sulfuric acid and dimethylamine clusters were further
studied by first-principles molecular dynamics simulations. In equilibrium, the clusters ex-
hibited pronounced thermal molecular motion, which was observed to be anharmonic. Direct
collision simulations revealed rich dynamical behavior, leading to cluster structures differing
from both the equilibrium simulations and the static electronic structure calculations. The
performed first-principles molecular dynamics simulations demonstrate that the method is
well fitted to investigate the atmospheric molecular clustering, and suggest that in future for-
mation free energy calculations, the entropic contributions merit a more detailed treatment.

Keywords: sulfuric acid, dimethylamine, molecular clustering, applied quantum mechanics
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1 From quantum mechanics to air quality and

climate change

From the redshifted starlight in our expanding universe to dew in the morning light,

Nature simply bewilders the willing: the alert observer is charmed with a plethora

of phenomena. Over hundreds of millennia, the awed wondering slowly shaped into a

language – a language with which we are finally able to discuss the world we experience

in detail. This language is physics.

The present doctoral dissertation with its extended context provides one particular ex-

ample of the dulce et utile of the physical sciences. The theoretical and computational

work presented here deals with a handful of small molecular clusters, and thus concen-

trates on the phenomena taking place at the Ångström and picosecond scales – near

the bottom of the fathomable spatial and temporal scales. However, the context and

the main motivation behind the investigations is the phenomenon of aerosol particle

formation in the Earth’s atmosphere. These aerosol particles can be solid, liquid or

amorphous agglomerations of molecules, which nevertheless are clumped together in

such a way that they can be distinguished from their carrier gas as “particles”. The

particles and the carrier gas together constitute the definition of “aerosols” (Hinds,

1999). This is a very general definition and it is immediately clear that the concept

of aerosols encompasses a large amount of interesting and important features of the

physical world. Beside the everyday examples of dust, mist and pressurized spray-can

products, aerosols also participate in much more grievous processes. Strikingly, aerosol

particles directly affect the daily lives of millions of people in the form of deteriorated

air quality: air pollution by particulate matter was recently assessed to be one of the

leading global causes of death and disability (Lim et al., 2012). Although particulate

matter is most strongly associated with serious health effects such as heart failure, also

the gaseous air pollutants ozone, carbon monoxide, nitrogen dioxide and sulfur dioxide

have a negative impact (Shah et al., 2013). Sulfur dioxide (SO2) is an important com-

pound in many ways: in addition to causing health effects, it is the main source for

sulfuric acid (H2SO4) production in the atmosphere (Seinfeld and Pandis, 2006). This

is significant, as sulfuric acid is one of the main drivers of atmospheric new-particle

formation (Kuang et al., 2008).

It turns out that without the aerosol particles, we would not have clouds in the atmo-

spheric boundary layer: there simply is not enough water for it to condense by itself
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to form clouds (Seinfeld and Pandis, 2006). Pre-existing surfaces are needed to help

water condense. This surface often comes in the form of cloud condensation nuclei,

which essentially are large aerosol particles (on the order of 0.1 to 0.3µm) (Seinfeld

and Pandis, 2006). To make this chain of physical processes even more interesting,

current estimates state that up to half of the cloud condensation nuclei form around

aerosol particles which are formed in the atmosphere (Merikanto et al., 2009). Clouds,

in turn, have a paramount global significance by regulating Earth’s radiative budget –

and thus, the global temperature (Seinfeld and Pandis, 2006).

Even though the research presented in this dissertation concentrates on molecular clus-

tering on sub-nanometer scale, it has serious ramifications on regional and global scales.

1.1 Sulfuric acid, atmospheric new-particle formation — and

the amines

It is a well-established experimental fact that sulfuric acid is a central player in atmo-

spheric new-particle formation, at least over the continental boundary layer1 (see for

example Kulmala et al., 2004; Kuang et al., 2008; Kerminen et al., 2010; Chen et al.,

2012). It is equally well known that sulfuric acid alone, even with the ubiquitous water,

cannot explain the observed ambient particle formation events. The reason for this is

simple: there is not nearly enough sulfuric acid in the air to produce the observed par-

ticle formation rates by itself. Typically, the atmospheric sulfuric acid concentration

is 106–107 #/cm3 on relatively pristine locations and 107–108 #/cm3 at more polluted

sites (Kuang et al., 2008). Recent ultraclean state-of-the-art laboratory experiments

demonstrated that with these sulfuric acid concentrations, the binary sulfuric acid -

water particle formation mechanism yields particle formation rates of 10−1 #/cm3s at

maximum — several orders of magnitude smaller than the ambient rates at the same

concentrations (Kirkby et al., 2011). The conclusion is clear: something else besides

sulfuric acid and water is needed to explain the atmospheric observations.

In the real atmosphere there are myriads of compounds other than sulfuric acid and

water. Many of these have a biological origin. It would seem likely that at least a

1This thesis concentrates only on sulfuric acid driven new-particle formation. However, sulfuric
acid is not the only player in the game. For example, in Mace Head, Ireland, iodine compounds have
been strongly connected to the new-particle formation (O’Dowd et al., 2002).
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Figure 1: Aerosol physics related phenomena cover size ranges of several orders of

magnitude. The molecular clusters investigated in this thesis represent the small end

of the spectrum.

fraction of these compounds took part in the aerosol formation processes. Indeed, it

is currently believed that much of the aerosol particle growth comes from various or-

ganic compounds (see for example Yli-Juuti, 2013). However, the role of the organics

in the very first steps of particle formation is still largely unknown (Schobesberger et

al., 2013; Ehn et al., 2014). In the past, attention has been given to the role of am-

monia in the new-particle formation. There are good reasons for this: (a) ammonia

is a base compound — it is likely to cluster effectively with sulfuric acid; and, (b) it

is known to exist in the atmosphere and to find its way into the aerosol particles —

there are numerous observations of ammonium sulfate and bisulfate aerosols (Seinfeld

and Pandis, 2006). Indeed, the ternary mechanism of sulfuric acid - ammonia - water

has been the “standard candidate” to explain atmospheric aerosol particle formation

for many years. Consequently, the importance of the mechanism has been discussed

extensively (Coffman and Hegg, 1995; Ball et al., 1999; Ianni and Bandy, 1999; Larson

et al., 1999; Korhonen et al., 1999; Anttila et al., 2005; Kurtén et al., 2007a; Torpo et

al., 2007; Nadykto and Yu, 2007; Kirkby et al., 2011). In addition to ammonia, also
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the role of ions in the process has roused heated debate (Raes et al., 1986; Turco et

al., 1998; Lovejoy et al., 2004; Kazil et al., 2006; Iida et al., 2006; Sorokin and Arnold,

2007; Manninen et al., 2009; Kulmala et al., 2010; Kirkby et al., 2011). According

to the argument, ions enhance sulfuric acid driven new-particle formation enough to

explain the ambient observations. Recently, based on detailed experimental and the-

oretical work (Kirkby et al., 2011; Almeida et al., 2013), the community is reaching

towards consensus on the roles of ammonia and ions: they both do enhance the par-

ticle formation in comparison to the pure binary sulfuric acid - water mechanism, but

still not strongly enough to explain most of the observed ambient particle formation

rates. There are of course exceptions. For example, in polluted environments with high

ammonia and sulfuric acid concentrations the standard ternary mechanism seems to

explain the observations quite well (Jung et al., 2009; Chen et al., 2012). However, to

understand the formation mechanisms at work on more pristine locations, something

is still missing. This dissertation considers one possible explanation: the amines.

Amines are species derived from ammonia (NH3) by replacing one or more of ammo-

nia’s hydrogen atoms with some (organic) functional groups. This thesis concentrates

on alkyl amines where the hydrogens have been substituted by simple alkyl groups.

The main emphasis is on dimethylamine ((CH3)2NH) where two of the hydrogens have

been replaced by methyl groups. Like ammonia, amines are base molecules, and are

thus expected to bind readily to sulfuric acid. In fact, judging from the proton affinity

and gas phase basicity, amines considered here are much stronger bases than ammo-

nia (Hunter and Lias, 1998; Ruusuvuori et al., 2013). Various amines are also known

to exist in the atmosphere. Amines have both anthropogenic and natural sources,

the former dominating (Ge et al., 2011). For example, dimethylamine emissions have

been reported from such human activities as animal husbandry, fish processing, sewers,

landfills and various industries. The concentrations of different amines in the atmo-

sphere vary greatly. In general, the concentrations are likely to be quite local as the

atmospheric lifetimes of the amines are typically short, on the order of few hours. Un-

fortunately, the literature on amine concentration measurements is rather scarce. For

dimethylamine, concentrations of few parts per trillion in volume have been reported

(Hanson et al., 2011; Yu et al., 2012). Dimethylamine has also been found in larger

particles detected via filter samples. In one particular study (Mäkelä et al., 2001),

the dimethylamine concentrations were 50-fold on new-particle formation event days

as compared to non-event days, thus strongly suggesting that the amine might have

something to do with particle formation and/or growth. This finding was one of the
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motivating experimental results behind this thesis.

1.1.1 This thesis: review of papers and author’s contribution

The research presented in this thesis seeks to illuminate the role of amines in sulfu-

ric acid driven atmospheric new-particle formation, using a variety of computational

methods.

Paper I applies ab initio electronic structure calculations to investigate the structures

and formation energetics of dimer clusters containing either sulfuric acid or bisulfate

ion together with an ammonia molecule or seven different amines possibly present in

the atmosphere. According to the calculations, all the studied sulfuric acid - amine

clusters are significantly more strongly bound than the sulfuric acid - ammonia clus-

ter, whereas the binding in most of the bisulfate - amine clusters is only moderately

stronger than the binding between ammonia and bisulfate. Further calculations, study-

ing the addition of sulfuric acid to the dimer complexes of sulfuric acid or bisulfate ion

with ammonia or dimethylamine, demonstrate that the amine enhances the acid addi-

tion much more efficiently than ammonia, both in the electrically neutral and negative

cases. Although there probably is much more ammonia than amines in the atmosphere,

the differences in the calculated formation free energies are large enough to overcome

the differences in the concentrations, implying that the amines might have an impor-

tant role in enhancing the sulfuric acid driven new-particle formation. The author is

responsible for performing most of the calculations and data analysis, and writing a

significant part of the paper.

Paper II studies explicitly the effect of hydration on the roles of ammonia and dimethy-

lamine in sulfuric acid driven clustering. A variety of computational tools are applied:

pair potential molecular dynamics are used to obtain initial cluster structures, which

are then optimized using density functional theory, and the final electronic energies are

calculated using wavefunction based electronic correlation method. The calculated for-

mation free energies of one to two sulfuric acids with either ammonia or dimethylamine

and from zero to five water molecules show that the amine enhances acid addition to

the one-acid complexes much more efficiently than ammonia, when there are zero or

more than two water molecules in the cluster. Further sensitivity analysis based on hy-

drate distribution calculations suggests that, within tropospherically relevant relative

humidity and concentration ranges, dimethylamine promotes the clustering along the
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sulfuric acid axis much more efficiently than ammonia. The author is responsible for

part of the initial planning, performing all the molecular dynamics simulations and the

electronic structure calculations, analyzing the data, and writing most of the paper.

Paper III investigates the stability and dynamics of various sulfuric acid - ammonia

and sulfuric acid - dimethylamine clusters using first-principles molecular dynamics

simulations. The simulations, driven by density functional theory, are performed in

the NV T (T = 300 K) ensemble to explicitly study the role of the kinetic energy at

non-zero temperatures. In the 35 ps long equilibrium simulations the clusters are found

to exhibit quite pronounced thermal movement. Regardless of this motion, the clus-

ters are observed to stay bound together. However, due to the thermal motion the

calculated electric dipole moments show large fluctuations. The molecular movement

of the clusters is further investigated by determining the vibrational spectra from the

autocorrelation function of the electric dipole moment. The thermal motion of the

clusters is found to be anharmonic. The author is responsible for the original idea,

performing all the first-principles molecular dynamics simulations, electric dipole mo-

ment and vibrational spectra calculations, analyzing the data, and writing most of the

paper.

Paper IV presents direct first-principles molecular dynamics collision simulations in-

vestigating the very first steps of dimethylamine enhanced sulfuric acid clustering.

Both the collisions between sulfuric acid and dimethylamine, and between sulfuric acid

monohydrate and dimethylamine are studied using density functional theory driven

simulations. The sticking factor in the head-on collisions is found to be unity: the in-

teraction between the molecules is strong enough to overcome the possible non-optimal

initial collision geometries. Furthermore, no post-collisional cluster break-up is ob-

served. The efficient clustering is likely due to the proton transfer from the acid to

the amine, which is observed to take place in each of the collisions, and due to the

subsequent competition over the proton control. This mechanism is found to lead to

very dynamic cluster structures, differing from the static optimized clusters and from

the dynamical equilibrium clusters. It is also observed from the simulations that the

water molecule is able stabilize the formed clusters by accommodating a fraction of the

released clustering energy. The author is responsible for the original idea, performing

most of the collision simulations and all of the equilibrium simulations, analyzing the

data, and writing most of the paper.

The author is solely responsible for the introductory review of this thesis, rest of which
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is organized as follows: in sections 2 and 3, the computational methods used in the

research are reviewed. Then, in section 4, it is outlined how these methods can be

used to study atmospheric clustering and new-particle formation. Finally, section 5,

discussing the impact and significance of the presented work in a larger context, closes

the introductory part of this doctoral thesis.
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2 Electronic structure methods:

solving the Schrödinger!

The vast majority of the numerous computer hours spent during the research of this

thesis was used to solve the time-independent Schrödinger equation

ĤΨ = EΨ (1)

of the studied molecules or molecular clusters. Here E is the ground state energy of

the system and Ψ is the corresponding wavefunction. The physics, which ultimately

determines both E and Ψ, is encoded in the Hamiltonian operator Ĥ (shown here in

atomic units)

Ĥ = −
N∑
i=1

1

2
∇2
i︸ ︷︷ ︸

≡T̂e

−
Nnuclei∑
α=1

1

2Mα

∇2
α︸ ︷︷ ︸

≡T̂n

−
N∑
i=1

Nnuclei∑
α=1

Qα

r̂iα︸ ︷︷ ︸
≡V̂ne

+
N∑
i=1

N∑
j>i

1

r̂ij︸ ︷︷ ︸
≡V̂ee

+

Nnuclei∑
α=1

Nnuclei∑
β>α

QαQβ

R̂αβ︸ ︷︷ ︸
≡V̂nn

.

(2)

T̂e and T̂n are the kinetic energy operators of the electrons and the atomic nuclei, and

V̂ee, V̂ne and V̂nn describe the interactions between the electrons, the electrons and the

nuclei, and between the nuclei, respectively. The operator∇2
i operates on the electronic

and the ∇2
α on the nuclear coordinates, Mα is the mass and Qα is the atomic number

of the nucleus α and r̂iα = |r̂i − R̂α|, r̂ij = |r̂i − r̂j| and R̂αβ = |R̂α − R̂β| are operators

between the electron i and the nucleus α, the electrons i and j, and between the nuclei

α and β, respectively. This is a general non-relativistic Hamiltonian applicable to

many-atom systems (Szabo and Ostlund, 1996). Concentrating on fairly light species

at atmospherically relevant energies renders the relativistic corrections unnecessary,

especially as in this thesis the main interest is on the energetic differences, not on the

absolute values. The fine and hyperfine structure can also be neglected.

Born-Oppenheimer approximation To solve equation (1) for a molecule or a

molecular cluster is a very non-trivial task. Further approximations are necessarily

needed. Usually, the first approximation called on is the Born-Oppenheimer approxi-

mation – this is also the case in all of the calculations performed in this thesis. The

Born-Oppenheimer approximation formalizes the colloquial notion that the atomic nu-

clei are much heavier than the electrons and consequently their dynamics take place

in vastly different time scales. Thus, under the approximation, the total wavefunc-

tion describing the whole system can be factorised into a product of the nuclear χ(R)
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and electronic ψ(r) contributions (Leach, 2001). The main gain behind this sepa-

ration is the possibility to solve only the electronic wavefunction with fixed nuclear

positions: the nuclear coordinates are only parameters in the electronic Hamiltonian

Ĥelec ≡ T̂e+V̂ne+V̂ee+V̂nn and in the corresponding wavefunction. Solving the electronic

Hamiltonian for various nuclear configurations yields a set of ground state electronic

energies as a function of the nuclear coordinates2. Even though the nuclear positions

are only constant parameters in the electronic Hamiltonian, they specify the locations

of the positive charge in the system, and thus have an important role in defining the

electron distributions. Theoretically, collecting a very large number NV L of electronic

energies Eelec constructs an effective nuclear potential: {E(i)
elec(R)}i=1,...,NV L → Veff(R).

The effective nuclear potential Veff is often called the potential energy surface. Incor-

porating the potential Veff with the nuclear kinetic energy operator T̂n produces the

so-called nuclear Schrödinger equation(
T̂n + Veff(R)

)
χ(R) = Eχ(R). (3)

Solving equation (3) would give all the details of the quantized vibrational and rota-

tional nuclear motion, under the assumption that the electronic and nuclear degrees of

freedom are decoupled. In theory, that is. Solving the nuclear Schrödinger equation for

even the smallest cluster considered in this thesis, the clusters of (sulfuric acid)1(water)1

(see paper II), is a tremendous amount of work, even with further approximations (see

for example Partanen et al., 2012).

Although the effective nuclear potential Veff appears to be an attractive idea only

theoretically, there are some useful practical corollaries. As suggested by equation (3),

one can think of the atomic nuclei as points “moving” on the potential energy surface

(hence the name). Mapping the complete surface for the clusters under investigation

in this thesis is beyond the current computational capabilities, but one can hope to

find some minima on the surface. The minima correspond to more or less stable

configurations of the nuclear coordinates: the force exerted by the atomic nuclei on

each other in the molecule/cluster is proportional to the gradient of the potential –

which vanishes at the minima. In general, for any molecular cluster there are several

local minima on the potential energy surface, and thus there are several stable cluster

structures. It is evident, then, that the important task is to find the global minimum

on the surface: the minimum energy cluster.

2Of course, solving the electronic Hamiltonian yields all the electronic states of the system. How-
ever, only the ground state energy has relevance in the cluster studies discussed here.
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The search for the global minimum, or structure optimization, poses a large challenge

in all fields involving molecules or other many-atom systems. The sulfuric acid clusters

studied in this thesis are particularly difficult to optimize. The clusters are bound only

via hydrogen bonds, and correspondingly, the potential energy surface is often fairly

flat and contains several local minima. The high acidity of sulfuric acid also compli-

cates the situation: the acid can form bisulfate (HSO−4 ) or even sulfate (SO2−
4 ) ions,

depending on the close chemical environment, that is, what else is in the cluster. This

renders the global optimization schemes relying on random sampling or on evolution-

ary mutations quite inefficient. Typically, the search for the global minimum energy

cluster is at least a two-step process. First, using for example physical intuition or

lower-level computational methods, plausible candidates for the minimum configura-

tions are obtained. Then, these candidate structures are optimized at the chosen level

of electronic structure theory using a local optimizer algorithm. It should be empha-

sized that a robust local optimizer is invaluable in the electronic structure calculations

based on minimum energy geometries. It is the local optimizer which fine-tunes the

bond lengths and angles and ultimately decides for example whether or not a proton

transfer happens. These optimizers come in many forms and shapes, but common to

all of them is the necessity to solve the electronic Schrödinger equation

Ĥelecψ(r) = Eelecψ(r). (4)

The optimizers try to find the minimum of the ground state energy by moving the

atomic nuclei. Often the moves are guided by the forces acting on the system, which

are obtained by the gradients of the electronic energy (the forces can also be used to

integrate the nuclear equations of motion, see section 3). There is no way around it: one

needs to solve the equation (4) many, many times during a typical computational cluster

investigation. In the papers I and II this equation is solved during the optimization

process, and in the papers III and IV during each timestep (see section 3).

Wavefunction methods The smallest cluster studied in this thesis is the cluster of

one sulfuric acid and one water molecule, (H2SO4)1(H2O)1. Already this small cluster

contains 60 electrons. These 60 electrons interact with each other and with the ten

atomic nuclei. The coordinates of the atomic nuclei are “frozen” in space according

to the Born-Oppenheimer approximation, but still, it is a 60-body problem with an

external potential. Considering only the valence electrons, as is typically done, re-

duces this to a 40-body problem. Still, N -body problems with N ≥ 3 interacting

particles are rather difficult to solve, and one must invoke more approximations. As
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often as the Born-Oppenheimer is the first approximation, in wavefunction based elec-

tronic structure methods the second one is the so-called Hartree-Fock approximation.

In the Hartree-Fock approximation one makes the drastic assumption that the elec-

trons do not interact directly with each other, but feel only an average potential due

to the other electrons (Szabo and Ostlund, 1996). The total N -electron wavefunction

is approximated by some combination of products of the N independent 1-electron

wavefunctions: ψ(~r1, ~r2, . . . , ~rN) ∝ ϕ1(~r1)ϕ2(~r2) · · ·ϕN(~rN). Electrons are fermions, so

the wavefunction must be antisymmetric under the interchange of any two electron co-

ordinates in the system. Furthermore, the wavefunction must obey the Pauli exclusion

principle. Both of these conditions are satisfied if the wavefunction takes the form of

a Slater determinant:

ψSD(~r1, ~r2, . . . , ~rN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣
ϕ1(~r1) ϕ2(~r1) . . . ϕN(~r1)

ϕ1(~r2) ϕ2(~r2) . . . ϕN(~r2)
...

...
. . .

...

ϕ1(~rN) ϕ2(~rN) . . . ϕN(~rN)

∣∣∣∣∣∣∣∣∣∣
. (5)

The 1-electron functions ϕi are often called spin orbitals, due to historical reasons. In

the non-relativistic approach the spin degree of freedom is taken into account in an ad

hoc fashion, where each spin orbital consists of a spatial orbital which can accommodate

two spin states. The results obtained crucially depend on how well the spin orbitals

are able to describe the physics of the system. However, to obtain any results at all,

the electronic Schrödinger equation must be manipulated into a form somewhat more

susceptible for computation. This can be done with the help of variational calculus.

By minimizing the expectation value of the electronic energy, 〈ψSD|Ĥelec|ψSD〉, with

respect to the 1-electron functions ϕi, one can turn the N -electron Schrödinger equation

into N Hartree-Fock equations :

(1

2
∇2
i −

M∑
α=1

Qα

r̂iα

)
ϕi(~r1) +

N∑
j=1

(∫
ϕ∗j(~r2)

1

r̂12

ϕj(~r2)ϕi(~r1) d~r2

−
∫
ϕ∗j(~r2)

1

r̂12

ϕi(~r2)ϕj(~r1) d~r2

)
= εiϕi(~r1) i = 1...N.

(6)

The Hartree-Fock equations are a set of coupled, non-local, non-linear integro-

differential equations. It is worth noting that the solution for any ϕi depends on

the solutions of all the other ϕj’s. Thus, the equations must be solved iteratively. In

practice, typically the equations are converted into a matrix form and solved via quite
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sophisticated matrix manipulation routines (Szabo and Ostlund, 1996). The Hartree-

Fock energy is obtained as:

EHF
elec =

N∑
i

εi −
1

2

N∑
i=1

N∑
j=1

(∫
ϕ∗i (~r1)ϕ∗j(~r2)

1

r̂12

ϕi(~r1)ϕj(~r2) d~r1 d~r2

−
∫
ϕ∗i (~r1)ϕ∗j(~r2)

1

r̂12

ϕj(~r1)ϕi(~r2) d~r1 d~r2

)
,

(7)

where the energy εi corresponds to the energy of an electron described by the 1-electron

wavefunction ϕi. The Hartee-Fock equations were derived by variational calculus, and

as a consequence, the solution will provide the best possible one-determinant, non-

interacting, independent particle approximation wavefunction ψSD in the average static

Coulomb field, with the corresponding ground state energy EHF
elec.

Electron correlation It turns out that this scheme can attain around 99% of the

total electronic energy. However, it is the missing one percent of the electronic energy

that is often very important for chemical bonding, especially in the case of weakly-

bound molecular clusters. Intuitively, this makes sense: electron-electron correlation

should have a role in the bonding of the clusters. In the literature, there are numerous

methods building on the Hartree-Fock solution which are devised to capture at least

part of the correlation energy. In a way or another, all these methods extend the

Hartree-Fock solution by taking into account some number and combination of excited

Slater determinants (Jensen, 2007). It is evident that for all but the smallest of systems,

the possible combinations of the excitations is huge, and correspondingly, most of the

post–Hartree-Fock methods are computationally very intensive. Currently, the “gold

standard” in the electron correlation of closed-shell systems is the so-called CCSD(T)

coupled cluster method, which considers both the single and double excitations explic-

itly and the triple excitations perturbatively (Pople et al., 1987). Unfortunately, the

computational burden of CCSD(T) is too heavy for most of the clusters under study

here. Instead, two more affordable electron correlation methods were used in papers

I and II: the RI-CC2 coupled cluster method (Hättig and Weigend, 2000) and the

second-order Møller-Plesset perturbation theory RI-MP2 (Weigend and Häser, 1997).

The former takes into account the double excitations in an approximative manner, and

in the latter the electron correlation is treated as a small perturbation on top of the

Hartree-Fock solution. Both of the methods further accelerate the calculations by using

the resolution of the identity (RI) approximation. These methods represent first level

of improvement on the Hartree-Fock energies, and are able to obtain roughly 80-90 %

of the electron correlation energy (Jensen, 2007).
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Density functional theory In addition to the wavefunction based electronic

structure methods, also density functional theory was used to solve the electronic

Schrödinger equation in paper II, and exclusively in papers III and IV. Density func-

tional theory (henceforth DFT) is a very elegant reformulation of the general electronic

structure problem. As can be seen from the Hamiltonian (2), in wavefunction based

methods the key quantities defining the physics are the number of electrons and the

“external potential”: the number, the type and the location of atomic nuclei. In DFT

the key quantity is the total electron density ρ:

ρ(~r1) =

∫
|Ψ(~r1, ~r2, . . . ~rN)|2 d~r2 · · · d~rN , (8)

where Ψ is the total wavefunction of the system3. The number of electrons N is then

obtained as:

N =

∫
ρ(~r1) d~r1. (9)

It turns out that the electron density determines the external potential (Hohenberg and

Kohn, 1964). As the electron density also determines the number of electrons, it then

determines the ground state wavefunction, and with that, the physics of the system – in

the ground state (Parr and Yang, 1989). The physical property which interests us here

is the ground state electronic energy. Now, DFT states that for an interacting many-

electron system, the ground state energy is unambiguously determined by the electron

density. Furthermore, as an N -electron system has 3N degrees of freedom, the total

density is always just a three-dimensional function (neglecting spin). Unfortunately,

there is a catch: although it can be shown that the ground state energy is a functional

of the electron density, this functional is not known. Thus, to make any use of DFT,

one needs to develop approximative energy functionals. In addition to this, typically

the electron density is expressed with the help of auxiliary functions – often with the

very same functions which are used with the wavefunction based methods:

ρ(~r) =
N∑
i=1

|ϕi(~r)|2. (10)

Within the Born-Oppenheimer approximation, the general form of the electronic energy

functional can be expressed as:

E[ρ(~r)] = Te[ρ] + Vext[ρ] + Vee[ρ] + EXC[ρ], (11)

3We assume here that the ground state is non-degenerate and shall not consider the spin degree of
freedom explicitly; neither of these is a problem in DFT, but they make some of the equations more
cumbersome.
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where Te is the kinetic energy functional

Te[ρ(~r)] = −1

2

N∑
i=1

∫
ϕ∗i (~r)∇2ϕi(~r) d~r, (12)

Vext describes in general the interaction between the electrons and some “external

potential” – in this thesis it is the Coulomb potential between the electrons and the

atomic nuclei

Vext[ρ(~r)] =

∫
vext(~r)ρ(~r) d~r, (13)

Vee is the Coulombic repulsion between the electrons

Vee[ρ(~r)] =
1

2

∫
ρ(~r)ρ(~r′)
|~r − ~r′|

d~r d~r′, (14)

and the last term, EXC, takes care of all the exchange and correlation effects – this is

the only unknown term and must be approximated in one way or another. Looking at

expression (11), one realizes that the energy can be readily evaluated once the functions

ϕi are known and the functional EXC chosen. Similarly to the wavefunction based

methods, these functions are found iteratively by solving the Kohn-Sham equations :(
−1

2
∇2 +

∫
ρ(~r′)
|~r − ~r′|

d~r′+ vext(~r) + εXC(~r)
)
ϕi(~r) = εiϕi(~r), (15)

which are derived by variational calculus from the energy expression above. The Kohn-

Sham equations are quite similar to the Hartree-Fock equations (see equation (6)): both

describe the electronic energy of the system, they both are derived in similar ways, and

they must be solved similarly. However, there is one important difference between the

equations. The solution to the Hartree-Fock equations is the ideal non-interacting,

mean field solution, which serves as a starting point for post–Hartree-Fock methods

estimating the electronic correlation. On the other hand, the solution to the Kohn-

Sham equations already contains all the energetic contributions, and consequently,

there is no systematic way to improve the results. From the applicative point-of-view,

this is the main difference between the two electronic structure methods. This also

highlights the role and importance of the exchange-correlation potential

εXC(~r) =
δEXC[ρ]

δρ(~r)
. (16)

in Kohn-Sham equations. Currently, developing and benchmarking exchange-

correlation functionals is an active subdiscipline in the field of electronic structure
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methods. In the literature, there exist truly myriads of functionals, some claimed by

the authors to be very accurate for very specific applications, others more general. It

is indeed a very challenging task to construct a transferable functional which would

perform well throughout the whole spectrum of electronic structure calculations – for

example, the electronic structures in metallic lattices, in hydrogen bonded clusters and

in radical chemistry can be fairly different. Crudely, the functionals can be classi-

fied into two categories depending whether the construction is based on experimental

results or theoretical consistency criteria. However, many modern functionals have

features from both categories (Jensen, 2007). At times, fitting functionals to empirical

data has been greeted with criticism – the opponents argue that the fitting turns DFT

into an empirical model. However, during the last decade, likely the most used func-

tional has been the B3LYP functional (Lee et al., 1988; Becke, 1993; Stephens et al.,

1994). B3LYP is a so-called hybrid functional which combines a fraction of exchage

contribution from Hartree-Fock theory and mixes that to semiempirical correlation

contributions (Jensen, 2007).

In papers III and IV all the electronic structure calculations have been performed

with the PBE functional, devised by Perdew, Burke and Ernzerhof (Perdew et al.,

1996). The PBE functional is a so-called gradient-corrected functional: it depends on

the density and on its first derivative (Jensen, 2007). For illustration, the analytical

form of the PBE functional is shown in the box below. The parameters on PBE have

not been fitted to empirical data, but are based on physical reasoning (Perdew et al.,

1996). In this sense, PBE represents DFT in its “pure” ab initio form. Although PBE

is a fairly old functional, it does perform quite well, especially with hydrogen bonded

systems (McGrath et al., 2006; Kuo et al., 2008) – including also atmospheric clusters

(Elm et al., 2012; Leverentz et al., 2013). In the paper IV PBE is further augmented

with a dispersion correction D3 by Grimme and co-workers4 (Grimme et al., 2010).

Typically, proper description of dispersion forces, which originate from the induced

or permanent dipole-dipole interactions (“long-range correlations”), have been a weak

spot for many density functionals (Jensen, 2007). The D3 correction is computationally

fast and seems to yield robust results (Grimme et al., 2010). Also, in paper II the final

electronic energies were calculated using the wavefunction based RI-MP2 method for

4In paper IV wrong reference is given in this context; the correct one is Grimme, S., Antony,
J., Ehrlich, S., and Krieg, H. (2010). A consistent and accurate ab initio parametrization of density
functional dispersion correction (DFT-D) for the 94 elements H-Pu. J. Chem. Phys., 132:154104;
http://dx.doi.org/10.1063/1.3382344
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the same reason. It should be mentioned that there are also functionals available

which address dispersion interactions directly in the exchange-correlation term (see for

example Dion et al., 2004; Zhao and Truhlar, 2008).

Basis set expansion Common to both types of electronic structure methods is the

need to express the wavefunction or the density in terms of suitable functions. Choosing

an explicit form for the functions ϕi in equations (6) and (15) is called the basis set

approximation (Jensen, 2007). Basically, description of the wavefunction/density of

the system (the unknown before the calculation) is expressed with the help of some

known functions fν(~r) as

ϕi(~r) =
K∑
ν=1

Cνifν(~r), (17)

where Cνi are expansion coefficients. Now the unknown part are the coefficients, and

indeed, solving the Hartree-Fock or Kohn-Sham equations amounts to finding optimal

values for Cνi. Thus it is clear that the better the expansion (17) is able to describe
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the true wavefunction/density, the better are the obtained results. Consequently, there

is another subdiscipline within the electronic structure methods, similar to the density

functional designers, which is devoted in constructing basis sets yielding good results

with a minimum CPU cost. Typically, each of the used fν(~r)s for a molecular system

are a contraction of several Gaussian functions (∝ e−r
2
) mimicking so-called Slater type

functions (or other atomic functions) with an exponential behavior of ∝ e−r. Reasons

for this are practical: even though the Slater functions describe the behavior of elec-

trons more accurately, Gaussian functions are computationally much faster (Szabo and

Ostlund, 1996). The faster decay of Gaussian functions is further dealt with by adding

additional “diffuse” Gaussian functions with smaller exponents yielding wider spread

(Leach, 2001). In molecular systems the electron distribution is seldom spherically

symmetric, most often there are some degrees of polarization. To accommodate this,

also functions of higher angular momentum are added to basis set. Often the various

basis sets are also split between the core and valence electrons, assigning more functions

for the valence electrons.

One could easily think that increasing the size of the basis set would always yield better

results. Roughly, this is the general trend up to a point, especially in the wavefunction

based methods; the more flexible the basis set is, the better it can describe the electronic

structure of the system. However, basis sets are just another level of approximation. For

example, using larger and larger basis set in DFT will not provide more accurate results

in an absolute sense, but only solve the given Kohn-Sham equations with the chosen

exchange-correlation functional better – basis sets don’t do miracles. Furthermore, the

larger the basis set is, the heavier is the computational burden. Thus it would be

desirable to use a basis set which is “just large enough”, so that adding more basis

functions would only have a negligible effect on the quantity of interest. Typically

a smaller basis set satisfies this condition in DFT than in the wavefunction based

methods.

“Which method to use?” is a question with which most open-minded compu-

tational scientists, working with electronic structure calculations, are likely to spend

some quality time. The universal answer might be “Use whatever method which works

for your specific problem!” Unfortunately, this answer has zero information content!

A large fraction of the expertise of a computational scientist consists of understand-

ing whether or not a given method works for a given problem, and finding a suitable

approach leading to trustworthy results. Often there is no foolproof a priori way of
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choosing a method for a problem. Testing, guided by experience and literature, is

typically a must. Consequently, it is of utmost importance to have a general under-

standing of the applicability and nature of the computational results. For example,

it should be kept in mind that finding the best possible result with a given method

is not equivalent to finding “the correct answer” in absolute sense. As argued above,

the Schrödinger equation of atmospheric sulfuric acid clusters cannot be solved ex-

actly. From the point-of-view of a practical theoretical physicist, the exact decimals

in an approximative solution are irrelevant – only clear, robust results have a physical

meaning5. Often this means only order of magnitude accuracy.

2.1 The most important quantity: formation free energy

In papers I and II the machinery of electronic structure methods aims at one goal

only: to calculate the formation free energies for the various clusters studied. However,

the electronic structure calculations only yield ground state electronic energies at the

temperature T = 0 K, not free energies at non-zero temperatures. To obtain free

energies, one must resort to statistical physics – and to further approximations.

Perhaps the most common way to proceed is to first assume that the different ener-

getic contributions are decoupled. In addition to electronic problem discussed above,

molecular systems also have translational, vibrational and rotational degrees of free-

dom. The electronic contribution is commonly taken to be the ground state energy

of the global minimum energy structure. The translational motion of the molecules

or clusters is often taken to be that of ideal gas particles. For the remaining contri-

butions the so-called harmonic oscillator - rigid rotor approximation is quite typically

applied (McQuarrie, 1973; Jensen, 2007). Within this picture, the clusters are treated

as equilibrated ideal gas particles and the effect of non-zero temperature is to cause the

molecular structures to vibrate harmonically about their equilibrium geometries and to

rotate rigidly as a one entity6. More technically, with these assumptions it is possible

to construct the total partition function Ztot for the system simply as a direct product

of the different contributions mentioned above, Ztot = ZelecZtransZvibZrot (McQuarrie,

1973). Once the partition function is known, the sought-after free energies can be cal-

5In the units used in the work of this thesis, energetic differences of several kcal/mol can be
interpreted to be meaningful.

6For simplicity, here the zero-point vibrational energy is included in the thermal corrections.
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culated using statistical physics. The standard formulae used in papers I and II are

given in the box below.

Anharmonicity By far the most significant contribution to the free energies comes

from the ground state electronic energy. The described free energy procedure can

be seen as a sort of an extrapolation from the temperature of T = 0 K to ambient

atmospheric temperatures. In the case of the clusters studied in this thesis, out of

the other, “thermal” terms, often the largest contribution comes from the vibrational

part. Unfortunately, the harmonic approximation is likely the worst one among all

the numerous approximations made along the way from the atomic coordinates to free

energies: it is questionable to what extent the vibrational motion of hydrogen bonded

clusters is harmonic; in some cases the harmonic approximation is known to break

down already for very small cluster sizes (Kathmann et al., 2002, 2007). On the other

hand, the harmonic approximation is fairly good approximation for some systems, such

as for isolated small molecules. However, for the larger systems the approximation is

19



not made out of ignorance, but rather, out of computational necessity – this applies

to all the other approximations described here as well. Several authors have suggested

more elaborate ways to treat the vibrations than the harmonic approximation (see for

example Chaban et al., 1999; Barone et al., 2004). Perhaps the simplest correction

is the scaling of the vibrational frequencies (Scott and Radom, 1996); this approach

is also taken in the paper II. In this scheme, the obtained frequencies are first scaled

by a suitable factor afterwhich they are used in the standard formulae (given in the

box above). In paper II the calculated DFT frequencies were scaled using higher-

level wavefunction based anharmonic frequencies (Kurtén et al., 2007b). The scaling

is an ad hoc correction, which nevertheless can at times improve the “bare” results.

It should be mentioned that typically the simple scaling schemes do not differentiate

between the intra- and intermolecular vibrations. For example, in paper II the largest

anharmonicities arose from the intermolecular vibrations, but the same scaling factor

was used for all the vibrations (excluding the zero-point energies). This approach

likely overestimated the general anharmonicity, and thus led to slightly too negative

formation free energies. Much more sophisticated approach would be to solve the

nuclear Schrödinger equation (3) by considering only the relevant areas of the potential

energy surface, and thus to concentrate exactly on the known anharmonic vibrational

modes (Partanen et al., 2012). Limiting the dimensionality of the potential energy

surface makes it possible to solve the vibrational problem completely for the chosen

modes, yielding physically rigorous view of the vibration and accurate free energies.

Unfortunately, also this approach is much too laborious and computationally costly to

be applied for other than the smallest of clusters7.

In general, obtaining ab initio formation free energies beyond the harmonic approxima-

tion remains a challenge without universally applicable solutions. Ideally, the method

would not only take into account the anharmonicity of the vibrational motion of one

particular cluster structure, but also the contributions of all the possible cluster struc-

tures with a given chemical composition. In practice, this would mean exhaustive

sampling of the cluster configuration-space, but unfortunately, this is beyond the cur-

7The formation of the sulfuric acid monohydrate has been investigated with the described
method. According to preliminary results, the approach yields a Gibbs formation free energy of
∆G ≈ −2.8 kcal/mol at T = 298 K and P = 1 atm. In addition to treating some of the large-
amplitude vibrations in the described sophisticated manner, also other molecular configurations than
the one corresponding to the global minimum energy have been taken into account (personal commu-
nication with Lauri Partanen, February 2014). The simple scaling approach in paper II produced a
slightly more negative formation free energy of ∆G = −2.93 kcal/mol.
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rent computational power, especially on ab initio level. However, there exists a method

which, in principle, is able to describe both the dynamical behavior of the system and

sample the relevant configuration-space at feasible computational cost. This method

is molecular dynamics simulation.
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3 First-principles molecular dynamics simulation:

the real computer experiment

In molecular dynamics simulation, one solves the classical equations of motion of the

system in question (Haile, 1997). That is, one basically8 integrates Newton’s second

law of motion

Fi(t) = MiR̈i(t). (18)

Here Fi(t) is the force felt by an entity i (typically an atom or an atomic nuclei) with

a mass of Mi at the moment of time t, and R̈i is the second time-derivative of the

position vector of the entity. Solving the equations of motion yields the positions and

the velocities of the constituents of the system as a function of time – the phase-space

trajectory of the system. To put it more bluntly: molecular dynamics simulations

show how the system evolves in time. Technically, the phase-space trajectory is a

fundamental quantity in molecular dynamics simulations: it establishes a connection

between the practical simulations and the more abstract statistical physics (Haile,

1997). This is encapsulated in the ergodic hypothesis, which equates the ensemble

average of an observable 〈A(R,P )〉 to its time-average taken over the phase-space

trajectory:

〈A(R,P )〉 = lim
t→∞

1

t

∫ t0+t

t0

A
(
R(τ), P (τ)

)
dτ. (19)

From a practical point-of-view, the simulated system must sample the available phase-

space efficiently for equality (19) to hold. It should be noted that a general proof of

the ergodic hypothesis is lacking. However, since the first publications on molecular

dynamics simulations almost 60 years ago (Alder and Wainwright, 1957, 1959, 1960),

an ever-growing mass of scientific work has shown that the time-averages from the

simulations can be successfully used to obtain estimates for physical observables. How

successfully, depends on the phase-space sampling and on the physical description of the

system: essentially, how the forces are calculated in equation (18). In general, most of

the molecular dynamics investigations use pair potentials to calculate the forces driving

the dynamics of the system. Typically these pair potentials are constructed using

empirical results, high-level electronic structure calculations and physical reasoning

(Leach, 2001). For example, in paper II pair potentials were constructed9 and used

8However, in practical simulations, more convenient formulations are typically used.
9The potentials were constructed according to the standard OPLS-AA routine (for details, see

Jorgensen et al., 1996).
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to sample the cluster configuration space prior to the electronic structure calculations

(see section 4). The attractive feature of the pair potentials is the relatively light

computational burden, especially in comparison to ab initio methods. This enables

long simulations of large systems, making the physical interpretation of the simulations

robust. Pair potentials can also be very accurate when used to study the problem they

were designed to describe – the accuracy can be even further increased by considering

N -body interactions whereN > 2. However, using pair potentials outside their specific

scope can lead to nonsensical results. The main drawback of most of the pair potentials

is their inability to describe chemical reactions, such as proton transfer. Unfortunately,

proton transfer happens to have a very significant role in the life of atmospheric sulfuric

acid clusters. To describe the dynamics of these clusters more realistically, one would

need a method sophisticated enough to account for the possible changes in the electronic

structure of the system on the fly. Essentially, this means using quantum mechanics

to calculate the interactions and the resulting forces within the system10. In papers

III and IV, this approach was taken in the form of Born-Oppenheimer first-principles

molecular dynamics simulations (BO-FPMD).

In these simulations the atomic nuclei of the molecules are treated as classical point-like

particles (similarly to the pair potential simulations), but the forces between the nuclei

are determined from the electronic structure, which is solved using the first-principles

methods described in section 2. In the simulations of papers III and IV the electronic

structure of the clusters was solved using density functional theory – in principle it

would be possible to use wavefunction methods just as well. As mentioned, solving

the electronic structure within the Born-Oppenheimer approximation gives the ground

state energy of the system corresponding to the particular spatial nuclear configuration.

The forces can then be obtained by the derivative of the energy with respect to the

nuclear coordinates (Marx and Hutter, 2009):

Fi(t) = −∇Ri
E(R; t) . (20)

Once the forces are known, the equations of motion can be integrated forward in time.

The BO-FPMD scheme proceeds as follows: assume a set of nuclear coordinates and

velocities at the instant of time t, say R(t) and V (t), respectively. The nuclear positions

10It is possible to construct reactive potentials (see for example van Duin et al., 2001). Also some
semiempirical methods, such as the PM3 (see for example Morpurgo et al., 1998), or the so-called
density-functional tight-binding method are able to describe the dynamics much better than the
simplest pair potentials (see for example Porezag et al., 1995; Ohta et al., 2008).
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are known and thus one can evaluate the ground state energy E(R; t). From the energy,

one can then obtain the forces at this particular configuration. Knowing the velocities

of the atoms in the system and the forces acting on them, integrating the equations of

motion yields a new set of coordinates and velocities, R(t + ∆t) and V (t + ∆t). Here

∆t is the timestep used in the integration – how far in time the system is propagated

in one step. Then one solves the electronic structure again at the new nuclear con-

figuration R(t+ ∆t), calculates the forces arising from the new energy, and integrates

the system forward in time another ∆t. The procedure continues until the dynamical

behavior of the system is solved. In papers III and IV a timestep of ∆t = 0.5 fs

was used. One femtosecond (0.000 000 000 000 001 s) is a very short passage of time.

However, in first-principles simulations the timestep cannot be much longer, as the

used timestep should be clearly shorter than the fastest molecular movement in the

system – a timestep 10 to 20 times shorter than the fastest molecular vibration should

provide smooth dynamics. On the other hand, it is quite difficult to draw any physical

conclusions based only on simulations of some femtoseconds – necessarily picosecond

scale should be reached. In paper III equilibrium simulations were run for 35 ps for

each of the studied clusters. Although this is still very short time in an absolute sense,

it is quite a respectable length for first-principles molecular dynamics simulation. As-

suming it takes 30 seconds to calculate one timestep (realistic estimate for large enough

cluster using several processors on a current high-performance supercomputer11), the

needed 70 000 steps would take roughly 25 days of continuous computations! This

example demonstrates the main bottleneck in these types of simulations: heavy com-

putational burden. Consequently, the possible system sizes and simulation lengths are

considerably smaller and shorter than in pair potential simulations. It should be also

noted that in practice this sets limits for the sophistication of the electronic structure

calculations: in the first-principles molecular dynamics simulations one is not able to

perform as accurate energy calculations as in the static approaches. However, with

careful phrasing of research questions the first-principles simulations can shed unique

insight into the physical properties of various systems – insight beyond other theoret-

ical tools or experimental methods. Essentially, first-principles molecular simulations

are as close as one can get to a “real” computer experiment.

A few comments considering the general molecular dynamics simulation procedure are

11For example, in paper III the calculation of one timestep for the cluster of two sulfuric acid and
two dimethylamine molecules took roughly 40 seconds parallellized on 24 Intel Xeon EP X5660 2.8
GHz processors.
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in order – applicable also to the BO-FPMD simulations. In practical simulations, the

user must decide how the interactions between the atoms/molecules are handled at

large distances. For example, if one wishes to investigate a bulk system, typically

periodic boundary conditions are used in one or more directions. In such a simulation

the primary simulation cell (the box containing the system) is replicated periodically.

Thus the closest neighbor for some atom/molecule might be in the periodic image cell,

yielding infinite bulklike circumstances (Haile, 1997). On the other hand, simulating

isolated systems, as in papers III and IV, care must be taken to ensure that no artificial

“boundary effects” arise. Basically, the electron density should vanish smoothly before

the boundary of the simulation cell is reached. In papers III and IV, a simulation cell of

20 Å × 20 Å × 20 Å was used and the long-range interactions were treated according to

the scheme by Martyna and Tuckerman (1999). Also, the integration of the equations

of motion is computationally a fairly sophisticated process. In the literature there are

several possible schemes of integration. In this thesis the velocity Verlet algorithm

(Swope et al., 1982) was used12. This algorithm propagates the positions Ri and the

velocities Vi as follows:

Ri(t+ ∆t) =Ri(t) + ∆tVi(t) +
∆t2

2Mi

Fi(t)

Vi(t+ ∆t) =Vi(t) +
∆t

2Mi

[Fi(t) + Fi(t+ ∆t)]

(21)

The velocity Verlet algorithm is a relatively simple integrator and it is known to provide

robust long-time stability (Tuckerman, 2010).

3.1 The most important feature: molecular movement

As mentioned, the key quantity in molecular dynamics is the phase-space trajectory.

More specifically, in the simulations of atmospheric clusters the most interesting feature

to observe is the simulated molecular movement under the approximated forces of

nature. This is the special asset distinguishing first-principles molecular dynamics

from other ab initio methods, such as the static electronic structure calculations or

Monte Carlo simulations.

12Actually, in paper III a slightly modified version was used due to the subtleties related to the
temperature control.
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Microcanonical ensemble The molecular dynamics procedure described so far de-

scribes the dynamics of an isolated system. Such a system is characterized by the

conservation of three quantities: the number of particles, the volume they are allowed

to occupy, and the total energy. The first two requirements are easily fulfilled by

specifying the system, and all reasonable integrators conserve the total energy13. Here

the total energy of the system is the sum of the kinetic energy of the atomic nuclei

and the potential energy of the system. The latter is the electronic ground state en-

ergy. In other words, the dynamics of an isolated system obeys the simple Hamiltonian

H(R,P ):

H(R,P ) =

Nnuclei∑
i=1

P2
i

2Mi

+ E(R). (22)

The physics of an isolated system thus corresponds to statistical mechanics in the

microcanonical ensemble. From the simulation point-of-view this yields the “purest”

kind of dynamics: the molecular movement is governed only by the conservation of the

total energy. In paper IV, the formation dynamics of small sulfuric acid clusters are

investigated using microcanonical simulations (see more in section 4.3).

Canonical ensemble However, the conditions in atmospherically relevant molecular

clustering are perhaps never such that the number of particles, the volume where

they roam and the total energy are “conserved”. On the other hand, macroscopic

thermodynamic parameters, such as temperature or pressure are typically known. Thus

it would be desirable to run simulations which correspond to these exterior conditions

on a molecular level. For example, in constant-temperature simulations the average

atomic velocity of the system should agree with the desired temperature. It turns out

that there are several consistent ways to extend the Hamiltonian of the system to match

various external conditions. In paper III the dynamics of atmospheric clusters are

investigated keeping the temperature constant (in addition to the number of particles

and the volume). In this case the Hamiltonian of the system was extended according to

the so-called Nosé-Hoover chain thermostatting scheme (Martyna et al., 1992; Tobias

et al., 1993):

HNHC = H(R,P ) +

Nchain∑
j=1

Ndof∑
k=1

p2
ηj,k

2Wj

+
3Nnuclei

Ndof

kBT

Ndof∑
k=1

η1,k + kBT

Nchain∑
j=2

Ndof∑
k=1

ηj,k. (23)

13None of the numerical integrators conserve the total energy perfectly. However, robust integrators,
such as the velocity Verlet, can conserve the total energy with a good accuracy.
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Here H(R,P ) is the physical Hamiltonian from equation (22), ηj,k and pηj,k are dynam-

ical “thermostatting chain” variables, coupled to each other and to the actual physical

variables R and P . Wj are thermostatting parameters defining the strength of the

temperature control. Nchain sets the length of the chain(s) and Ndof specifies whether

or not there is one chain for the whole system, one for each atomic nucleus or, most

extensively, one for each cartesian degree of freedom. In the paper III the last option

for Ndof was chosen together with a chain length of three. It can be shown that the

Hamiltonian HNHC produces the correct canonical distributions for all the physical co-

ordinate and momentum variables – and maintains these very robustly (Tuckerman,

2010). Such a simulation samples the canonical ensemble, and accordingly, describes

how the clusters behave in thermal equilibrium (see more in section 4.2).
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4 Using ab initio tools to investigate the first steps

of atmospheric new-particle formation

Atmospheric new-particle formation is a particularly interesting example of a meso-

scopic phenomenon. It is a genuine many-body problem, starting from the realms of

quantum mechanics and extending to size ranges where classical physics can be safely

applied. In part, it is exactly this cross-over nature of the phenomenon which makes

it very challenging to study, both experimentally and theoretically.

On the theoretical side, brute force ab initio research is constrained by limitations in

system sizes and timescales. Unfortunately, these limitations are met rather fast: first-

principles simulation of some tens of picoseconds of a cluster of ten or so molecules is

already on the large end of the spectrum. Currently, modelling the entire formation pro-

cess from individual molecules up to stable particles is out of reach. Although this type

of straightforward approach “put molecules in a box, observe what happens” is attrac-

tive in its directness, it might not be necessary. Large enough particles which behave

classically can be treated with more approximative methods. For example, classical

nucleation theory performs decently well within its area of applicability (Merikanto

et al., 2007; Wix et al., 2010). Perhaps a suitable framework to investigate the en-

tire new-particle formation process could be constructed by merging microscopic and

macroscopic methods. However, such a grand framework is still to be composed, and

until then, the small and large scale results must be combined in an ad hoc fashion.

The research presented in this doctoral thesis contributes to the understanding of the

small scale processes. The work concentrates on small sulfuric acid clusters – on the

properties of these clusters and on the very first steps of their formation. The rest of

this section explores how the first-principles tools reviewed in sections 2 and 3 can be

used to achieve this.

4.1 Electronic structure calculations indicate trends robustly

As mentioned in section 2.1, the most important quantity to obtain from the electronic

structure calculations is the formation free energy of the cluster in question. In the

atmospheric context, often the Gibbs formation free energy ∆G is used, corresponding

to known exterior conditions of pressure, temperature and number of particles (see the
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Figure 2: Simplified flowchart showing how the electronic structure calculations and

the first-principles molecular dynamics simulations have been used to investigate at-

mospheric clustering in this thesis. (a) In the electronic structure calculations the

global minimum energy cluster is searched (1) by solving the Schrödinger equation; (2)

formation free energies are calculated based on the properties of the minimum energy

clusters; (3) physical conclusions are drawn from the formation free energies. (b) Also

in the first-principles molecular dynamics simulations the electronic structure of the

clusters is obtained (1) by solving the Schrödinger equation; (2) the forces driving the

evolution of the system are determined from the electronic structure; (3) the clusters

are then propagated forward in time and a new cluster configuration is obtained; (4) the

procedure continues for several picoseconds (5) incrementally acquiring the phase-space

trajectories; (6) finally, physical conclusions are drawn from the trajectories.
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information box in section 2.1). The underlying assumption is that the formation free

energy serves as an indicator of the cluster stability. It is further assumed that the

most stable cluster for a given molecular configuration is the one “appearing in the

atmosphere”. In other words, it is assumed that the properties of this cluster are good

enough approximations of reality. Basically, this means assuming that the most stable

clusters dominate the respective cluster distributions14.

From nuclear coordinates to free energies With these assumptions, and utiliz-

ing the electronic structure methods described in section 2, the physical problem turns

into the computational problem of finding the minimum of ∆G. Effectively, this means

finding the minimum free energy configurations for all the participating species. Sur-

prisingly, there does not exist a general, infallible and universally applicable method to

achieve this. Finding the minimum energy configurations for clusters of few molecules

is usually fairly simple task using just bare intuition. For example, in the clustering

of two small molecules there are only a handful of possible bonding patterns, and it

is an easy job for a person with adequate amounts of physical and chemical intuition

to find out which one minimizes the ground state energy of the complex. However, as

the system size grows, predicting the most stable cluster becomes difficult. This is due

to simple combinatorics: the number of possible and energetically equally good cluster

configurations becomes large quite fast.

A typical solution to the problem is to start with a large set of cluster configurations

and to narrow the pool of clusters incrementally by finding the best structures with

increasingly sophisticated (electronic structure) methods. In paper II, pair potential

molecular dynamics simulations were used to construct a pool of clusters for sulfuric

acid - ammonia/dimethylamine - water systems. This was done by three-step simulated

annealing. First, all the clusters were simulated at a high temperature of T = 1500 K,

starting with a random initial configuration. The idea of these high-energy runs was to

explore the configuration space as thoroughly as possible. Then, taking the configura-

tions from the T = 1500 K simulations, the molecules were cooled down by simulations

at a lower temperature of T = 200 K in order to form actual bonded clusters. Fi-

nally, the clusters were simulated at a temperature of T = 0.1 K to reach an energetic

minimum. The end-product of the last simulations were then taken as initial guesses

14The applicability of this assumption can be tested for example by taking into account several local
minimum energy structures in addition to the one global minimum energy cluster configuration and
Boltzmann averaging the energies (Temelso et al., 2012).

30



for the geometry optimization based on electronic structure methods. As thorough

configuration-space sampling using ab initio methods is computationally unattainable,

the much faster pair potential simulations provide a convenient way to generate initial

structures. Although the physics in these simulations is described at a more approxi-

mative level, it is likely that the obtained clusters are fairly decent starting guesses for

the more sophisticated treatment.

In finding the most stable clusters, the large variety of possible electronic structure

methods can cause further complications. Unfortunately, different methods can and do

disagree on which configuration of the nuclear coordinates yields the lowest electronic

energy. In practice, this means that for example the different density functionals each

predict “the best cluster” to be slightly different, typically deviating in bond lengths

and angles. Moreover, especially in DFT there is no straightforward way to evalu-

ate which one is the most accurate method. Often the DFT results are benchmarked

against high-level wavefunction based methods, which should find the “correct” cluster

eventually. Unfortunately, the computational burden of these calculations is typically

much too high to be used to optimize atmospheric sulfuric acid clusters. Finally,

the computational performance should be evaluated against experimental results when

possible. The experimental determination of formation free energies is extremely chal-

lenging, and for example, for sulfuric acid - amine clusters no direct experimental free

energy values are available15.

It should be stated explicitly that the previous concerns are not disparaging comments,

but rather, remarks elucidating that to obtain the one desired number, ∆G, more than

“just one calculation” is required. In general, the free energy calculations based on

electronic structure methods are on a level of sophistication, where they can offer new

physical insight on the first steps of atmospheric new-particle formation. Clear trends

observed in the calculated formation free energies are very likely to convey reliable

information about the real world.

For example, in paper I the described free energy scheme was used to investigate the rel-

ative stabilities of various (sulfuric acid/bisulfate ion)(amine) clusters in comparison to

the (sulfuric acid/bisulfate ion)(ammonia) cluster. Based on the obtained free energies,

it could be concluded that amines enhance the clustering clearly more effectively than

15Beside the experimental formation free energies, for example cluster structures or vibrational
spectra would establish a direct comparison with the experiments. For sulfuric acid - amine clusters
studied here, also this data is still to be measured.
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the “standard candidate” ammonia. In paper II, the work was continued by studying

the effect of water on the relative stabilities of (sulfuric acid)(ammonia/dimethylamine)

clusters. As sulfuric acid is most probably hydrated in atmospheric conditions (Kurtén

et al., 2007b; Temelso et al., 2012), it is important to investigate the role of water in

the clustering process. Again, based on calculated formation free energies, it could be

concluded that dimethylamine enhances the very first steps of cluster growth better

than ammonia also in the presence water.

Evaporation rates Nevertheless, the formation free energies of small clusters are

conceptually fairly abstract. What would it mean in practice that the cluster A is 4.3

kcal/mol more stable than the cluster B? Perhaps a more intuitive interpretation for

the formation free energies can be obtained by using concepts of cluster kinetics. First,

assuming that a detailed balance holds between the formation and breaking up of a

cluster of composition (i + j) from the clusters (or monomers) i and j, and further

assuming equilibrium conditions, one can solve the evaporation rate (in units of 1/s) for

the reaction in terms of the formation free energies:

γij = βij
cicj
c(i+j)

= βijcref exp

[
∆G(i+j) −∆Gi −∆Gj

kBT

]
. (24)

Here γij is the evaporation/fragmentation rate of a molecule/cluster i from the cluster

(i+ j), βij is the collision rate of the entities i and j, cx are the concentrations and the

∆Gx are the formation free energies of entities x at the temperature T . The reference

concentration cref corresponds to the conditions where the formation free energies are

calculated and effectively cancels out the pressure dependence from the expression16.

Thus, according to the equation (24), other things being equal, the 4.3 kcal/mol more

stable cluster A would have more than three orders of magnitude smaller evaporation

rate than the cluster B at the temperature of T = 300 K. Converting the obtained

free energies into evaporation rates can indeed give a fresh auxiliary perspective to the

energetics of the system (Ortega et al., 2012, 2014).

Kinetic modelling The calculated evaporation rates can be further applied in the

kinetic modelling of the cluster concentrations (McGrath et al., 2012). The time-

evolution of the concentrations is dictated by a set of coupled differential birth-death

16The reference concentration cref is related to the pressure P as cref = P/kBT . Only the entropic
contribution of the translational motion has pressure dependence in the free energy calculation scheme
outlined in section 2.1, and shown in the information box there.
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equations

dci
dt
∝
∑
jk

βjkcjck +
∑
jk

γjkcj −
∑
j

βijcicj −
∑
j

γijci + (sources)− (sinks) , (25)

where ci, the concentration of the cluster i, is increased by the collisions and evap-

orations leading to this cluster composition (the first two terms, respectively) and is

decreased by cluster i colliding with other clusters or fragmenting into smaller sizes

(the next two terms, respectively). In addition to these elementary processes, there

are usually additional sources and sinks for the monomers and/or clusters as well. For

equations (24) and (25) to hold, it must be assumed that equilibrium holds on a molec-

ular level. In other words, it is required that the dynamics of the cluster concentrations

take place on timescales where the actual molecular level processes have reached an

equilibrium. This ensures that the most stable clusters have been found, thus legit-

imizing the use of evaporation rates obtained from the static free energy calculations.

Probably the most appealing feature in the described kinetic modelling approach is the

connection it establishes from the ab initio formation free energies to the real-world

observables, such as the particle formation rate. Importantly, this connection seems to

be working. Comparison between numerical modelling (using equations (24) and (25)

with hard-spheres collision rates) and a recent state-of-the-art laboratory experiment

revealed a very good agreement in estimating the particle formation rate in sulfuric

acid - dimethylamine and sulfuric acid - ammonia systems. The modelling captured

robustly the qualitative features of the formation rate as a function of the concentra-

tions of the participating species – even the quantitative accuracy was decent (Almeida

et al., 2013). Also, the modelled steady-state cluster concentrations compare well with

experimental results (Olenius et al., 2013).

The good performance of the modelling suggests that the outlined approach, based on

the formation free energies calculated with electronic structure methods, can indeed

be used to give (at least) qualitatively reliable results. From the point-of-view of the

scientific discovery process, this is a quite pertinent detail. The electronic structure

calculations are typically much faster and cheaper, and are generally more convenient

to carry out than experimental campaigns. This renders the theoretical tools essential

for testing new ideas, predicting trends and providing qualitative explanations.

However, to obtain insight on the dynamics on a molecular level, and to validate

and test the various assumptions and approximations, one must resort to molecular

dynamics simulations.
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4.2 Equilibrium simulations reveal the effect of temperature

In the Earth’s atmosphere, the small clusters collide continuously with the air

molecules, mainly with N2 and O2. On the free energy scheme described above, it

is implicitly assumed that these collisions keep the clusters in equilibrium and that the

equilibrium properties can then be represented by those of the minimum free energy

clusters. In molecular dynamics simulations this assumption could be tested explic-

itly by modelling the thermalization process by carrier gas collisions (see for example

Wedekind et al., 2007). However, in practice the computational burden to perform

these kind of simulations using first-principles energy calculations is much too high.

Luckily, the extended Hamiltonian approaches, such as the Nosé-Hoover chain method,

provide an indirect way to investigate the dynamics under equilibrium conditions. For

example, in the constant-temperature simulations in paper III, the effect of the carrier

gas collisions on the molecular movement of the clusters is approximated by ther-

mostatting the atomic velocities to the desired temperature17. At first sight this might

seem artificial. However, also in the real atmosphere the thermalization of the clus-

ters by collisions with the inert air molecules happens by exchanging kinetic energy.

Depending on the system and how far it is from the dynamical equilibrium, the ther-

malization by carrier gas collisions might be a very slow process – that is, it might

require a huge amount of collisions to reach the equilibrium. On the other hand, under

the standard conditions the small clusters collide with the air molecules roughly once

in every hundred picoseconds – 1010 times in one second. Thus, the Nosé-Hoover chain

thermostatting might not be that bad approximation of the dynamical equilibrium af-

ter all. However, it must be kept in mind that the thermostatting alters the natural

dynamics of the system.

To obtain physically meaningful results from the canonical simulations, first a dynam-

ical equilibrium must be reached. This means that the potential energy of the system

should oscillate around a stabilized value. Depending on the system and the starting

configuration (the initial phase-space point), this might happen almost immediately or

require lengthy simulations. Unfortunately, there is no way to ascertain that a stable

equilibrium has been reached. It is part of the simulator expertise to estimate whether

17The temperature and the velocities obey the well-known proportionality T (t) ∝
∑

i Vi(t)2. It
could be mentioned in passing, that it is fairly simple just to scale the velocities to obtain the desired
temperature. However, the simple velocity scaling methods do not typically produce the proper
canonical distributions, and consequently, the connection to the thermophysical properties is lost.
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or not the equilibrium has been found.

Once the equilibrium has been found, the constant-temperature first-principles molec-

ular dynamics simulations provide a logical continuation to the static free energy cal-

culation scheme outlined in the previous subsection. Among the end-products of the

∆G calculations are the nuclear configurations of the most stable clusters. These serve

as excellent starting points for the simulations probing the stability and the dynamics

of the clusters: what happens when the thermal motion is turned on?

Dynamical equilibrium properties When the kinetic energy is explicitly consid-

ered, the concept of “the most stable cluster” generalizes to a distribution of cluster

geometries corresponding to the simulation temperature. No longer are the clusters

characterized by the exact minimum energy nuclear coordinates, but by distributions of

average distances. Perhaps the first thing to observe in the simulations of atmospheric

clusters is how much the dynamical equilibrium structures differ from the static mini-

mum ∆G geometries. If the bonding patterns turned out to be significantly different,

this would indicate that the static ∆G cluster configuration is not a good approxi-

mation for the particular system at non-zero temperature. For example, in paper III

stable (sulfuric acid)(ammonia/dimethylamine) clusters were taken from the literature

(Ortega et al., 2012) and simulated at the temperature of T = 300 K. In the sim-

ulations the bonding patterns were observed to be close to those obtained from the

static calculations. The clusters exhibited quite pronounced thermal oscillations, and

even concerted rotations, but in general, all movement happened about the equilib-

rium bonding patterns. This is likely due to the nature of the clusters: the proton

transfer patterns from sulfuric acid to the base molecules set quite stringent criteria

for the possible moderately strong hydrogen bonding patterns, which then “lock” the

geometries of the clusters.

However, it is not at all evident that the proton transfer predicted by the static cal-

culations would hold throughout the dynamical simulations. Canonical first-principles

molecular dynamics simulations enable the inspection of the proton control during the

equilibrium (Anderson et al., 2008). Indeed, in paper IV in an equilibrium simulation

of the (sulfuric acid)1(dimethylamine)1 cluster at T = 300 K, the amine controlled

the proton 93 % of the time, whereas analysis based on the static calculations would

predict a 100 % proton control for the amine. However, by adding just one water

molecule to the cluster increased the amine proton control share practically to one

hundred percent, even in the dynamical equilibrium simulations.
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In addition to the distribution-view, where the time dimension is abstracted away, the

simulations naturally offer a time-evolution-view of the properties, showing for exam-

ple the oscillation period for a certain distance. Importantly, the simulations are able

to provide insight into the characteristic molecular level time scales. In the context of

the current thesis, the most interesting observables in this category are the molecu-

lar vibrations. As the electronic structures are also available from the first-principles

simulations, the electric dipole moment can be used to investigate the molecular vibra-

tions. The electric dipole moment contains contributions from both the movement of

the atomic nuclei and from the electronic structure of the system, and consequently,

it is very sensitive to the thermal motion. Thus, the autocorrelation of the dipole mo-

ment measures the characteristic vibrational time scales of the cluster – transforming

the autocorrelation function into frequency domain then yields a vibrational spectrum.

The spectra obtained via this machinery shows the vibrational motion of the clusters

beyond the harmonic approximation18. This is exciting, as the simulated spectra can be

directly compared to experimental spectra, and, to the spectra calculated via the static

electronic structure methods with the harmonic oscillator - rigid rotor approximations.

In paper III the latter are compared to the BO-FPMD spectra in the case of various

(sulfuric acid)(ammonia/dimethylamine) clusters. The results clearly indicate that the

thermal motion of the clusters differs from purely harmonic motion.

The constant-temperature equilibrium simulations sample the canonical ensemble and

thus there is a connection between the simulations and thermodynamical quantities.

For example, the isochoric heat capacity CV can be obtained with the help of potential

energy fluctuations as

CV = 〈(∆E)2〉/kBT
2, (26)

where 〈(∆E)2〉 is the variance of the potential energy. The temperature T is pro-

portional to the kinetic energy, and thus the heat capacity CV measures the interplay

between the potential and kinetic energies. Paper III also compared the heat capacities

obtained from the dynamic simulations to those from the static calculations. It was

observed that the heat capacities deviated the more the larger the system size was –

likely due to the underestimation of CV by the static methods. The main contribution

to the static heat capacities comes from the vibrational frequencies, and it is known

that the larger the system size is, the worse the harmonic approximation grows, at least

18It should be kept in mind, however, that within the BO-FPMD simulations the atomic nuclei
are treated classically – in some cases the quantum nature of the nuclei (particularly the quantum
tunnelling of protons) can have a crucial role.
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for smallest clusters (Kathmann et al., 2007). The heat capacities provide yet another

indicator showing that to realistically describe the clusters at non-zero temperatures,

more accurate static methods are called for.

Entropic properties The effect of the observed anharmonicity on the most impor-

tant quantity, ∆G, is very difficult to estimate. This is because the entropic properties

cannot be directly evaluated from the simulations as an average over the phase-space

trajectory19. Nevertheless, the entropic contributions are present in the simulations

as the previous examples of the anharmonicity illustrate. Even though the free en-

ergies, or other entropic properties, cannot be obtained from single simulations, their

derivatives can be. For example, the isochoric heat capacity CV can be expressed as a

derivative of the entropy S

CV = T

(
∂S

∂T

)
N,V

, (27)

and by combining several simulations performed at different temperatures, it is possible

to obtain the change in entropy ∆S by integration

∆S =

∫ T

T0

CV(T ′)

T ′
dT ′. (28)

Similar integration schemes can be constructed for other entropic quantities as well.

However, as it currently takes roughly a month of continuous computations to obtain

one data point needed for the integration, it is clear that the first-principles molecular

dynamics simulations cannot be the main tool to obtain free energies. In the atmo-

spheric formation free energy context, these simulations could be used to study the

general trends and characteristics arising from the more complete phase-space sam-

pling – for small illustrative clusters.

4.3 Collision simulations describe the formation dynamics in

detail

It is tempting to contemplate that the first-principles molecular dynamics simulations

show us what one would see through an imaginary (and very powerful) magnifying glass

observing the small atmospheric clusters. In this picture, the canonical simulations

19Typically, entropy is proportional to the logarithm of the volume of the entire accessible phase-
space.
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would represent some sort of a time-lapse movie, showing an average view of the clusters

where the air molecules maintaining the equilibrium molecular movement have been

abstracted away20. However, the microcanonical simulations would show us the real

thing!

The microcanonical simulations, governed by the Hamiltonian (22), model the dy-

namics in a most unperturbed fashion. This renders the microcanonical simulations

well-suited for investigating the dynamics of atmospheric clustering on a molecular

level.

Clustering is a non-equilibrium process In the static ∆G calculations, it is as-

sumed that both the formed cluster and the molecules forming the cluster are perfectly

equilibrated in accordance with a given temperature throughout the process. Also, in

the equilibrium canonical simulations the thermostatting ensures that the nuclear ve-

locities correspond to the given temperature. However, molecular clustering is in fact

a rather dynamic non-equilibrium process. By definition, in the clustering the system

finds a new, more negative state of potential energy – and the kinetic energy must

increase accordingly. Colloquially, the clustering process releases heat. As described

earlier, the atmosphere is likely to absorb the released heat but this might take numer-

ous collisions with the air molecules. Even in the case of a relatively fast thermalization,

the newly-formed cluster has to cope with the “extra” kinetic energy for several hun-

dreds of picoseconds. What happens to the clusters during this time? In paper IV, this

was investigated in the case of (sulfuric acid)1(water)0,1 + (dimethylamine)1 clustering

by direct collision simulations in the microcanonical ensemble.

According to the simulations, in the clustering of sulfuric acid with dimethylamine,

a proton transfer takes place – this is in agreement with static calculations as well.

The transfer lowers the potential energy of the complex by several kcal/mol, increasing

the kinetic energy by the same amount. The inability to dissipate the released energy

leads to a very dynamic cluster configuration after the initial transfer; on average, the

dimethylamine controlled the proton only 76 % of the time. Correspondingly, also the

20In fact, the botanist Robert Brown must have seen something similar with an actual powerful mag-
nifying glass (optical microscope) while discovering the random, brownian motion of pollen particles in
water – and indirectly confirming the existence of molecules. In reality, the imaging of covalent bond
structure in single-molecule chemical reactions starts to be possible via atomic force microscopes (de
Oteyza et al., 2013). However, with bare human eyes this will not be possible without rather curious
future evolution.
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structure of the cluster was continuously evolving, and in general, it was different from

the static or dynamical equilibrium geometry. The addition of one water molecule,

initially bound to the acid, altered the formation dynamics by introducing additional

easily accessible degrees of freedom. Based on the simulations, the slightly larger

system is better able to accommodate the released energy, leading to a less dynamic

structure. In this case the amine controlled the proton for 88 % of the simulation time.

However, it should be kept in mind that the released kinetic energy still remains in the

cluster. Perhaps this entails that the phase-space is explored more effectively, and that

the inevitable collisions with the carrier gas then lead to the dynamical equilibrium

in an orderly fashion, somewhat akin to the simulated annealing process described in

section 4.1. On the other hand, the “kinetically exited” clusters might be more prone to

evaporation/fragmentation upon a collision with a carrier gas molecule with a suitable

speed and direction. Based on both the equilibrium and collision simulations, the

spontaneous evaporation of a sulfuric acid molecule from the small cluster of (sulfuric

acid)1(dimethylamine)1 is likely to be a very rare event – free energy change in the

evaporation is large and positive. Such an event would raise the potential energy of

the system significantly and consequently radically lower the kinetic energy. From

the phase-space point-of-view, the evaporation would effectively freeze the molecular

movement of the small cluster and correspond to a vanishingly improbable state of the

system. It is likely that most of the evaporation events are connected with external

kinetic energy change, at least in the case of the small cluster of sulfuric acid and

dimethylamine.

Sticking factor & cluster rearrangement Most of the collisions in atmospheric

clustering are not likely to be perfectly inelastic. Microcanonical collision simula-

tions provide means to investigate the sticking factor in molecular collisions, at least

for small systems. In paper IV, the sticking factor in (sulfuric acid)1(water)0,1 +

(dimethylamine)1 head-on collisions was observed to be unity. These collision simula-

tions are particularly susceptible for sticking factor investigations: for these systems

there are only a handful of primary collision geometries and the proton transfer reac-

tion constitutes a good metric for the sticking by clearly indicating complex formation.

Both of these alleviating factors are lost in the subsequent cluster growth. What is

more, the cluster rearrangement is very likely going to have an even more important

role for larger clusters. Especially in the cluster-cluster collisions, or in the cases where

sulfuric acid collides with a cluster which is already satisfied with respect to proton

transfers, the rearrangement into the global dynamical minimum energy cluster con-
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figuration might be very slow – or might not happen at all.

These possibilities and dynamical features serve to remind us on the very complex

nature of the clustering process. To deepen our understanding of the clustering on the

elementary, molecular level, the described dynamical effects must be fully accounted

for. Currently, first-principles molecular dynamics simulation is perhaps the most

promising tool to achieve this in practice.
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5 Impact of the work and future directions

Theoretical calculations providing experimentally testable predictions are perhaps the

most valuable contribution that practical theoretical physics has to offer. The research

presented in this doctoral thesis proposed that the amine compounds are likely to

have a strongly enhancing role in the first steps of sulfuric acid driven new-particle

formation in atmospheric conditions. This prediction, based on electronic structure

calculations, was later further quantified in closely related computational work (Ortega

et al., 2012; McGrath et al., 2012), and more importantly, also observed in experimental

investigations (Berndt et al., 2010; Smith et al., 2010; Zhao et al., 2011; Erupe et al.,

2012; Yu et al., 2012; Zollner et al., 2012; Bzdek et al., 2012; Almeida et al., 2013;

Berndt et al., 2014).

The amine-enhanced sulfuric acid clustering leading to the formation of stable, mea-

surable aerosol particles, is the first mechanism yielding particle formation rates com-

parable to the rates typically observed in ambient measurements in pristine locations

(Almeida et al., 2013). This does not, however, imply that the mechanism would ex-

plain all the ambient observations – or even a significant fraction of the experimental

data. Nevertheless, it is very likely that whenever sulfuric acid and amines encounter in

the atmosphere, they will cluster rather efficiently and produce aerosol particles. There

are some practical implications. In addition to monitoring the sulfuric acid concentra-

tions, or the precursor SO2 concentrations, it is also important to monitor the ambient

amine concentrations and their trends. For example, if the so-called amine scrubbing

mechanism (Boot-Handford et al., 2014) becomes more frequently used in carbon cap-

ture, the ambient amine concentrations can be expected to rise in the vicinities of

fossil-fuel power plants.

The dynamics of small atmospheric clusters are very complex, and the work uncovering

the consequences stemming from the molecular level motion has just begun. The

presented first-principles molecular dynamics investigations represent steps towards a

more elementary understanding of the clustering process – understanding beyond the

reach of the current experimental tools. In this research, first-principles simulations

were successfully applied to study the dynamics of the clusters both in equilibrium and

non-equilibrium conditions. The thermal molecular movement was observed to shape

and distort the clusters in an anharmonic fashion and the direct collision simulations

revealed very vivid formation dynamics.
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The dynamical effects are a manifestation of the entropic features related to all molecu-

lar motion, and are likely to have an important contribution to the formation energetics

in molecular clustering in general. The results presented in this work suggest that in ob-

taining a satisfactory understanding of the clustering process, the future first-principles

molecular dynamics simulations are likely to have a pivotal role.

Reflections The static electronic structure calculations are likely to remain the main

tool in calculating the formation free energies of atmospheric clusters – at least in

the foreseeable future. With this respect, it would be most desirable to have a robust

machinery for efficient configuration-space sampling. One possibility to generate initial

cluster structures for quantum mechanical optimizations might be a combined method

of random sampling followed by pair potential molecular dynamics simulations. Also, in

addition to finding the global minimum energy cluster for a given composition, it might

be interesting to investigate the energetics of clusters which resemble direct collision

products of the molecules in question. Perhaps an average over the properties of the

different clusters might provide more realistic approximation of the real thing – until

the calculation of the free energies is more affordable using first-principles dynamics.

Before actually obtaining all the formation free energies from the first-principles molec-

ular simulations, the simulations could be used to quantify the error introduced into

the energetics by the more approximative approaches.

Besides the first-principles simulations with classical nuclei, in the future it might be

interesting to study the role of nuclear quantum effects in atmospheric clusters. The

results in the present thesis clearly indicate that proton transfer has an important role

in the sulfuric acid - amine clusters – it is thus not inconceivable that especially the

quantum nature of the proton might be worth a closer look.

Ultimately, physics is an empirical science: the experimental results weigh more than

the theoretical considerations. However, an active dialogue between the two approaches

is likely the most efficient way to expedite the scientific discovery process. In part, the

results presented in this thesis demonstrate that the theoretical approaches can provide

valuable insights, and there is no reason to believe that this trend would not continue

in the future. Conversely, the electronic structure calculations and the first-principles

molecular dynamics simulations have both a lot to offer in unravelling the exact details

in atmospheric new-particle formation – from the simulations of electrically neutral

and charged clustering to the modelling of the inner workings of measurement devices.
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Computational tools: review of used software

Gaussian 03/09 is a multipurpose electronic structure program suite (Gaussian 03,

Revision C.02; Gaussian 09, Revision A.1). In this thesis it was used to calculate the

anharmonic vibrational frequencies in paper II, and in paper III to optimize the clus-

ters and to obtain static heat capacities and harmonic vibrational spectra.

TURBOMOLE is a program package for ab initio electronic structure calculations

(TURBOMOLE, versions 5.8 and 5.91; Ahlrichs et al., 1989; Häser and Ahlrichs, 1989).

In this thesis it was used to optimize the cluster structures and to obtain the vibrational

frequencies in paper I, and to calculate electronic correlation energies in papers I and II.

SIESTA (spanish initiative for electronic simulations with thousands of atoms) is a

program to perform electronic structure calculations and ab initio molecular dynamics

simulations of molecules and solids (version 2.0.1, Soler et al., 2002). In this thesis it

was used to perform the structure optimization in paper II.

DL POLY 2 is a parallel molecular dynamics simulation package (version 2.18, Smith

et al., 2002). In this thesis it was used to perform the pair potential molecular simu-

lations in paper II.

CP2K is a program to perform atomistic and molecular simulations. cp2k is freely

available under the GPL license (www.cp2k.org). In this thesis it was used to perform

all the first-principles molecular dynamics calculations in papers III (version 2.2.208)

and IV (version 2.3). In the simulations, the module Quickstep (VandeVondele et

al., 2005) took care of the density functional calculations.

In addition to the actual number crunching, visualization is an important part of the

practical scientific discovery process – both in daily hands-on research and in presenting

the found results. In papers I and II the visualization of the molecular clusters was

done with Molekel (version 4.3, Portmann, 2002), in papers III and IV with Avogadro

(version 1.0.3, Hanwell et al., 2012). Also Spartan’06 (Wavefunction, Inc.) and Molden

(several versions, Schaftenaar and Noordik, 2000) were both used throughout the work.
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In the visualization of the molecular dynamics trajectories, VMD (several versions,

Humphrey et al., 1996) was extensively used.

Analysis codes were written using Fortran 95 and Python. All the graphs in papers

III and IV were produced with a Python plotting library matplotlib (Hunter, 2007).
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List of symbols

X̂ · · · quantum mechanical operator
∇i · · · gradient operator with respect to i
Ψ · · · total wavefunction of the system
ψ(r) · · · electronic wavefunction – function of the electronic coordinates r ≡ ~r1, ~r2, . . . , ~rN
χ(R) · · · nuclear wavefunction – function of the nuclear coordinates R ≡ R1,R2, . . . ,RNnuclei

ϕi(~r) · · · 1-electron wavefunction (spin orbital)
fi(~r) · · · basis set function i
Cij · · · basis set expansion coefficient
ρ(~r) · · · total electron density
E · · · energy (possible arguments or sub- and/or superscripts specify it further)
εi · · · energy of an electron described by ϕi(~r) in the Hartree-Fock approximation
εXC · · · exchange-correlation potential
Qi · · · atomic number of the nucleus i
Mi · · · mass of the atomic nucleus i
M · · · mass of the whole system
N · · · number of electrons in the system
Nnuclei · · · number of atomic nuclei the system

Zi · · · partition function for the contribution i
νi · · · vibrational frequency of the vibrational mode i
σ · · · number of rotational elements in the point group of the system
Ii · · · principal moment of inertia i
T · · · temperature
P · · · pressure
S · · · entropy
F · · · Helmholtz free energy
CV · · · isochoric heat capacity
∆G · · · Gibbs formation free energy

γij · · · evaporation/fragmentation rate of an entity i from the cluster (i+ j)
βij · · · collision rate between entities i and j
ci · · · concentration specified by the subscript i

Fi · · · force felt by an entity i

Vi · · · velocity of an entity i; Vi = Ṙi

V · · · set of velocities; V ≡ V1,V2, . . . ,VNnuclei

Pi · · · momentum of an entity i; Pi = MiVi

P · · · set of momenta; P ≡ P1,P2, . . . ,PNnuclei

∆t · · · timestep in molecular dynamics simulations
H · · · Hamiltonian of an isolated system – conserved quantity in NV E simulations
HNHC · · · Nosé–Hoover chain Hamiltonian – conserved quantity in Nosé–Hoover chain NV T simulations
ηi,j · · · Nosé-Hoover chain thermostatting variable
pηi,j · · · Nosé-Hoover chain thermostatting variable
Wi · · · thermostatting parameter

kcal/mol · · · unit of energy; 1 kcal/mol ≈ 6.9× 10−21 J
kB · · · Boltzmann constant; kB = 1.381× 10−23 J/K
h · · · Planck constant; h = 6.626× 10−34 Js
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Mäkelä, J. M., Yli-Koivisto, S., Hiltunen, V., Seidl, W., Swietlicki, E., Teinilä, K.,
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Pirjola, L., Kulmala, M., Jennings, S. G., and Hoffmann, T. (2002). Marine aerosol

formation from biogenic iodine emissions. Nature, 417: 632–636.

Ohta, Y., Okamoto, Y., Irle, S., and Morokuma, K. (2008). Rapid Growth of a Single-

Walled Carbon Nanotube on an Iron Cluster: Density-Functional Tight-Binding

Molecular Dynamics Simulations. ACS Nano, 2: 1437–1444.

Olenius, T., Schobesberger, S., Kupiainen-Määttä, O., Franchin, A., Junninen, H., Or-
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Abstract. We have studied the structure and formation ther-
modynamics of dimer clusters containing H2SO4 or HSO−

4
together with ammonia and seven different amines possi-
bly present in the atmosphere, using the high-level ab ini-
tio methods RI-MP2 and RI-CC2. As expected from e.g.
proton affinity data, the binding of all studied amine-H2SO4
complexes is significantly stronger than that of NH3•H2SO4,
while most amine-HSO−4 complexes are only somewhat
more strongly bound than NH3•HSO−

4 . Further calculations
on larger cluster structures containing dimethylamine or am-
monia together with two H2SO4 molecules or one H2SO4
molecule and one HSO−4 ion demonstrate that amines, unlike
ammonia, significantly assist the growth of not only neutral
but also ionic clusters along the H2SO4 co-ordinate. A sen-
sitivity analysis indicates that the difference in complexation
free energies for amine- and ammonia-containing clusters is
large enough to overcome the mass-balance effect caused by
the fact that the concentration of amines in the atmosphere
is probably 2 or 3 orders of magnitude lower than that of
ammonia. This implies that amines might be more impor-
tant than ammonia in enhancing neutral and especially ion-
induced sulfuric acid-water nucleation in the atmosphere.

1 Introduction

Based on experimental and modeling results, particle for-
mation by nucleation in the lower atmosphere is thought to
involve water and sulfuric acid, with possible contributions
from ions, ammonia or various organic molecules (Korho-
nen et al., 1999; Kulmala et al., 2000; Anttila et al., 2005).

Correspondence to:T. Kurtén
(theo.kurten@helsinki.fi)

Recent experimental results (Kulmala et al., 2007) indicate
that neutral mechanisms are likely to dominate nucleation
at least in boreal forest areas, with ion-induced nucleation
playing only a small role. The effect of ammonia in the sul-
furic acid-water nucleation process has been studied exten-
sively. Experimental results (Ball et al., 1999) suggest that
ammonia enhances nucleation by 1–2 orders of magnitude,
whereas theoretical studies have previously given varying
predictions. Recent quantum chemical calculations demon-
strate that when appropriate methods are applied to suffi-
ciently large cluster structures (containing two or more sulfu-
ric acid molecules), also molecular-level simulations repro-
duce the experimentally observed nucleation-enhancing ef-
fect (Kurt́en et al., 2007a; Torpo et al., 2007; Nadykto and
Yu, 2007). Experiments (Ball et al., 1999), updated and cor-
rected classical nucleation theory simulations (Anttila et al.,
2005) and quantum chemical calculations are now all in qual-
itative agreement, and indicate a modest enhancement of sul-
furic acid-water nucleation by ammonia in most atmospheric
conditions.

Based on both experimental and theoretical results (Kul-
mala et al., 2004a), neutral binary sulfuric acid-water nu-
cleation alone can not explain most of the new-particle for-
mation events observed in the atmosphere. Also, in a re-
cent study, Laakso et al. (2007) measured boundary layer
particle formation using a hot-air balloon, and came to the
conclusion that ion-induced nucleation of water-sulfuric acid
clusters can not explain the observed formation of charged
nanoparticles. In numerical simulations based on the ther-
modynamic data of Lovejoy et al. (2004), they found that
that binary ion-induced nucleation could not explain most of
the observed nucleation even if sulfuric acid concentrations
twice as large as those estimated from the measured SO2 con-
centrations were used. This would suggest that some other
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compounds are involved in stabilizing the clusters. Kurtén et
al. (2007b) recently computed formation energies for small
neutral and ionic sulfuric acid-water and sulfuric acid-water-
ammonia clusters, and found that the HSO−

4 ion is very
weakly bound to ammonia. This result was confirmed by
Ortega et al. (2008), who also computed formation energies
of charged clusters containing HSO−

4 , NH3 and up to three
H2SO4 molecules, and found that ammonia does not enhance
ion-induced sulfuric acid-water nucleation. Some other com-
pound or family of compounds are thus needed to explain the
experimental observations of Laakso et al. (2007).

Like ammonia, amines are able to form e.g. nitrate or
sulfate salts in atmospheric conditions. Indeed, chemical
intuition and proton affinity data (Hunter and Lias, 1998)
indicates that proton transfer should occur more easily for
amine-acid clusters than for ammonia-acid clusters, leading
to stronger binding. Based on laboratory chamber experi-
ments and quantum chemical calculations on crystal struc-
tures, Murphy et al. (2007) recently reported that for nu-
cleation processes involving nitric acid, amines such as di-
ethylamine may be more effective than ammonia in form-
ing new particles. Based on a combination of smog chamber
experiments and field measurements, Angelino et al. (2001)
suggested that amine chemistry “may play a significant role
in particle formation in regions with high amine concentra-
tions” due to both acid-base and oxidation reactions. Also, in
an experimental study by M̈akel̈a et al. (2001) dimethylam-
monium, the ionic form of dimethylamine, was found to be
present in aerosol particles during particle formation events
and/or the immediately following particle growth processes
in Hyytiälä, Southern Finland. The relative difference be-
tween event and non-event dimethylamine concentrations in
the aerosol phase were approximately 50-fold, indicating that
dimethylamine is involved in particle formation. In view of
these results, it is possible that amines, instead of ammonia,
are the primary enhancers of sulfuric acid-water nucleation,
or may at least significantly contribute to particle formation
in the atmosphere.

As a first step in the investigation of the atmospheric
relevance of sulfuric acid-amine clusters, we have calcu-
lated the structure and binding energies of clusters com-
prising one sulfuric acid and either ammonia, methylamine,
dimethylamine, trimethylamine, ethylamine, diethylamine,
triethylamine or ethylmethylamine, using high-level ab ini-
tio methods. The same calculations were then performed
with the hydrogensulfate ion instead of sulfuric acid. Based
on the results of these calculations, as well as the results
of Mäkel̈a et al. (2001), further calculations were then car-
ried out on clusters containing dimethylamine or ammonia
together with either two sulfuric acid molecules or one sul-
furic acid molecule and one hydrogensulfate ion. Qualitative
estimates for the formation enthalpies, entropies and Gibbs
free energies were then computed for all clusters using the
harmonic oscillator and rigid rotor approximations.

2 Computational details

All calculations were performed using the Turbomole v.5.8.
program suite (Ahlrichs et al., 1989; Häser and Ahlrichs,
1989). For structure optimizations and vibrational frequency
calculations, we used the RI-MP2 method (Weigend and
Häser, 1997; Weigend et al., 1998) with the frozen-core ap-
proximation and the aug-cc-pV(D+d)Z basis set (Dunning
et al., 2001), though some test optimizations were also per-
formed using the larger aug-cc-pV(T+d)Z basis set (Dunning
et al., 2001) (see the supporting information for details). The
auxiliary basis sets needed for the RI expansion are given by
Weigend et al. (2002). Final electronic energies were com-
puted using the RI-MP2 and RI-CC2 methods (Christiansen
et al., 1995) and the aug-cc-pV(T+d)Z basis set. Though the
correlation energy computed by the RI-CC2 method is more
accurate than that given by RI-MP2, the RI-CC2 method is
primarily designed to compute molecular properties rather
than energies, and it should therefore be noted that the results
are thus not as accurate as those computed using, for exam-
ple, the more demanding coupled cluster methods CCSD or
CCSD(T). In a recent high-level study on small neutral and
charged sulfuric acid - water clusters (Kurtén et al., 2007b),
we have shown that at the RI-MP2 level, increasing the ba-
sis set size beyond aug-cc-pV(T+d)Z has only a small ef-
fect on the intermolecular binding (complexation) energies.
The commonly used counterpoise (CP) correction seems to
significantly exaggerate basis-set related errors for large ba-
sis sets containing multiple diffuse basis functions (Kurtén
et al., 2007b; Feller, 1992), and is therefore not computed
here. The convergence with respect to the electronic energy
in the self-consistent field (SCF) step was 10−7 a.u. (atomic
units), and the convergence with respect to the gradient was
10−4 a.u. For the numerical frequency calculations, a step-
size of 0.01 a.u. and a SCF convergence limit of 10−8 a.u.
were used, based on test calculations carried out as part of
an earlier study on sulfuric acid-ammonia clusters (Kurtén
et al., 2007c). As the emphasis of this study is on compar-
ing complex formation free energies of amine- and ammonia-
containing clusters rather than on computing accurate abso-
lute free energies, no scaling factors were used to account
for vibrational anharmonicity. For details on the effect of
anharmonicity on this type of cluster structures, and on the
difficulties in constructing reliable scaling factor approaches
for free energy calculations, see Kurtén et al. (2007b).

3 Results and discussion

The structures of the studied dimer clusters are shown
in Figs.1–2. Figure 1 contains the neutral H2SO4-
amine dimer complexes, while Fig. 2 contains the ionic
HSO−

4 -amine dimer complexes. The structures are drawn
using the MOLEKEL 4.3 visualization package (Port-
mann, 2002). The corresponding electronic energies,
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Fig. 1. The structures of dimer clusters containing sulfuric acid and ammonia or various amines:a) H2SO4•NH3, b) H2SO4•CH3NH2,
c) H2SO4•(CH3)2NH, d) H2SO4•(CH3)3N, e) H2SO4•CH3CH2NH2, f) H2SO4•(CH3CH2)2NH, g) H2SO4•(CH3CH2)3N,
h) H2SO4•(CH3CH2)NH(CH3). Hydrogen bonds are indicated by dashed lines. Color coding: yellow = sulfur, red = oxygen, blue =
nitrogen, green = carbon and white = hydrogen.

Table 1. Electronic energies computed for the dimer formation reactions at different levels of theory. DZ and TZ correspond to aug-cc-
pV(D+d)Z and aug-cc-pV(T+d)Z, respectively. All values correspond to geometries optimized at the RI-MP2/aug-cc-pV(D+d)Z level.

Reaction 1E0, 1E0, 1E0,
RI-MP2/DZ RI-MP2/TZ RI-CC2/TZ

kcal/mol kcal/mol kcal/mol

H2SO4 + NH3 ↔ H2SO4•NH3 −16.99 −17.08 −17.37
H2SO4 + CH3NH2 ↔ H2SO4•CH3NH2 −21.91 −21.90 −22.84
H2SO4 + CH3CH2NH2 ↔ H2SO4•CH3CH2NH2 −23.78 −23.40 −24.53
H2SO4 + (CH3)2NH ↔ H2SO4•(CH3)2NH −26.73 −26.06 −27.22
H2SO4+ (CH3CH2)2NH ↔ H2SO4•(CH3CH2)2NH −30.05 −29.09 −30.19
H2SO4 + (CH3)3N ↔ H2SO4•(CH3)3N −28.71 −27.51 −28.47
H2SO4 + (CH3CH2)3N ↔ H2SO4•(CH3CH2)3N −33.09 −31.05 −32.16
H2SO4 + (CH3CH2)NH(CH3) ↔ H2SO4•(CH3CH2)NH(CH3) −28.14 −27.34 −28.48
HSO−

4 + NH3 ↔ HSO−

4 •NH3 −10.79 −10.60 −10.85
HSO−

4 + CH3NH2 ↔ HSO−

4 •CH3NH2 −10.66 −9.79 −10.12
HSO−

4 + CH3CH2NH2 ↔ HSO−

4 •CH3CH2NH2 −12.07 −10.92 −11.36
HSO−

4 + (CH3)2NH ↔ HSO−

4 •(CH3)2NH −14.06 −13.65 −14.25
HSO−

4 + (CH3CH2)2NH ↔ HSO−

4 •(CH3CH2)2NH −15.47 −14.56 −15.33
HSO−

4 + (CH3)3N ↔ HSO−

4 •(CH3)3N −13.12 −12.09 −12.80
HSO−

4 + (CH3CH2)3N ↔ HSO−

4 •(CH3CH2)3N −15.61 −13.81 −14.78
HSO−

4 + (CH3CH2)NH(CH3) ↔ HSO−

4 •(CH3CH2)NH(CH3) −15.03 −14.31 −15.03

enthalpies and entropies are presented in the supporting
information along with the coordinates for all studied
cluster structures (http://www.atmos-chem-phys.net/8/4095/
2008/acp-8-4095-2008-supplement.pdf).

The electronic energies for the formation of the various
dimer clusters from their constituent molecules are shown
in Table 1. The values have been computed at three lev-
els of theory: RI-MP2/aug-cc-pV(D+d)Z, RI-MP2/aug-cc-

pV(T+d)Z, and RI-CC2/aug-cc-pV(T+d)Z. Table 2 lists the
corresponding enthalpies, entropies and Gibbs free energies
for complex formation at 298 K and 1 atm reference pressure,
computed using the RI-MP2/aug-cc-pV(D+d)Z harmonic
vibrational frequencies with the RI-CC2/aug-cc-pV(T+d)Z
electronic energies. The use of harmonic vibrational frequen-
cies for the HSO−4 ion causes moderately large errors in the
absolute values of the complexation free energy for the ionic
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Fig. 2. The structures of ionic dimer clusters containing a hydrogensulfate ion and ammonia or various amines:
a) HSO−

4 •NH3, b) HSO−

4 •CH3NH2, c) HSO−

4 •(CH3)2NH, d) HSO−

4 •(CH3)3N, e) HSO−

4 •CH3CH2NH2, f) HSO−

4 •(CH3CH2)2NH,

g) HSO−

4 •(CH3CH2)3N, h) HSO−

4 •(CH3CH2)NH(CH3). Hydrogen bonds are indicated by dashed lines. Color coding as in Fig. 1.

Table 2. Enthalpies, entropies and Gibbs free energies computed for the dimer formation reactions at 298 K and 1 atm reference pressure
for all reactants. All values correspond to RI-MP2/aug-cc-pV(D+d)Z geometries and harmonic vibrational frequencies and RI-CC2/aug-cc-
pV(T+d)Z electronic energies.

Reaction 1H (298 K) 1S (298 K) 1G(298 K)
kcal/mol cal/Kmol kcal/mol

H2SO4 + NH3 ↔ H2SO4•NH3 −16.06 −31.60 −6.64
H2SO4 + CH3NH2 ↔ H2SO4•CH3NH2 −20.87 −36.62 −9.95
H2SO4 + CH3CH2NH2 ↔ H2SO4•CH3CH2NH2 −22.45 −38.22 −11.06
H2SO4 + (CH3)2NH ↔ H2SO4•(CH3)2NH −24.73 −37.14 −13.66
H2SO4+ (CH3CH2)2NH ↔ H2SO4•(CH3CH2)2NH −27.73 −37.65 −16.53
H2SO4 + (CH3)3N ↔ H2SO4•(CH3)3N −26.01 −36.08 −15.26
H2SO4 + (CH3CH2)3N ↔ H2SO4•(CH3CH2)3N −29.54 −41.04 −17.30
H2SO4 + (CH3CH2)NH(CH3) ↔ H2SO4•(CH3CH2)NH(CH3) −25.94 −36.78 −14.97
HSO−

4 + NH3 ↔ HSO−

4 •NH3 −9.07 −40.57 1.75
HSO−

4 + CH3NH2 ↔ HSO−

4 •CH3NH2 −8.68 −33.14 1.20
HSO−

4 + CH3CH2NH2 ↔ HSO−

4 •CH3CH2NH2 −10.00 −33.82 0.09
HSO−

4 + (CH3)2NH ↔ HSO−

4 •(CH3)2NH −12.73 −40.15 −0.76
HSO−

4 + (CH3CH2)2NH ↔ HSO−

4 •(CH3CH2)2NH −14.37 −43.76 −0.94
HSO−

4 + (CH3)3N ↔ HSO−

4 •(CH3)3N −11.27 −39.46 0.50
HSO−

4 + (CH3CH2)3N ↔ HSO−

4 •(CH3CH2)3N −13.35 −44.80 0.01
HSO−

4 + (CH3CH2)NH(CH3) ↔ HSO−

4 •(CH3CH2)NH(CH3) −13.49 −38.20 −1.71

clusters, as the free ion is likely to possess an internal rota-
tion degree of freedom (Kurtén et al., 2007b). However, the
contribution of this error source is essentially constant, so the
relative energetics (e.g. differences in formation free energies
between HSO−4 -ammonia and HSO−4 -amine complexes) are
still relatively reliable.

It can be seen from Tables 1 and 2 that the complexes of
sulfuric acid and the hydrogensulfate ion with the various
amines studied are almost always stronger bound than the
corresponding complexes with ammonia. (The sole excep-
tion is HSO−

4 •CH3NH2, which is slightly less stable than
HSO−

4 •NH3 with respect to the electronic energy, though
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not the free energy.) For the neutral dimers, the stabiliza-
tion effect associated with the substitution of one or more
hydrogens of ammonia with alkyl groups is very large, on
the order of 5–15 kcal/mol. The magnitude of this effect sys-
tematically increases both with the number and size of the
alkyl substituents. As expected, the ordering of the complex-
ation free energies for the neutral dimers follows that of the
proton affinites reported by Hunter and Lias (1998). How-
ever, for the charged dimers, this is not the case. Overall,
the stabilization effect is much smaller for the charged clus-
ters, on the order of 0–3 kcal/mol, and while increasing the
substituent size still systematically increases the stability of
the complex, the dimers containing disubstituted amines are
more stable than the dimers containing mono- or trisubsti-
tuted amines.

For the neutral complexes, the main reason for the large
effect on the formation energies is apparent from Fig. 1: the
alkyl groups on the amines are better able to stabilize the
positive charge associated with proton transfer from an SOH
group to the nitrogen atom, which leads to the formation of
a strongly bound ion pair. For H2SO4-NH3 clusters, in con-
trast, the presence of two sulfuric acids are required for pro-
ton transfer to occur (Kurtén et al., 2007a; Nadykto and Yu,
2007). This also explains, on a microscopic level, the growth
in stability (and increase in proton affinity) as a function of
substituent size and number: larger and more numerous sub-
stituents are able to stabilize the positive charge better.

In the case of the HSO−4 ion, there is no weakly bound
proton to transfer, and the change in stability is correspond-
ingly smaller, as it involves only the strengthening of existing
hydrogen bonds instead of the formation of new ion pairs.
The decrease in stability in going from di- to trisubstituted
amines is probably explained by the fact that while the dis-
ubstituted amines can form two hydrogen bonds with HSO−

4 ,
the trisubstituted amines can form only one, as they lack the
additional hydrogen atom needed for the bond (see Fig. 2).
For the neutral complexes, the increased ion pair stabilization
in going from di- to trisubstituted amines seems to outweigh
the absence of the second, weaker hydrogen bond. However,
the difference in stability between dimers containing di- and
trisubstituted amines is much smaller than the difference be-
tween dimers containing mono- and disubstitude amines, es-
pecially in the case of the neutral complexes. While it is very
unlikely that the addition of water molecules will change the
central conclusion that amines are much more strongly bound
to sulfuric acid than ammonia is, hydration may change the
bonding patterns seen in Figs. 1–3, and affect the relative
stability of different amine-acid clusters. For example, the
more highly substituted amines are less hydrophilic than am-
monia or the less substituted amines. Thus, accounting for
hydration of the clusters is likely to somewhat decrease the
differences in stability observed in Tables 1 and 2.

In order to assess the importance of amines for sulfu-
ric acid-related nucleation processes, it is not enough to
know how strongly they are bound to a single sulfuric acid

 

 

 

Fig. 3. The structures of most stable cluster struc-
tures containing two sulfuric acid molecules or one sul-
furic acid and one hydrogensulfate ion: a) (H2SO4)2,
b) H2SO4•HSO−

4 , c) (H2SO4)2•NH3, d) H2SO4•HSO−

4 •NH3,

e) (H2SO4)2•(CH3)2NH, f) H2SO4•HSO−

4 •(CH3)2NH. Hy-
drogen bonds are indicated by dashed lines. Color coding as in
Fig. 1.

molecule (or hydrogensulfate ion). Information on the abil-
ity of the amines to promote the addition of further sulfu-
ric acid molecules to the cluster, and thus lower the nucle-
ation barrier, is also required. Toward this end, we have
computed reaction free energies for the addition of a sulfu-
ric acid molecule to a cluster containing one sulfuric acid
molecule or hydrogensulfate ion together with either ammo-
nia or dimethylamine. Data for the dimer clusters containing
only H2SO4 and HSO−

4 is provided for reference. Dimethy-
lamine was chosen as a representative amine both due to
computational considerations - it is considerably smaller than
e.g. triethylamine – and based on the results of Mäkel̈a et
al. (2001) which indicate that it is present in the atmosphere
in boreal forest conditions. The results are presented in Ta-
bles 3 and 4, while the corresponding lowest-energy clus-
ter structures are shown in Fig. 3. A comparison of Fig. 3
with Tables 3 and 4 shows that even though the structure
and binding patterns of the ammonia- and dimethylamine-
containing clusters are similar, dimethylamine enhances the
addition of sulfuric acid to the clusters considerably more
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Table 3. Electronic energies computed for the addition of sulfuric acid to various clusters, at different levels of theory. DZ and TZ correspond
to aug-cc-pV(D+d)Z and aug-cc-pV(T+d)Z, respectively. All values correspond to geometries optimized at the RI-MP2/aug-cc-pV(D+d)Z
level.

Reaction 1E0, 1E0, 1E0,
RI-MP2/DZ RI-MP2/TZ RI-CC2/TZ

kcal/mol kcal/mol kcal/mol

H2SO4 + H2SO4 ↔ (H2SO4)2 −17.99 −18.97 −19.04
H2SO4•NH3 + H2SO4 ↔ (H2SO4)2•NH3 −29.51 −30.53 −31.21
H2SO4•(CH3)2NH + H2SO4 ↔ (H2SO4)2•(CH3)2NH −33.66 −34.38 −34.41
HSO−

4 + H2SO4 ↔ HSO−

4 •H2SO4 −47.11 −48.87 −49.05
HSO−

4 •NH3 + H2SO4 ↔ HSO−

4 •H2SO4•NH3 −49.68 −50.27 −51.23
HSO−

4 • (CH3)2NH + H2SO4 ↔ HSO−

4 •H2SO4• (CH3)2NH −59.01 −58.39 −59.40

Table 4. Enthalpies, entropies and Gibbs free energies computed for the addition of sulfuric acid to various ammonia or dimethylamine-
containing clusters, at 298 K and 1 atm reference pressure for all reactants. All values correspond to RI-MP2/aug-cc-pV(D+d)Z geometries
and harmonic vibrational frequencies and RI-CC2/aug-cc-pV(T+d)Z electronic energies.

Reaction 1H (298 K) 1S (298 K) 1G(298 K)
kcal/mol cal/Kmol kcal/mol

H2SO4 + H2SO4 ↔ (H2SO4)2 −17.81 −36.51 −6.93
H2SO4•NH3 + H2SO4 ↔ (H2SO4)2•NH3 −28.74 −48.00 −14.43
H2SO4•(CH3)2NH + H2SO4 ↔ (H2SO4)2•(CH3)2NH −32.70 −44.97 −19.29
HSO−

4 + H2SO4 ↔ HSO−

4 •H2SO4 −48.20 −47.29 −34.10
HSO−

4 •NH3 + H2SO4 ↔ HSO−

4 •H2SO4•NH3 −49.57 −45.39 −34.75
HSO−

4 •(CH3)2NH + H2SO4 ↔ HSO−

4 •H2SO4• (CH3)2NH −56.94 −49.93 −42.05

effectively than ammonia, with the difference in reaction free
energies being approximately 5 kcal/mol for the neutral clus-
ters and 7 kcal/mol for the charged clusters. Especially the
latter results is significant, as it implies that, despite the low
attraction between the various amines and the HSO−

4 ion,
amines, unlike ammonia, might still enhance ion-induced
sulfuric acid nucleation. This is especially relevant given the
suggestion by Laakso et al. (2007) that some third compound
besides sulfuric acid and water is needed to explain the ob-
served ion-induced contribution to nucleation events in the
boreal forest.

Beside thermodynamic data at standard conditions, infor-
mation on the concentrations of the reactant species is also
required to determine the atmospheric role of sulfuric acid-
amine cluster formation. From the law of mass balance, the
ratio of the concentrations of e.g. dimethylamine - containing
clusters to ammonia - containing clusters can be expressed
as:

[X • (CH3)2NH]

[X • NH3]
=

[(CH3)2NH]

[NH3]
e

−11G0
RT (1)

where X indicates some cluster composition (e.g.
H2SO4•H2SO4 or H2SO4•HSO−

4 ), T is the tempera-
ture in Kelvin,R is the molar gas constant and11G0 is the

difference in the standard free energies of formation for the
X•(CH3)2NH and X•NH3 clusters. Thus, if the gas-phase
concentration of dimethylamine is e.g. 100–1000 times
smaller than the concentration of ammonia, the formation
free energies for the dimethylamine-containing clusters
must be more than 3–4 kcal/mol lower than that of the
ammonia-containing clusters for their concentrations to be
equal.

Unfortunately, there is very little data on the atmospheric
concentrations of any amine species. According to Schade
and Crutzen (1995), the combined global emissions of
methylamine, dimethylamine and trimethylamine in 1988
were 150±60 TgN, about 3/4 of which consisted of trimethy-
lamine. This corresponds to about 1/150 of the global am-
monia emissions, implying that, on average, amine con-
centrations are at least two orders of magnitude lower than
those of ammonia. As ammonia concentrations in continen-
tal air are typically in the 0.1–10 ppb range (Seinfeld and
Pandis, 1998), this would indicate that amine concentrations
are on the order of 1–100 ppt. Because amines are more
rapidly oxidized by OH than ammonia, this should proba-
bly be considered an upper limit, and far from the emission
sources the amine- to ammonia-concentration ratio may be
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Table 5. Ratio of the concentrations of dimethylamine-containing to ammonia-containing neutral and ionic trimer clusters, as a function
of the gas-phase concentration ratio of dimethylamine to ammonia in a hypothetical steady-state situation, based on the free energies of
complex formation given in Tables 2 and 4.

[(CH3)2NH]/[NH3]
ratio

[(H2SO4)2•(CH3)2NH]/
[(H2SO4)2•NH3]
ratio

[HSO−

4 •H2SO4•(CH3)2NH]/

[HSO−

4 •H2SO4•NH3]
ratio

1:10 5.2×107:1 1.5×106:1
1:100 5.2×106:1 1.5×105:1
1:1000 5.2×105:1 1.5×104:1
1:10000 5.2×104:1 1.5×103:1

even smaller. However, at a boreal forest site in Hyytiälä,
Finland, trimethylamine concentrations during a spring mea-
surement campaign (Sellegri et al., 2005) varied between
34 and 80 ppt, indicating that the order-of-magnitude esti-
mate above may be roughly correct. Close to amine emis-
sion sources, concentrations may be much higher, e.g. di-
ethylamine and butylamine concentrations of over 100 ppb
have been reported in the vicinity of a dairy farm in Califor-
nia (Rabaud et al., 2003).

These measurements and estimates show that the number
concentration of amine molecules may well be equal to or
greater than that of sulfuric acid, which typically has concen-
trations of 107 molecules cm−3 (corresponding to 0.4 ppt at
298 K) or less in non-polluted areas (Spracklen et al., 2006).
Even for amine concentrations as low as 1 ppt, the collision
rate of amine and sulfuric acid molecules would thus still
be on the order of 104–105 collisions cm−3 s−1, indicating
that the formation of atmospherically significant amounts of
amine-sulfuric acid clusters is at least not ruled out by col-
lision kinetics. Still, in these conditions each sulfuric acid
molecule or small cluster collides with an amine molecule
only every 100 s or so, implying that while amines are likely
to play a significant role in the initial steps of nucleation,
their role in subsequent particle growth is likely to be minor.
This is in line with atmospheric observations which indicate
that the vapors responsible for the formation of 1 nm – scale
particles are not the same as those responsible for the growth
of particles (Kulmala et al., 2007).

Using the Eq. (1) together with free energies for com-
plexation given in Tables 2 and 4, we have computed
the ratio of the concentrations of (H2SO4)2•(CH3)2NH
to (H2SO4)2•NH3 and HSO−

4 •H2SO4•(CH3)2NH to
HSO−

4 •H2SO4•NH3 clusters as a function of the ratio of
ammonia and dimethylamine concentrations. As the con-
centration ratios do not depend strongly on the temperature,
results are shown only for 298 K. The results are presented in
Table 5. It can be seen from Table 5 that even if the concen-
tration of gas-phase dimethylamine is only one thousandth
of the ammonia concentration, amine-containing clusters
are still likely to dominate the cluster distribution. However,

the application of Eq. (1) presumes a pseudo-steady-state
situation, where the formation of complexes does not signifi-
cantly deplete the gas-phase reservoir of reactant molecules.
For very low absolute amine concentrations, this is almost
certainly not the case: the formation of sulfuric acid-amine
clusters will then quickly deplete the amine reservoir,
and steady-state conditions will not apply. The results
presented here should therefore be considered as qualitative
order-of-magnitude assessments. A quantitatively reliable
determination of the relative atmospheric importance of
amine- and ammonia-containing clusters would require
both much more reliable concentration data as well as fully
kinetic nucleation simulations, which are beyond the scope
of this study.

Previously, it has been thought that vegetation influences
new-particle formation mainly via the emission of various
types of terpenes, which are oxidized in the atmosphere to
form condensable vapors (Kulmala et al., 2004b). These
vapors may then participate in nucleation (O’Dowd et al.,
2002), e.g. via reacting or clustering with sulfuric acid
molecules. As vegetation is a also source of amines, a nu-
cleation mechanism involving enhancement of sulfuric acid-
water nucleation by biogenic amines would provide another
link between biogenic vapor emissions from forests and par-
ticle formation. The results presented here indicate that the
stable pool of 1.5–1.8 nm neutral clusters observed by Kul-
mala et al. (2007) in boreal forest conditions are likely to con-
tain contributions from amine-sulfuric acid clustering rather
than ammonia-sulfuric acid clustering reactions.

4 Conclusions

The dimer clusters of ammonia and seven different amine
species with H2SO4 and HSO−

4 were studied using the RI-
MP2 and RI-CC2 methods. Further calculations were per-
formed on trimer clusters containing ammonia or dimethy-
lamine together with two H2SO4 molecules or one H2SO4
molecule and one HSO−4 ion. The computed free energies
for complex formation show that amines are considerably
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more effective than ammonia in enhancing the addition of
sulfuric acid molecules to both neutral and ionic sulfuric acid
clusters. This is especially relevant for the ionic clusters, as
previous experimental and theoretical studies indicate that in
addition to sulfuric acid and water, the participation of some
third compound, other than ammonia, is needed to explain
the ion-induced contribution to observed nucleation rates.
Our results indicate that both neutral and ion-induced nucle-
ation mechanisms involving sulfuric acid are likely to be en-
hanced much more effectively by amines than by ammonia,
even after the differences in their atmospheric concentrations
are accounted for. Quantitative determination of the effect of
amines on sulfuric acid-water nucleation, and especially the
relative effect of different amines, will require the explicit
modeling of amine-sulfuric acid cluster hydration, which is
beyond the scope of the present paper.
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Abstract. We have studied the hydration of sulfuric acid
– ammonia and sulfuric acid – dimethylamine clusters us-
ing quantum chemistry. We calculated the formation en-
ergies and thermodynamics for clusters of one ammonia or
one dimethylamine molecule together with 1–2 sulfuric acid
and 0–5 water molecules. The results indicate that dimethy-
lamine enhances the addition of sulfuric acid to the clus-
ters much more efficiently than ammonia when the number
of water molecules in the cluster is either zero, or greater
than two. Further hydrate distribution calculations reveal
that practically all dimethylamine-containing two-acid clus-
ters will remain unhydrated in tropospherically relevant cir-
cumstances, thus strongly suggesting that dimethylamine as-
sists atmospheric sulfuric acid nucleation much more effec-
tively than ammonia.

1 Introduction

The fourth assessment report of the Intergovernmental Panel
on Climate Change concludes that aerosols remain the dom-
inant uncertainty in predicting radiative forcing and climate
change (Intergovermental Panel for Climate Change, 2007;
for a recent supplementary to the fourth IPCC report see
e.g. The Copenhagen Diagnosis, 2009). Furthermore, mod-
eling studies indicate that over the continents, around 30%
of the total aerosol particle budget forms in the atmosphere

Correspondence to:V. Loukonen
(ville.loukonen@helsinki.fi)

(Spracklen et al., 2006). However, despite its importance,
the comprehension of the very first steps of aerosol particle
formation, i.e. the microscopic understanding of nucleation,
is still vague.

Currently, it is thought that the key ingredients in new-
particle formation in the troposphere are sulfuric acid and
water. Sulfuric acid concentrations have been observed to
correlate with new-particle formation rates in a large variety
of conditions (e.g., Weber et al., 1996, 1997; Kulmala et al.,
2006; Sihto et al., 2006; Riipinen et al., 2007) and the ubiq-
uitous water is most likely involved (Kulmala et al., 2004).
It is also known, based on both experimental and theoret-
ical results, that most of the observed new-particle forma-
tion events can not be explained by electrically neutral binary
sulfuric acid-water nucleation alone. Therefore, atmospheric
nucleation mechanisms have been proposed to involve con-
tributions from ions, ammonia or various organic compounds
(Korhonen et al., 1999; Kavouras et al., 1999; Kulmala et al.,
2000; Yu and Turco, 2000).

Recently, the role of ions in atmospheric nucleation pro-
cesses has been in the focus of intensive debate. There
has been some controversy over the percentage contribution
of ion-induced nucleation, with a few studies claiming that
ion-induced nucleation dominates (e.g., Kazil et al., 2006;
Yu and Turco, 2008) and others finding contributions of 1–
10% (e.g., Iida et al., 2006; Manninen et al., 2009). Re-
cent observational studies (Kulmala et al., 2010) demonstrate
a non-existent correlation between cosmic rays – the primary
source of ions in the atmosphere – and nucleation rates or
particle formation event frequencies, strongly suggesting that
ion-induced nucleation pathways play only a minor role.
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The role of ammonia in atmospheric nucleation has also
been extensively discussed lately. At the moment, experi-
ments and theoretical calculations are in qualitative agree-
ment, stating that ammonia has a modest enhancing effect on
sulfuric acid-water nucleation (Anttila et al., 2005; Kurtén et
al., 2007b; Torpo et al., 2007; Nadykto et al., 2007; Ball et
al., 2007). However, this effect is too small to explain the
observed particle formation rates in the atmosphere. Clearly,
there is a need for some other compounds to explain atmo-
spheric observations. These compounds should also stabilize
the sulfuric acid solution in the way that the saturation vapour
pressure of sulfuric acid over the freshly formed particles is
very small.

One such prominent possibility are the amines. Be-
sides ammonia, amines are one of the few basic compounds
present in the atmosphere, and as such can be expected to
bind strongly to sulfuric acid.

Recent field (M̈akel̈a et al., 2001; Smith et al., 2008,
2010), laboratory (Murphy et al., 2007; Bzdek et al., 2010;
Wang et al., 2010) and modelling (Barsanti et al., 2009) stud-
ies indicate that various amines might have a significant role
in the formation and subsequent growth of new aerosol par-
ticles. Indeed, some amines may even be more effective than
ammonia in enhancing the particle formation. In addition,
in a recent quantum chemical study involving several amines
possibly present in the vapor phase in the atmosphere, it was
found that all of them formed significantly more strongly
bound structures with sulfuric acid than ammonia (Kurtén
et al., 2008). Although this was expected from e.g. proton
affinity data, it was also demonstrated that dimethylamine
assists the growth of both neutral and ionic clusters in the
H2SO4 coordinate more effectively than ammonia, implying
that amines are more likely to enhance sulfuric acid-water
nucleation (Kurt́en et al., 2008).

In this study we have explicitly investigated the hydration
of dimethylamine – containing sulfuric acid clusters using
quantum chemical methods, and compared their structures
and properties to those of equally hydrated sulfuric acid-
ammonia clusters. This study will give new insight espe-
cially on the role of dimethylamine in sulfuric acid driven nu-
cleation in the presence of water, but it also adds new knowl-
edge to the previous research on H2SO4-H2O (e.g., Bandy
and Ianni, 1998; Re et al., 1999; Ding et al., 2003; Al Nat-
sheh et al., 2004; Kurtén et al., 2007a) and H2SO4-NH3-H2O
(e.g., Ianni and Bandy, 1999; Larson et al., 1999; Kurtén et
al., 2007b;) clusters. Focusing particularly on dimethylamine
is a choice guided partly by previous results. For instance,
in one study dimethlyammonium ((CH3)2NH+

2 ) concentra-
tions in accumulation mode aerosol particles during nucle-
ation event days in boreal forest conditions was measured to
be 50 times higher than during non-event days, thus strongly
indicating that dimethylamine was involved in particle for-
mation (Mäkel̈a et al., 2001). Furthermore, as a disubstituted
amine dimethylamine may be regarded as a sort of “average
amine” with respect to the basicity and the number of hydro-

gen bonds it can form. The choice was also partly guided
by practical limitations: inclusion of e.g. all the other alky-
lamines in this study would be computationally unfeasible.

2 Computational details

The calculations were carried out applying a systematic
multi-step procedure for quantum chemistry (Ortega et al.,
2008) with additional molecular dynamics (MD) simula-
tions. Part of the initial structures were taken from previ-
ous studies when available, and created using chemical in-
tuition when not. However, as the size of the cluster grows,
the number of possible bonding patterns increases rapidly,
and so the task of finding the most stable conformer for
a large cluster becomes nontrivial. To overcome this in-
evitable problem of all quantum chemistry cluster studies, we
used MD simulations to generate additional initial guesses
for all the structures, thus covering the configuration-space
more thoroughly. This was done with the DLPOLY 2 pro-
gram (Smith et al., 2002) and custom-built force fields. We
used a simple three-step simulated annealing optimization
method, with the temperatures 1500 K, 200 K and 0.1 K,
taking the relaxed structures after the last step as a guess
structure for the conformer in question. The force-fields
used were non-reactive, so e.g. proton transfer reactions
could not be modeled dynamically and therefore the dif-
ferent stages of deprotonation had to be taken into account
manually by performing simulations of different protona-
tion states for the structures. Force-field parameters and
additional MD simulation details are given in the supple-
mentary material, seehttp://www.atmos-chem-phys.net/10/
4961/2010/acp-10-4961-2010-supplement.zip.

Once a fair set of initial guesses (min. 10) for every
structure was collected, we optimized the clusters with the
SIESTA program (Soler et al., 2002), using the BLYP (Miel-
hich et al., 1989) functional and the DZP basis set with
tight convergence criteria (0.01 eV/Ang force tolerance with
a step size of 0.02 Bohr for geometry optimization and
a step size of 0.01 Bohr for frequencies). The BLYP/DZP-
combination for the geometry optimization is based on per-
formance studies for molecular clusters optimization using
the SIESTA program. This particular choice was found to
be the best between accuracy and computational effort (Or-
tega et al., 2008). For each stoichiometry, several of the
most promising (lowest-energy) clusters were then chosen
for single-point energy calculations with the TURBOMOLE
program (Ahlrichs et al., 1989), using the RI-MP2 (Bern-
holdt et al., 1996; Møller and Plesset, 1934) method with
the aug-cc-pV(T+d)Z (Dunning et al., 2001) basis set. Al-
though DFT-methods in general have problems describing
weak interactions arising from dispersion forces, the geome-
tries and vibrational frequencies should be qualitatively re-
liable. The dispersion contribution to the final electronic
energies is then taken into account more faithfully by the
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RI-MP2 calculations. Previously performed basis set extrap-
olation calculations (Kurt́en et al., 2007a, b) showed that for
the RI-MP2 method the basis set effects beyond the aug-cc-
pV(T+d)Z level are relatively small, so the chosen basis set
should be accurate enough for our present purposes. Fur-
thermore, as we are primarily interested in relative binding
energies, inaccuraries such as basis set superposition error
have an even smaller effect on our energetics.

Thermal contributions to the Gibbs free energies were esti-
mated using the standard harmonic oscillator and rigid rotor
approximations, with reference conditions of 298.15 K and
1 atm. However, in nature the molecular clusters are far from
rigid or harmonic. We took these physical anharmonicities
into account by scaling the calculated vibrational frequen-
cies, since the explicit calculation of anharmonic vibrational
frequencies for even a medium size cluster is practically im-
possible due to the extremely high computational cost.

For some of the smaller clusters under study (free water,
free sulfuric acid, mono- and dihydrates of sulfuric acid) the
scaling factors were obtained by comparison with high-level
(MP2/aug-cc-pV(D+d)Z level) anharmonic literature values
(Kurtén et al., 2007a). To obtain scaling factors for free
ammonia and dimethylamine, the corresponding anharmonic
frequencies were explicitly calculated using the GAUSSIAN
03 program suite (Gaussian 03, Revision C.02, 2004) at the
MP2/aug-cc-pVDZ level of theory.

For all the individual vibrational frequencies (3N-6 for
molecules/clusters with N atoms) of the abovementioned free
molecules and small clusters, we computed the ratios of the
high-level anharmonic values to the harmonic frequencies
calculated with SIESTA. This yielded an estimate for the de-
viation from the real (anharmonic) vibrations caused by the
harmonic approximation. The scaling factor corresponding
to the structure in question was then constructed by taking an
average of the ratios. Of course, this procedure does not dif-
ferentiate between the differences originating from the har-
monic approximation and those inherent to the methods and
basis sets used for the electronic structure calculation. It is an
inescapable fact that some fraction of the real physical anhar-
monicity is always beyond the reach of even the best imagin-
able computational approach. Since the purpose of this study
is not to investigate the nature of the vibrational anharmonic-
ity per se, but to use applied quantum mechanics to assess the
nucleation enhancing roles of dimethylamine and ammonia,
the use of the scaling procedure described is well justified, as
it provides predictive, qualitative accuracy.

In this study we did not take into account the fact that the
enthaply and entropy are relatively more sensitive to the low-
frequency vibrations, but used the abovementioned scaling
factors as such for the entropies and for the thermal parts of
enthalpies. However, for the zero-point vibrational energy
contribution of the enthalpies, the scaling factors was modi-
fied tosZPE:

sZPE= 0.5(1+s). (1)

Table 1. The individual scaling factors used in this study;s for the
entropies and thermal parts of enthalpies, andsZPE for the zero-
point vibrational energy contribution of enthalpy. Here “monohy-
drate” refers to the monohydrate of sulfuric acid and “dihydrate” to
the dihydrate of sulfuric acid. The lower part of the table shows a
comparison between the averages of the individual scaling factors
used in this study and other scaling factors for some common ex-
change and correlation functionals (Merrick et al., 2007). However,
the values are not directly comparable as they are obtained using
different procedures.

complex scaling factor scaling factor
s sZPE

water 0.99079 0.99540
ammonia 0.98543 0.99271
dimethylamine 1.00964 1.00482
sulfuric acid 0.99732 0.99866
monohydrate 0.90305 0.95152
dihydrate 0.84271 0.92136
average 0.95482 0.97741

method scaling factor scaling factor
s sZPE

this study 0.9548 0.9774
B-LYP/6-31G(d) 0.9940 1.0135
B-LYP/6-311+G(2df,p) 0.9994 1.0186
B1-LYP/6-31G(d) 0.9561 0.9760
B1-LYP/6-311+G(2df,p) 0.9639 0.9840
B3-LYP/6-31G(d) 0.9613 0.9813
B3-LYP/6-311+G(2df,p) 0.9686 0.9889
O3-LYP/6-31G(d) 0.9617 0.9826
O3-LYP/6-311+G(2df,p) 0.9701 0.9918

This approach seems to capture the qualitative behavior of
the scaling factors generally used for thermal contributions
and zero-point vibrational energies (see for example Grev et
al. (1991), Scott and Radom (1996) and Merrick et al. (2007)
for more discussion on the scaling factors).

The individual scaling factors used in this study are col-
lected in Table1. Table1 shows also the averages of the
individual scaling factors used in this study in comparison
with other scaling factors (taken from Merrick et al., 2007)
for the same exchange or correlation functionals as used here.
It should be noted that the scaling factors used in this study
and the literature scaling factors are not directly comparable,
as they are obtained by different procedures. However, it can
be seen that most often the scaling factors used for zero-point
energy contribution are closer to unity than the ones used for
other contributions.

By this, we obtained the scaling factors needed for the
calculations of thermal contributions to the formation ener-
gies for free water, sulfuric acid, ammonia, dimethylamine,
mono- and dihydrates of sulfuric acid. For the other dimer
structures ((H2SO4)2, H2SO4·NH3, H2SO4·(CH3)2NH) we
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Fig. 1. The most stable structures with respect to the forma-
tion free energy1G (at T =298.15 K and P=1 atm) for clus-
ters consisting of one sulfuric acid and 0–5 water molecules:(a)
H2SO4, (b) H2SO4·H2O, (c) H2SO4·(H2O)2, (d) H2SO4·(H2O)3,
(e)H2SO4·(H2O)4, (f) H2SO4·(H2O)5.

used the scaling factors of the monohydrate. For other struc-
tures with more than two molecules, we used the scaling fac-
tors of the dihydrate. This will introduce some extra inac-
curacy to the scheme, but as it is probable that the relative
differences in scaling factors get smaller as the size of the
clusters grows, the effect for qualitative accuracy is consid-
ered to be negligible. In general, the uncertainty in the abso-
lute formation free energies obtained as described above can
be several kilocalories per mole. However, in this study we
are mainly interested in the the relative formation free ener-
gies, and the uncertainty related to those values is most likely
on the order of 1–2 kcal/mol (see e.g. Kurtén and Vehkam̈aki,
2008).

The harmonic and anharmonic frequencies, and the deriva-
tion of the scaling factors are given as a supplementary ma-
terial, seehttp://www.atmos-chem-phys.net/10/4961/2010/
acp-10-4961-2010-supplement.zip.

3 Results and discussion

The electronic energies1Eelec (at the RI-MP2/aug-cc-
pV(T+d)Z level of theory) and the corresponding thermody-
namical quantities enthalpy1H , entropy1S and the Gibbs
free energy1G (at T =298.15 K andP=1 atm) for the for-
mation of all the complexes under study from individual con-
stituent molecules are presented in Table2. The most sta-
ble clusters with respect to the Gibbs free energy1G at
T =298.15 K andP=1 atm are shown in Figs. 1–6. In all the
Figs. 1–6, the a)-structures are the non-hydrated ones, the b)-
structures the monohydrates, the c)-structures the dihydrates,
and so on. The sulfur atoms are depicted in yellow, oxygen
atoms in red, nitrogen atoms in blue, carbon atoms in green
and the hydrogen atoms in white. The hydrogen bonds are
indicated with dotted lines.

Fig. 2. The most stable structures with respect to the for-
mation free energy1G (at T =298.15 K and P=1 atm) for
clusters consisting of one sulfuric acid with ammonia and 0–
5 water molecules: (a) H2SO4·NH3, (b) H2SO4·NH3·H2O,
(c) H2SO4·NH3·(H2O)2, (d) H2SO4·NH3·(H2O)3, (e)
H2SO4·NH3·(H2O)4, (f) H2SO4·NH3·(H2O)5.

Fig. 3. The most stable structures with respect to the formation
free energy1G (at T =298.15 K andP=1 atm) for clusters con-
sisting of one sulfuric acid with dimethylamine and 0–5 water
molecules: (a) H2SO4·(CH3)2NH, (b) H2SO4·(CH3)2NH·H2O,
(c) H2SO4·(CH3)2NH·(H2O)2, (d) H2SO4·(CH3)2NH·(H2O)3,
(e)H2SO4·(CH3)2NH·(H2O)4, (f) H2SO4·(CH3)2NH·(H2O)5.

3.1 Acid addition

In order to compare the enhancing (nucleation barrier-
lowering) effects of dimethylamine and ammonia in sulfu-
ric acid-water nucleation, we have calculated the Gibbs free
energies of the addition of one H2SO4 molecule to clus-
ters consisting of one sulfuric acid, ammonia or dimethy-
lamine and 0–5 water molecules. These values are also
compared to the corresponding free energies for clusters
with only sulfuric acid and water. The results, obtained
from the values given in Table2 as (1G of acid addition)
= 1G(nacids)−1G(nacids−1), where1G(nacids) is the for-
mation free energy for a complex withnacids sulfuric acid
molecules, are shown in Fig. 7.
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Table 2. The electronic binding energies1Eelec (at the RI-MP2/aug-cc-pV(T+d)Z level of theory) and the thermochemical parameters
enthalpy1H, entropy1S and the Gibbs free energy1G (atT =298.15 K andP=1 atm) for the formation of molecular clusters under study.

Reaction 1Eelec 1H 1S 1G

(kcal/mol) (kcal/mol) (cal/(mol K)) (kcal/mol)

H2SO4+H2O→ H2SO4·H2O −12.04 −11.98 −30.37 −2.93
H2SO4+2H2O→ H2SO4·(H2O)2 −24.20 −24.97 −62.74 −6.26
H2SO4+3H2O→ H2SO4·(H2O)3 −35.89 −36.66 −99.12 −7.11
H2SO4+4H2O→ H2SO4·(H2O)4 −49.79 −49.30 −138.14 −8.11
H2SO4+5H2O→ H2SO4·(H2O)5 −58.59 −57.70 −159.92 −10.01

H2SO4+NH3 → H2SO4·NH3 −16.57 −17.87 −29.06 −9.21
H2SO4+NH3+H2O→ H2SO4·NH3·H2O −28.05 −29.22 −63.57 −10.26
H2SO4+NH3+2H2O→ H2SO4·NH3·(H2O)2 −44.30 −43.78 −99.94 −13.98
H2SO4+NH3+3H2O→ H2SO4·NH3·(H2O)3 −55.30 −54.41 −128.30 −16.16
H2SO4+NH3+4H2O→ H2SO4·NH3·(H2O)4 −66.30 −64.95 −163.93 −16.07
H2SO4+NH3+5H2O→ H2SO4·NH3·(H2O)5 −78.74 −76.05 −193.03 −18.49

H2SO4+(CH3)2NH → H2SO4·(CH3)2NH −24.42 −26.41 −36.36 −15.57
H2SO4+(CH3)2NH+H2O→ H2SO4·(CH3)2NH·H2O −40.07 −43.11 −67.16 −23.09
H2SO4+(CH3)2NH+2H2O→ H2SO4·(CH3)2NH·(H2O)2 −52.19 −54.01 −103.84 −23.05
H2SO4+(CH3)2NH+3H2O→ H2SO4·(CH3)2NH·(H2O)3 −62.30 −63.74 −135.73 −23.28
H2SO4+(CH3)2NH+4H2O→ H2SO4·(CH3)2NH·(H2O)4 −75.48 −75.03 −172.53 −23.59
H2SO4+(CH3)2NH+5H2O→ H2SO4·(CH3)2NH·(H2O)5 −84.49 −84.72 −208.54 −22.55

2H2SO4 → (H2SO4)2 −18.92 −20.53 −32.69 −10.78
2H2SO4+H2O→ (H2SO4)2·H2O −32.86 −35.01 −68.50 −14.59
2H2SO4+2H2O→ (H2SO4)2·(H2O)2 −48.35 −49.65 −106.34 −17.95
2H2SO4+3H2O→ (H2SO4)2·(H2O)3 −59.94 −60.31 −138.18 −19.11
2H2SO4+4H2O→ (H2SO4)2·(H2O)4 −72.56 −72.12 −173.66 −20.34
2H2SO4+5H2O→ (H2SO4)2·(H2O)5 −88.35 −86.81 −216.29 −22.32

2H2SO4+NH3 → (H2SO4)2·NH3 −46.20 −47.54 −75.16 −25.13
2H2SO4+NH3+H2O→ (H2SO4)2·NH3·H2O −59.81 −60.26 −105.94 −28.68
2H2SO4+NH3+2H2O→ (H2SO4)2·NH3·(H2O)2 −68.54 −68.24 −139.90 −26.53
2H2SO4+NH3+3H2O→ (H2SO4)2·NH3·(H2O)3 −86.95 −85.86 −183.01 −31.29
2H2SO4+NH3+4H2O→ (H2SO4)2·NH3·(H2O)4 −95.83 −93.66 −215.91 −29.28
2H2SO4+NH3+5H2O→ (H2SO4)2·NH3·(H2O)5 −109.44 −107.26 −250.69 −32.51

2H2SO4+(CH3)2NH → (H2SO4)2·(CH3)2NH −59.09 −62.78 −76.61 −39.94
2H2SO4+(CH3)2NH+H2O→ (H2SO4)2·(CH3)2NH·H2O −70.88 −73.88 −111.48 −40.64
2H2SO4+(CH3)2NH+2H2O→ (H2SO4)2·(CH3)2NH·(H2O)2 −80.68 −81.12 −146.83 −37.35
2H2SO4+(CH3)2NH+3H2O→ (H2SO4)2·(CH3)2NH·(H2O)3 −97.56 −99.36 −183.84 −44.55
2H2SO4+(CH3)2NH+4H2O→ (H2SO4)2·(CH3)2NH·(H2O)4 −110.90 −111.20 −218.66 −46.00
2H2SO4+(CH3)2NH+5H2O→ (H2SO4)2·(CH3)2NH·(H2O)5 −120.15 −118.74 −253.70 −43.10

As expected from previous studies (Kurtén et al., 2008),
in the absence of water molecules, dimethylamine enhances
the addition of another sulfuric acid to the cluster much more
effectively than ammonia. Adding water molecules compli-
cates the picture, as the number of possible bonding patterns
in the clusters increases.

At first sight, the relative order of the free energy
changes1G for the clusters with one water molecules
might seem surprising, since the acid addition energies of
dimethylamine- and ammonia-containing clusters are pre-
dicted to be very similar. The qualitative shape of the curves
can, however, be explained by structural factors. The ad-

dition of another acid to the cluster containing one sulfuric
acid, one ammonia and one water is predicted to promote
a proton transfer reaction from one of the acids to ammo-
nia, leading to a much stronger bonding and thus a strongly
negative free energy change1G value. For the cluster con-
taining one sulfuric acid, one water and one dimethylamine,
a corresponding increase in bonding strength can not take
place, as our calculations predict proton transfer to have oc-
curred already for the one-acid case. In addition, since the
dimethylammonium ion can only form two hydrogen bonds
(whereas the ammonium ion can in principle form four,
though in practice usually only three), adding another acid to
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Fig. 4. The most stable structures with respect to the formation free
energy1G (at T =298.15 K andP=1 atm) for clusters consisting
of two sulfuric acids and 0–5 water molecules:(a) (H2SO4)2, (b)
(H2SO4)2·H2O, (c) (H2SO4)2·(H2O)2, (d) (H2SO4)2·(H2O)3, (e)
(H2SO4)2·(H2O)4, (f) (H2SO4)2·(H2O)5.

the dimethylamine-acid-water cluster requires breaking one
of the existing amine-water bonds (compare the b)-structures
in Figs. 1 and 4, 2 and 5, and in 3 and 6).

In the clusters containing two water molecules, proton
transfer already occurs with one sulfuric acid in the presence
of both ammonia and dimethylamine, and our calculations
predict that addition of another acid does not lead to a second
proton transfer, i.e. one of the acids does not dissociate at this
hydration level (see the c)-structures in Figs. 2 and 5, and in
3 and 6). In contrast, for the two-water clusters without any
base molecules, the addition of the second acid causes the
first proton transfer reaction (see the structure c) in Fig. 4),
leading to a slight increase in stability for the plain sulfuric
acid-water clusters, as can be seen from Fig. 7. Similarly to
the case of sulfuric acid, dimethylamine and one water, acid
addition to the dimethylamine-containing two-water cluster
is made relatively less favorable by the need to break one
of the existing amine-water hydrogen bonds. Thus, all three
free energy values for acid addition to the two-water clusters
are relatively similar.

Addition of an acid to the three-water clusters leads
to a second proton transfer for the ammonia- and amine-
containing structures, again increasing the difference be-
tween base-containing and plain sulfuric acid clusters (see
the d)-structures in Figs. 4–6). Furthermore, for clusters con-
taining three or more water molecules, the relative advantage
(with respect to acid addition) of ammonia-containing clus-
ters due to the greater number of H-bonds formed by NH+

4
compared to(CH3)2NH+

2 has disappeared, as both molecules
are fully “saturated” by H-bonds already in the one-acid clus-
ters. Thus, the greater basicity of dimethylamine (which
leads to a greater stabilization of the formed ion pairs) is able
to dominate the formation energetics, and for extensively hy-
drated clusters, dimethylamine enhances sulfuric acid addi-
tion much more effectively than ammonia.

Fig. 5. The most stable structures with respect to the forma-
tion free energy1G (at T =298.15 K and P=1 atm) for clus-
ters consisting of two sulfuric acids with ammonia and 0–5
water molecules:(a) (H2SO4)2·NH3, (b) (H2SO4)2·NH3·H2O,
(c) (H2SO4)2·NH3·(H2O)2, (d) (H2SO4)2·NH3·(H2O)3, (e)
(H2SO4)2·NH3·(H2O)4, (f) (H2SO4)2·NH3·(H2O)5.

As an interesting detail, our calculations predict that in the
cluster of one acid and one dimethylamine with five waters,
also the other proton of the acid is at least partly transferred,
thus leading to the formation of a sulfate double-ion SO2−

4
(cf. structure f) in Fig. 3). This behavior is not observed in
other clusters. This might be due to the fact that the clus-
ter in question is relatively the most basic and extensively
hydrated one. This implies that one might expect sulfate for-
mation in extensively hydrated clusters of two acids and two
amines. Also, the addition of the second acid to the structure
of one acid, amine and five waters causes rearrangements in
the bonding patterns, leading to a somewhat less negative for-
mation energy.

In a recent first-principles molecular dynamics (FPMD)
study (Anderson et al., 2008) involving 1–2 sulfuric acids
with 6 water molecules and a collection of bases (includ-
ing ammonia and methylamine), it was concluded that in the
clusters containing two sulfuric acids, proton transfer will
always take place, whereas in the clusters containing only
a single sulfuric acid, the transfer will not happen, even in
the presence of ammonia (though proton transfer was pre-
dicted to happen in the presence of methylamine or pyrim-
idine). The first conclusion regarding the two-acid clusters
is in accord with our results presented here, but the latter is
contradictory: our calculations predict deprotonation in the
plain single-acid clusters already with three waters, and in
the clusters of single acid and ammonia with two waters or
more (cf. Figs. 1–2).

In Anderson et al. (2008), the difference between
FPMD results and previous quantum chemistry studies
(where minimum-energy geometries were used, as here)
was attributed to dynamic effects. Test calculations on
H2SO4·(H2O)5 clusters at the BLYP/TZVPP level (corre-
sponding to the method used in the FPMD study) tentatively
support this conclusion, as the minimum-energy geometry
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Fig. 6. The most stable structures with respect to the formation free
energy1G (at T =298.15 K andP=1 atm) for clusters consisting
of two sulfuric acids with dimethylamine and 0–5 water molecules:
(a) (H2SO4)2 · (CH3)2NH, (b) (H2SO4)2 · (CH3)2NH · H2O,
(c) (H2SO4)2 · (CH3)2NH · (H2O)2, (d) (H2SO4)2 · (CH3)2NH ·

(H2O)3, (e) (H2SO4)2 · (CH3)2NH · (H2O)4, (f) (H2SO4)2 ·

(CH3)2NH ·(H2O)5.

at this level is found to contain an ion pair, whereas the
FPMD simulations at the same level predict no proton trans-
fer even for the H2SO4·(H2O)6 cluster. However, it should
be noted that previous quantum chemistry studies (Kurtén et
al., 2007b; Nadykto et al., 2007) predict an earlier onset of
proton transfer than e.g. the method used here, and that the
difference between different quantum chemical energy mod-
els is likely of the same order of magnitude as the difference
between static and dynamic simulations. Furthermore, in our
geometry optimizations on clusters without base molecules,
the protonation state of the sulfuric acid molecules (or corre-
sponding hydrogensulfate ions) typically did not change, but
remained the same as in the initial guess geometry. Thus,
intact molecules remained intact, and ion pairs remained as
ion pairs, regardless of the global minimum-energy geome-
try of the stoichiometry in question. This implies that the
phase-space sampling of the FPMD simulation may not be
complete (as cautioned in Anderson et al., 2008), and that
simulations starting from ion-pair geometries might have led
to different conclusions.

Nevertheless, the possibility that dynamic effects act to di-
minish the extent of proton transfer in small clusters is in-
triguing, and should be kept in mind during the analysis of
our results. In terms of the acid addition energetics presented
above, the lack of proton transfer in all H2SO4·NH3·(H2O)x
(x<7) clusters suggested in Anderson et al. (2008) would
serve to make the addition of acid molecules to ammonia-
containing clusters somewhat more favorable than predicted
here for x≥2. On the other hand, the lack of a second
proton transfer (from acid to water) in all two-acid clusters
(as predicted in Anderson et al., 2008) would correspond-
ingly make the addition of acid molecules to both ammonia
and dimethylamine-containing clusters somewhat less favor-

Fig. 7. The free energy change1G of addition of one H2SO4
molecule to the clusters containing one sulfuric acid and 0–5 water
molecules. AW: clusters with only sulfuric acid and water; AWN:
clusters containing one sulfuric acid and an ammonia molecule;
AWD: clusters containing one sulfuric acid and a dimethylamine
molecule.

able for most clusters with x≥3. For the dimethylamine-
containing five-water cluster, acid addition might again be
somewhat more favorable than predicted here, since the par-
tial formation of SO2−

4 could be cancelled out by dynamic
effects. For the dry clusters (i.e. those containing no water),
the possible role of dynamic effects will not change the con-
clusions, as both methods (the static calculations presented
here and FPDM in Anderson et al., 2008) are in agreement
concerning the degree of proton transfer. As discussed in the
next section, the atmospheric relevance of our results is pri-
marily related to these clusters.

3.2 Hydration

The pattern of acid addition energetics seen in Fig. 7 is likely
to have interesting implications for the relative enhancement
of nucleation by amines compared to ammonia as a function
of relative humidity. To draw further conclusions, we need to
know how the number of water molecules in the clusters is
affected by the relative humidity. Towards this end, we have
calculated the equilibrium hydrate distributions, i.e. the equi-
librium fractions of the cluster “cores” (the non-aqueous part
of the clusters consisting of sulfuric acid and base molecules)
having a different number of water molecules attached to
them.

The number concentration of a hydrate, e.g. one H2SO4
with n water molecules can be given as (Noppel et al., 2002)

ρ(1,n) = K1K2···Kn

(
ρfree

water

ρ

)n

ρfree
H2SO4

, (2)

whereKm are the equilibrium constants

Km = e−
1Gm
RT (3)
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with 1Gm the formation free energy of anm-hydrate formed
from one water molecule and (m−1)-hydrate,T the temper-
ature andR the molar gas constant, all in SI units. The free
monomer concentration of water is approximately given by

ρfree
water=

S

kBT
P

eq
water, (4)

whereS is the saturation ratio (hereS is defined as a ra-
tio of the proper partial pressure of the water vapor to the
saturation vapor pressure and thus the relative humidity is
defined as RH=100%×S), kB the Boltzmann constant in SI
units,T the temperature in Kelvins andP eq

water the saturation
vapor pressure of water (Seinfeld and Pandis, 1998) in Pas-
cals. This is a valid approximation, since the hydration of the
small clusters does not significantly affect the amount of free
water molecules available, as there are always several orders
of magnitude more water molecules in the atmosphere than
any other condensing species.

The reference concentrationρ can be given in terms of
some reference pressureP (hereP=1 atm), the Boltzmann
constantkB and the temperatureT as

ρ =
P

kBT
. (5)

As we are interested in the relative fractions of the different
hydrates of the cluster cores, the absolute concentrations of
the nonhydrated core clusters are not needed. For example, in
the particular case of hydration of one sulfuric acid molecule,
the concentration of free sulfuric acidρfree

H2SO4
is eventually

cancelled out from the final expressions. Thus, the relative
concentration of somem-hydrate in this case is then given as

ρ(1,m)

ρtotal
H2SO4

=
ρ(1,m)

ρ(1,0)+ρ(1,1)+···+ρ(1,n)

=

K1K2···

(
S

P
eq
water
P

)m

1+K1S
P

eq
water
P

+···+K1K2···Kn

(
S

P
eq
water
P

)n , (6)

where the hydration levelm can take values between 1 and
n, n being the amount of water molecules in the most exten-
sively hydrated case.

In all hydrate distribution calculations, we assume equilib-
rium conditions, and furthermore that all the sulfuric acid is
contained in the specific hydrates whose distribution is un-
der study. For instance, while calculating hydrate distribu-
tions for clusters of one sulfuric acid molecule and no base
molecules, we ignore all the other sulfuric acid-containing
clusters. Since the purpose of this calculation is to estimate
the hydration of different cluster “cores”, this approach is
justifiable.

To assess the extent of hydration in different circum-
stances, we calculated the hydrate distributions for the plain
sulfuric acid clusters (one and two acids) and for the clus-
ters containing either one or two acids together with one am-
monia or dimethylamine molecule, at different relative hu-
midities (RH) and temperatures. Assuming that the enthalpy

and entropy of cluster formation are fairly constant with re-
spect to the temperature, one can approximate the Gibbs
formation free energies at different temperatures based on
the values calculated at 298.15 K (and given in Table2) as
1G(T ) = 1H(298.15K)−T 1S(298.15K). The tempera-
ture sensitivity of the hydrate distributions with constant rel-
ative humidity was observed to be weak. This is most likely
due to the opposed temperature-behaviour of the formation
free energy and the absolute water concentration. For in-
stance, lowering the temperature shifts the Gibbs free ener-
gies into more negative direction, and as such implies more
hydration. However, decreasing temperature also diminishes
the absolute water concentration, and to a large extent these
two competing effects cancel out, thus leaving the hydrate
distributions reasonably temperature-independent.

The sensitivity of the hydrate distributions to the relative
humidity is more noticeable and thus worth a more detailed
analysis. The general trend in all cases is more extensive
hydration with the growing RH, as expected, although all
the clusters do pose a different characteristics of hydration.
The hydrate distributions for all the studied core clusters are
presented in Figs. 8–10 for three values of the relative hu-
midity (20%, 50% and 80%) with a constant temperature of
298.15 K. This temperature does not represent the conditions
of the whole troposphere, but as mentioned, the hydrate dis-
tribution at constant RH does not significantly change upon
temperature changes of a few tens of degrees.

The plain sulfuric acid clusters – both the one- and two-
acid clusters – were most extensively hydrated, as can be
seen in Fig. 8. At most tropospherically reasonable condi-
tions (relative humidity and temperature), the total concen-
tration of sulfuric acid in these clusters was dispersed mainly
in the mono- and dihydrates. With increasing RH, the peak
of the distribution moves from unhydrated clusters to dihy-
drates in such a manner that unhydrated clusters dominate
only when the relative humidity is less that ten per cent.
The hydrate distributions for sulfuric acid calculated here are
fairly consistent with earlier high-level quantum chemistry
studies (Kurt́en et al., 2007a) as well with experimental mea-
surements (Hanson and Eisele, 2000). However, it might be
possible that the methods used in this study underestimate
the extent of hydration slightly, at least in comparison with
Kurtén et al. (2007a) and Hanson and Eisele (2000).

The hydration patterns of clusters containing one sulfuric
acid with ammonia and one sulfuric acid with dimethylamine
are more interesting, as Fig. 9 reveals. The dimer complex
of sulfuric acid and ammonia hydrates quite effectively at
higher RH. More than 50% of the clusters are hydrated al-
ready with the relative humidities greater than 45%. As the
RH grows, the peak of the distribution shifts through dihy-
drate to trihydrate (RH>80%), bypassing almost completely
the monohydrate. This behavior can probably be explained
by considering the structure of the H2SO4·NH3·H2O clus-
ter: here the acid is still intact, as opposed to the two- and
three-water cases where the acid has dissociated, leading to
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Fig. 8. Hydrate distributions of clusters with one sulfuric acid molecule (left) and clusters with two sulfuric acid molecules (right) at three
different relative humidities. 1AxW≡ H2SO4·(H2O)x and 2AxW≡(H2SO4)2·(H2O)x. In all casesT =298.15 K.

	
  
Fig. 9. Hydrate distributions of clusters with one sulfuric acid and ammonia (left) and clusters with one sulfuric acid and dimethylamine
(right) at three different relative humidities. 1A1NxW≡H2SO4·NH3·(H2O)x and 1A1DxW≡H2SO4·(CH3)2NH·(H2O)x. In all cases
T =298.15 K.

stronger bonding (cf. the acid addition discussion above). On
the other hand, the hydrate distribution of the sulfuric acid
and dimethylamine complex is virtually static with respect
to the changes in relative humidity and temperature. The
peak of the cluster distribution is in this case the monohy-
drate with a share of practically 100 per cent (cf. right panel
of the Fig. 9). This would suggest that the clusters consist-
ing of one sulfuric acid and dimethylamine will always bond
with just one water molecule regardless of how much wa-
ter actually is available. This also implies that at lower val-
ues of relative humidity (RH<45%), a single sulfuric acid
molecule bound to dimethylamine binds water slightly better
than a single sulfuric acid molecule bound to ammonia. One
reason for this might be the attractive dipole-dipole inter-
action between the acid-amine cluster ((CH3)2NH+

2 ·HSO−

4 )
and the water molecule, and the subsequent strong hydrogen
bonding (cf. the acid addition discussion above and the struc-
ture b) in Fig. 3). In the case of sulfuric acid and ammonia,
there is no strong dipole-dipole interaction between the clus-
ter and water, and as mentioned, the portion of acid-ammonia
monohydrate of the total acid concentration is negligible.

The hydrate distributions of the two-acid clusters with am-
monia and dimethylamine have yet different characteristics,
as is evident from the Fig. 10. The ammonia-containing dis-
tribution peaks at the monohydrate, whereas dimethylamine-
containing clusters stay almost completely dry. The behavior
of the former is in accordance with the acid addition discus-
sion: the complex of two sulfuric acids, ammonia and one
water molecule is the most strongly bound of all the two
acid-ammonia clusters considered in this study. In addition
to the first proton transfer reaction occurring at this hydra-
tion level, this particular structure has a convenient symme-
try with respect to the possible hydrogen bonds ammonia
can form to stabilize the cluster, i.e. ammonia is able to bind
the two acids and water strongly together (cf. structure b) in
Fig. 5). Similar reasoning explains also the two-acid distri-
bution with dimethylamine since the most energetically sta-
ble cluster is the unhydrated one. Structural reasons for this
are compelling: dimethylamine can bind two acids together
due to its ability to a form maximum of two hydrogen bonds
(cf. structure a) in Fig. 6). Including water molecules to this
complex means breaking some of the existing, “strong” hy-
drogen bonds, and it seems that the new bonding patterns
compensate this loss of binding energy only after the second
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Fig. 10. Hydrate distributions of clusters with two sulfuric acid and ammonia (left) and clusters with two sulfuric acid and dimethylamine
(right) at three different relative humidities. 2A1NxW≡(H2SO4)2·NH3·(H2O)x and 2A1DxW≡(H2SO4)2·(CH3)2NH·(H2O)x. In all cases
T =298.15 K.

proton transfer happens. For the second proton transfer to
take place, according to our calculations, there must be three
or more water molecules in the cluster (cf. the acid addition
discussion). Consequently, this requires very high supersatu-
rations. In order to have the fraction of the hydrated clusters
compatible to the unhydrated one, a relative humidity on the
order of 250% is required. This very strongly suggests that
the two-acid clusters with dimethylamine will remain unhy-
drated in all tropospherically relevant conditions.

It should be mentioned that the details of the hydrate dis-
tributions are quite sensitive to the vibrational frequencies
and thus to the particular scaling used, since the inaccuracies
in thermochemistry affect the hydrate distribution cumula-
tively. However, perhaps the most important result here, the
reluctance of the amine-containing two-acid cluster to hy-
drate, did not quantitatively change with different vibrational
scaling approaches.

3.3 Atmospheric relevance

Of course, the formation energetics do not solely govern the
cluster distributions in the atmosphere. Often the absolute
and relative concentrations of the species in question have
a large and more decisive role. The effect of concentration
on the cluster distributions can be estimated with the law of
mass balance (as done above for the case of water concen-
trations, see Eq.6). For example, for the most probable two-
acid clusters with different bases, i.e. two sulfuric acids with
dimethylamine and no waters and two acids with ammonia
and one water molecule (atT =298.15 K and RH=50%, cf.
discussion above and Fig. 10), the ratio of concentrations can
be given as:

[(H2SO4)2 ·(CH3)2NH]

[(H2SO4)2 ·NH3 ·H2O]
=

[(CH3)2NH]

[NH3]

e−
11G
RT

[H2O]
, (7)

where11G is the difference in the formation free energies
of the two clusters, that is,

11G ≡ 1G((H2SO4)2 ·(CH3)2NH)−1G( (H2SO4)2

· NH3 ·H2O ) , (8)

1G(X) being the formation free energy of the complex X,R

is the molar gas constant andT the temperature in Kelvins.
An expression for the concentration of water can be obtained
from Eqs. (4) and (5) as

[H2O] =
P

eq
water

P
S, (9)

whereP
eq
water is the saturation vapor pressure of water,P ref-

erence pressure andS the saturation ratio.
There is typically more ammonia in the atmosphere than

there is dimethylamine, but an accurate quantitative assess-
ment is difficult due to the small number of amine measure-
ments. The relative abundance of different amines compared
to ammonia also varies significantly according to specific en-
vironmental conditions. For example, Sellegri et al. (2005)
have measured almost the same atmospheric concentrations
for trimethylamine and ammonia in boreal forest at SMEAR
II station (Hari and Kulmala, 2005), whereas in a recent study
in marine environment (M̈uller et al., 2009), concentrations
of diethyl- and dimethylamine were observed to be three or-
ders of magnitude smaller than that of ammonium, although
the amines still contributed non-negligibly to the total de-
tected nitrogen. However, in another marine environment
study during high biological activity (Facchini et al., 2008),
the same amines were measured to be considerably abun-
dant in the sub-micrometer aerosol particles, again indicat-
ing their possible importance in the secondary organic aersol
formation. Altogether, probably a realistic estimate for the
difference in the concentrations is between 1 to 4 orders of
magnitude. Using the formation free energies collected in the
Table2 with the Eq. (7), one can obtain qualitative estimates
for the ratio of concentrations of(H2SO4)2·(CH3)2NH to
(H2SO4)2·NH3·H2O. These results are presented in Table3.
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Table 3. Ratio of concentrations of clusters of two sulfuric acids
with one dimethylamine to two sulfuric acids with one ammonia
and one water, as a function of the dimethylamine to ammonia con-
centration ratio. Equilibrium steady-state conditions are assumed
andT =298.15 K, P=1 atm and RH=50%.

[(H2SO4)2·(CH3)2NH]/
[(CH3)2NH]/[NH3] ratio [(H2SO4)2NH3H2O] ratio

1 1.2×1010

0.1 1.2×109

0.01 1.2×108

0.001 1.2×107

0.0001 1.2×106

0.00001 1.2×105

Table 3 reveals that dimethylamine-containing two-acid
clusters would clearly dominate the cluster distribution, even
when the (gas-phase) amine concentration is only a thou-
sandth or less of the ammonia concentration. Of course, the
results in the Table3 should be taken only as a rough estimate
due to several approximations made in the calculation, as al-
ready mentioned during the discussion on hydration. Never-
theless, under the conditions where ammonia and the amine
are competing as a nucleation enhancing agents, the amine-
containing clusters are likely to prevail, at least until all the
available amine is consumed in the process.

The atmospheric relevance of the results presented in this
study is tied to the overall significance of ternary nucletion in
the atmosphere, which is still a subject of ongoing research.
According to some authors, the role of ternary nucleation of
sulfuric acid, ammonia and water is negligible (Yu, 2006),
whereas other approaches (Korhonen et al., 1999; Napari et
al., 2002; Anttila et al., 2005) give varying predictions for the
ternary nucleation rates. Jung et al. (2009) have shown that
the ternary nucleation model of Napari et al. (2002) can be
used as a basis of successful prediction of particle formation
rates in Pittsburg, US.

However, rigorous ab initio based nucleation parameteri-
zations for atmospherically relevant compounds are still to be
constructed and a subtle caution should be maintained while
drawing conclusions in the light of the current theoretical re-
sults for the nucleation rates. On the other hand, nucleation
rates do not necessarily reveal all the details: aerosol particle
formation might be a two-step process, involving formation
of very stable molecular clusters with diameters below two
nanometers and their subsequent growth to observable sizes
under favourable conditions (Kulmala et al., 2000, 2007). In
this scenario, amines, such as dimethylamine, are particu-
larly good candidates for the nucleation enhancement and
stabilization of the small atmospheric clusters.

4 Conclusions

We have investigated the hydration (by up to five wa-
ter molecules) of clusters consisting of 1–2 sulfuric acid
molecules with either an ammonia or a dimethylamine
molecule by computational means. The formation energetics
and structures of the abovementioned clusters were explored
using quantum chemistry. Also, the equilibrium hydrate dis-
tributions for the plain one- and two-acid clusters, single acid
clusters with either ammonia or dimethylamine, and clusters
of two sulfuric acids with either one of the bases were calcu-
lated.

The results indicate that (a) dimethylamine enhances the
growth of the cluster along the sulfuric acid axis much
more effectively than ammonia when the number of water
molecules in the cluster is either zero or greater than two,
and (b) in all tropospherically reasonable conditions the two-
acid clusters with dimethylamine remain almost completely
unhydrated. Thus, it is very likely that dimethylamine assists
sulfuric acid nucleation much more efficiently than ammonia
in all tropospherical circumstances. However, calculations
on larger clusters (containing both more acids and multiple
bases) are still required to determine the size of the critical
cluster in sulfuric acid – dimethylamine nucleation.
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The main pathway of new-particle formation in the atmosphere is likely to begin from small sulfuric acid
clusters stabilized by other compounds, such as ammonia or amines. Here, we present the results of first-
principles molecular dynamics simulations probing the stability and dynamics of (sulfuric acid)(ammo-
nia/dimethylamine) clusters with two, three and four sulfuric acid molecules and a varying number of the
bases. In each of the eight simulated clusters, an energetic equilibrium was reached and 35 ps of equilib-
rium data was collected in the NVTðT ¼ 300 K) ensemble. The clusters exhibited pronounced thermal
motion including rotations of the molecules within the clusters. Regardless of the continuous movement,
the clusters stayed bound together. The calculated electric dipole moments were found to be sensitive to
the thermal motion and consequently, large fluctuations were observed. In addition, the vibrational spec-
tra for all the clusters were determined, indicating that the thermal motion differs from purely harmonic
motion.

� 2013 Elsevier B.V. All rights reserved.
1. Motivation

Currently, one of the most pressing research problems the sci-
entific community faces is the formation and growth of atmo-
spheric aerosol particles. For example, some of these tiny
particles take part in the processes deteriorating the quality of
air, directly affecting the daily lives of millions of people [1]. On
a grander scale, aerosol particles are intimately tied to the climate
and climate change via different radiative processes [2]. The
numerous and interconnected feedback mechanisms, ranging over
several orders of magnitude in space and time, make aerosol parti-
cle formation and its consequences very elusive to study, both
experimentally and theoretically [3]. Here, we adapt bottom-up
approach to tackle the phenomenon: we present results from
first-principles molecular dynamics simulations of atmospheric
sulfuric acid clusters – thus concentrating on the smallest space
and time regimes of sub-nanometer and -nanosecond.

The main driving agent of new-particle formation in the
atmosphere is sulfuric acid [4,5]. However, the measured ambient
concentrations of sulfuric acid are several orders of magnitude too
small for it to alone explain the observed new-particle formation
events and the acid alone does not account for most of the further
aerosol particle growth either [6,7]. Traditionally, the explanation
for the observations has been sought from some combination of
sulfuric acid, water and ammonia ‘‘nucleating particles’’ [8]. The
role of ions has also been extensively discussed [9,10]. However,
state-of-the-art laboratory measurements concluded that sulfuric
acid particle formation enhanced by ammonia and ions cannot ex-
plain the boundary-layer formation events [11]. Recently, the par-
ticipation of various amines in the process has drawn a lot of
attention. Theoretical studies, motivated by filter sample findings
[12], first suggested that amines, such as dimethylamine, stabilize
the smallest sulfuric acid clusters much more strongly than the
standard candidate ammonia, and thus possibly enhance the parti-
cle formation more effectively [13,14]. The suggestion was later
strengthened by various experiments, and further experimental
and theoretical work has studied the clusters of sulfuric acid and
amines [15–22]. The current paper continues this line of research:
we focus on the dynamics and stability of sulfuric acid–ammonia
and sulfuric acid–dimethylamine clusters.

The bulk of the previous theoretical studies have been static
structure optimization calculations [23]. In such calculations, one
typically tries to find the global minimum energy cluster as a func-
tion of the molecular coordinates, that is, to find the arrangement
of the molecules in the cluster which minimizes the electronic

http://crossmark.crossref.org/dialog/?doi=10.1016/j.chemphys.2013.11.014&domain=pdf
http://dx.doi.org/10.1016/j.chemphys.2013.11.014
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http://dx.doi.org/10.1016/j.chemphys.2013.11.014
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ground state energy. Once such a cluster is found, all the molecular
vibrations are often assumed to be harmonic. In addition, the clus-
ters are most often assumed to rotate rigidly and the translational
degrees of freedom are taken to be those of an isolated ideal gas
particle. The partition function is then constructed under these
assumptions, yielding various thermodynamical quantities via
the machinery of statistical mechanics. This scheme includes the
temperature and entropy into the electronic structure calculations,
thus effectively interpolating the results from T ¼ 0 K to, say,
T ¼ 300 K. The main shortcoming of the scheme is the lack of de-
tailed and non-ideal descriptions of the kinetic energy contribu-
tions. To address this issue and to obtain insight on how the
small clusters behave when the temperature and the kinetic en-
ergy are explicitly taken into account, we performed first-princi-
ples molecular dynamics (FPMD) simulations. One prior attempt
has been performed to use FPMD on atmospheric (sulfuric acid)
(base) clusters [24]. In that investigation, the threshold of proton
transfer in hydrated sulfuric acid clusters (up to two acid mole-
cules with six water molecules) with various bases was studied.
The results differed partly from standard quantum chemical results
[14], possibly due to the dynamical effects, demonstrating that
dynamics of atmospheric sulfuric acid clusters should be studied
in more detail.

Here, we extend the body of atmospherically relevant FPMD
simulations in both size and simulation time: the largest cluster
studied here contains four sulfuric acid and four dimethylamine
molecules, and equilibrium data was collected for all the clusters
for 35 ps (the simulation details are given in Section 2). To achieve
this, one compromise had to be made: the exclusion of water.
Although in the atmosphere there are several orders of magnitude
more water than sulfuric acid, ammonia or dimethylamine, not
much is currently known about the hydration state of the clusters
formed by the latter molecules. Agreeably, FPMD would be a good
method to investigate the role of water in the clusters, especially as
water is often lost from small clusters during detection in the
experiments. However, the inclusion of water molecules would in-
crease the computational cost and complexity significantly, and
thus it is left for future studies. Furthermore, as the main goal of
the present paper is to study the dynamics and stability of sulfuric
acid clusters, the exclusion of water might be a good first order
approximation as the binding of sulfuric acid with water is consid-
erably weaker than with ammonia or dimethylamine.
2. Simulations

We performed Born–Oppenheimer based first-principles
molecular dynamics simulations, where the atomic nuclei evolve
in time according to the classical equations of motion. However,
the forces driving the dynamics are calculated from electronic
structure theory [25,26]. All the simulations were performed using
the CP2K program package (www.cp2k.org) and the forces were
calculated within Kohn–Sham density functional theory as imple-
mented in the Quickstep [25] module of CP2K. We used the PBE
functional [27], which has been previously shown to work well
for polar hydrogen-bonding liquids [28,29] and recently in the con-
text of atmospheric clusters [30,31]. The density functional was
used with a dual basis set method [26]: a doubly polarized tri-
ple-f Gaussian-type basis set in real-space and a plane-wave basis
set with a cut-off of 600 Ry in the momentum-space. Norm-con-
serving GTH pseudo-potentials were used for the core electrons
[32]. The convergence criteria for the wavefunction was 10�7 Har-
trees. The size of the simulation box was 20� 20� 20 Å3 in all of
the simulations.

Once the forces were obtained, the system was propagated in
time with a timestep of 0.5 fs in the canonical NVT ensemble. The
temperature was set to the ambient T ¼ 300 K where every degree
of freedom was controlled by individual Nosé–Hoover chain ther-
mostats [33] with a coupling constant of 2000 cm�1. The canonical
ensemble was chosen as we wanted to observe how the small clus-
ters behave under constant temperature. Especially, we were inter-
ested to see how the presumably stable clusters responded when
the system possessed kinetic energy at T – 0 K conditions. Guided
by a recent quantum chemical study [18], which extensively
searched for the most stable molecular clusters, we chose six (sul-
furic acid)m(base)n clusters (with m ¼ 2;3;4) separately with the
two base molecules, ammonia and dimethylamine (henceforth,
sulfuric acid will be abbreviated as SA, ammonia as Amm and
dimethylamine as DMA). In this size range, the (SA)m(Amm)n clus-
ters with n ¼ m� 1, and the clusters of (SA)m(DMA)n with n ¼ m
were found to be the most stable ones [18]. In addition to these
six clusters, we included the clusters of (SA)3(Amm)3 and (SA)2

(DMA)1 into this study, as the stability of these clusters was very
close to the most stable ones [18], and further, it extended our data
set in a way that we were able to directly compare the roles of the
base molecules in the clusters of (SA)2(base)1 and (SA)3(base)3.

We took the initial geometries from the literature [18] and opti-
mized the clusters with the level of theory used in the simulations.
While it is true in general that the minima found with different
methods are not necessarily the same, here this matter is of sec-
ondary importance: the optimized initial clusters were only used
as starting points for the equilibration simulations. To be able to
draw meaningful physical conclusions based on the simulations,
the clusters need to be first equilibrated. Thus, only after the clus-
ters had successfully reached an energetic equilibrium, 35 ps pro-
duction run simulations were performed. All the analysis is based
on the production runs. The results of the simulations are pre-
sented in the following section: first, we discuss the energetic
and structural properties observed in the simulations, after which
we focus on the electric dipole moments and on the vibrational–
rotational spectra.
3. Results and discussion

3.1. Energetics and structural considerations

One of the motivating questions behind this investigation was
to find out how the presumably stable atmospheric small clusters
behave if the temperature is taken into account explicitly. One fun-
damental way to answer this question is to look at the energetics of
the clusters. In Figs. 1 and 2 one can see the potential energy as a
function of time over the whole trajectory for all the studied
ammonia- and amine-containing clusters, respectively. There are
at least two interesting features to notice.

First, an energetic equilibrium is reached in all of the clusters.
Typically, this happened within a few picoseconds. The only cluster
not to equilibrate within ten picoseconds, was the cluster of (SA)4(-
Amm)3. Curiously, even 45 ps was not enough to relax the struc-
ture. Intrigued by this, the simulation was continued. The cluster
finally reached an equilibrium after �55 ps. To ascertain this, and
to collect equilibrium data for the cluster, the simulation was con-
tinued for another 35 ps.

In general, the bonding patterns in the studied clusters are lar-
gely dictated by proton transfers from sulfuric acid molecules to
the base molecules. The proton transfers create ion pairs within
the electrically neutral clusters and the resulting hydrogen bonds
are relatively strong. In all of the initial starting structures, the base
molecules had accepted one proton from the acids. In other words,
all the ammonia molecules NH3 were in the form of NHþ4 and all
the dimethylamine molecules (CH3)2NH were in the form of
(CH3)2NHþ2 , that is, as ammonium and dimethylaminium ions,

http://www.cp2k.org


Fig. 1. Potential energy as a function of time for the ammonia-containing clusters at the temperature T ¼ 300 K: (a) (SA)2(Amm)1, (b) (SA)3(Amm)2, (c) (SA)3(Amm)3, (d)
(SA)4(Amm)3. The histograms show the potential energy distributions during the equilibrium simulations (from 10 ps to 45 ps), where Eeq

pot is the mean value of the potential
energy at equilibrium. The black curve shows a sliding average of the potential energy with a 1 ps resolution. Note that for the cluster of (SA)4(Amm)3 the time axis is longer;
for this cluster the equilibrium period is from 55 ps to 90 ps. The balls-and-sticks figures show the structures of the clusters at the time 27.5 ps (for the (SA)4(Amm)3 cluster at
72.5 ps); sulfur atoms are pictured in yellow, oxygen in red, nitrogen in blue, carbon in grey and hydrogen in white. (For interpretation of the references to colour in this figure
caption, the reader is referred to the web version of this article.)
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respectively. Correspondingly, there were an equal amount of sul-
furic acid molecules H2SO4 as bisulfate ions HSO�4 in the clusters.
The importance of the proton transfers for the stability of the these
clusters has been seen in a number of previous first-principles
studies [13,14,18,19,24]. Indeed, the high reactivity of sulfuric acid
is probably one of the main reasons why it has such an important
role in atmospheric new-particle formation.

Besides (SA)4(Amm)3, the other two clusters which did not
equilibrate immediately were (SA)3(DMA)3 and (SA)4(DMA)4. The
structural changes in any of these clusters during the equilibration
period were not large; in fact, the structural reorganization was
rather subtle. However, these minute changes in geometries do
have a significant effect in the potential energy (cf. Figs. 1 and 2).
This highlights the advantageous features of molecular dynamics.
Even for these relatively small molecular clusters, it is already a
very challenging task to find the minimum energy geometries at
T ¼ 0 K. Guessing the cluster structures for T ¼ 300 K is yet more
difficult, if not impossible, without real dynamical simulations. It
should be stressed that during the equilibration there were no pro-
ton transfers – the changes in the potential energy arise from mol-
ecules finding more optimal bonding patterns.

Secondly, the potential energy is constantly oscillating in all of
the clusters. Furthermore, the maximum magnitude of the oscilla-
tion is �10 kcal/mol and is not dependent on the cluster composi-
tion or whether the equilibrium is reached or not. Indeed, this is
what one would expect: the kinetic energy at the temperature of
T ¼ 300 K keeps the molecules constantly moving. This thermal
motion shows as oscillation in the potential energy, and produces
distributions centered around the equilibrium values (cf. distribu-
tions in Figs. 1 and 2 and the numerical values in Table 1). The tem-
perature distributions over the entire trajectories are shown in
Fig. 3. The obtained distributions are centered at the target temper-
ature of T ¼ 300 K confirming that the thermostatting is working
properly. It is also noteworthy that none of the temperature distri-
butions show multiple peaks – this is in accordance with the no-
tion that the magnitude of the potential energy oscillation is the
same throughout the simulation runs.

The potential energy distributions during the equilibrium simu-
lations provoke interesting considerations. From a cluster point-of-
view the physical interpretation is clear: at the temperature of
T ¼ 300 K there exists a distribution of molecular geometries for
each of the studied clusters – likely to be true in general also.
One might argue, that in some sense the concept of ‘‘global mini-
mum energy structure’’ is not too meaningful at ambient temper-
atures; obtaining thermodynamical quantities via the usual
machinery of statistical physics from the global minimum energy
structures within the harmonic approximation may lead to sub-
stantial errors as the kinetic energy contribution is not explicitly
considered. In Table 1 the potential energies Eeq

pot from the simula-
tions are shown relative to the potential energies calculated at the



Fig. 2. Potential energy as a function of time for the amine-containing clusters at the temperature T ¼ 300 K: (a) (SA)2(DMA)1, (b) (SA)2(DMA)2, (c) (SA)3(DMA)3 and (d)
(SA)4(DMA)4. The histograms show the potential energy distributions during the equilibrium simulations (from 10 ps to 45 ps), where Eeq

pot is the mean value of the potential
energy at equilibrium. The black curve shows a sliding average of the potential energy with a 1 ps resolution. The balls-and-sticks figures show the structures of the clusters at
the time 27.5 ps; sulfur atoms are pictured in yellow, oxygen in red, nitrogen in blue, carbon in grey and hydrogen in white. (For interpretation of the references to colour in
this figure caption, the reader is referred to the web version of this article.)

Table 1
Mean values of the potential Eeq

pot and kinetic energy Eeq
kin after equilibration (last 35 ps

of the simulations). The potential energy values are relative to the potential energies
of the corresponding optimized structures at T ¼ 0 K.

Cluster Eeq
pot [kcal/mol] Eeq

kin [kcal/mol]

(SA)2(Amm)1 14.4 � 3.0 16.0 � 3.1
(SA)3(Amm)2 20.9 � 4.2 25.9 � 3.9
(SA)3(Amm)3 25.7 � 4.3 29.5 � 4.2
(SA)4(Amm)3 7.4 � 5.1 35.8 � 4.5
(SA)2(DMA)1 20.6 � 3.5 21.4 � 3.6
(SA)2(DMA)2 27.8 � 4.2 30.4 � 4.3
(SA)3(DMA)3 15.0 � 5.4 45.6 � 5.2
(SA)4(DMA)4 19.0 � 6.5 60.8 � 6.0
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same level of theory at T ¼ 0 K. Table 1 also contains the kinetic
energies Eeq

kin obtained from the simulations. Comparing the values
of these two quantities reveals that Eeq

pot – Eeq
kin, indicating that there

is anharmonicity in the energetics of the clusters in dynamical
equilibrium at T ¼ 300 K.

However, an accurate assessment of the dynamical effects and
the anharmonicity on the various thermodynamical quantities,
such as the formation free energies, is extremely difficult. In this
particular study there were no drastic differences in the cluster
structures during the simulation compared to the stable static
geometries. This might be partly due to the nature of the clusters.
As already mentioned, the proton transfers and the subsequent
hydrogen bonding patterns between the ion pairs seem to quite
decisively dictate the geometries of the clusters. Colloquially, the
clusters are looser during the simulations – in particular, the
intermolecular bond lengths and angles are continuously evolving.
The magnitude of the fluctuation in the distances was moderate
and rather uniform throughout the simulations. Fig. 4 shows the
radii of gyrations (the average distance from the center of mass),
the center-of-mass radii (the largest distance from the center of
mass) and the physical radii (half of the largest separation between
the atoms) for all the clusters. One can see that the physical dimen-
sions are rather stable.

The physical size of the clusters bears some significance in the
growth kinetics. Modeling approaches where the collisions be-
tween the molecules and/or clusters are not explicitly considered
depend on the bulk values of the molecular and cluster sizes. For
example, in kinetic modeling ([34, e.g.]) the colliding molecules
and clusters are often assumed to be spherical ‘‘liquid droplets’’
and typically the hard-spheres collision cross sections are used to
approximate the collision rates. The hard-spheres collision cross
section is proportional to the square of the sum of the radii of
the colliding molecules or clusters and thus it is desirable to use
as realistic radii as possible. The simulations presented here enable
a comparison between the first-principles molecular dynamics ra-
dii and the bulk radii. The ‘‘liquid drop model’’ radii together with
(hypothetical) electrical mobility radii are shown in Fig. 4. The
electrical mobility radius approximates the size at which several
instruments would detect the clusters [35]. Comparing the liquid
drop model radii to the physical and center-of-mass radii obtained
from the simulations reveals that the liquid drop radii differ from
these by an average 0:6 Å and 0:9 Å, respectively. In terms of
hard-spheres collision cross sections, in the worst case the differ-
ences in radii turn into a discrepancy factor of 1.8 in the collisions



Fig. 3. Temperature distributions of all the studied clusters for the whole length
of the simulations. (a) (SA)2(Amm)1, (b) (SA)3(Amm)2, (c) (SA)3(Amm)3, (d)
(SA)4(Amm)3, (e) (SA)2(DMA)1, (f) (SA)2(DMA)2, (g) (SA)3(DMA)3 and (h) (SA)4

(DMA)4.
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between the clusters examined here. The bulk approach with an
error smaller than a factor of two is a fairly good approximation
for the collision cross sections. However, it should be kept in mind
Fig. 4. The radii of gyration, the center-of-mass radii and the physical radii for all the stu
time corresponds to the last 35 ps of the simulation runs. For comparison, the li

rmobi ¼ ðrldm þ 1:5ÅÞ 1þ 28:8 u
mcluster

� �1=2
where u is the atomic mass unit, are shown as well.

Chemistry and Physics [36].
that for real molecules and clusters the electronic interactions have
larger range than the sharp boundary of a liquid droplet, and it is
likely that more crucial uncertainties arise from other aspects of
the collision process, such as the sticking factor or cluster rear-
rangement and fragmentation after collisions.

In addition to showing the fluctuation in the size of the clusters,
more information can be extracted from Fig. 4. Comparing the radii
of gyrations to the physical radii, one can see how the mass is dis-
tributed in the clusters. For example, the physical radii of the two
smallest clusters, (SA)2(Amm)1 and (SA)2(DMA)1, are roughly
equal. However, the radii of gyrations reveal that the mass in
(SA)2(DMA)1 is more dispersed, yielding thus a larger radius of
gyration. Conversely, the radii of gyration of the (SA)3(DMA)3 and
(SA)4(DMA)4 clusters are very similar, but the physical radius of
the (SA)4(DMA)4 is clearly larger. However, the mass must be dis-
tributed in a similar fashion in these clusters (cf. the molecular
structures in Fig. 2).

A more detailed cluster point-of-view can be obtained by study-
ing radial distribution functions (RDFs). For the molecular clusters
in this study, the most interesting RDFs are those between the sul-
fur atoms and the ones between the sulfur and the nitrogen atoms.
The former yields information on how the sulfuric acid molecules
coordinate each other and the latter how the acids and bases are
coordinated in the clusters. These RDFs for all the studied clusters
can be seen in Fig. 5. Fig. 5 shows how the oscillation in energy
translates into oscillation in distances; spikes of the stable static
structures (shown in Fig. 5 in black) turn into distributions, show-
ing that the distances can, on the average, either increase or de-
crease when the clusters undergo thermal motion. In addition,
the asymmetry in the clusters of (SA)3(Amm)2 and (SA)4(Amm)3

– caused by one intact sulfuric acid molecule – can be clearly seen
in the sulfur–sulfur RDFs. Interestingly, adding one ammonia mol-
ecule to the former cluster leads to a tighter geometry, as can be
seen in the (SA)3(Amm)3 sulfur–sulfur RDF. However, even with
the same numbers of acid and base molecules this cluster is not
geometrically symmetric, unlike its amine-containing counterpart,
cf. (c) and (g) in Fig. 5. In the (SA)3(DMA)3 cluster each of the
amines is coordinated by two acids. In the corresponding ammonia
cluster, two of the ammonia molecules are coordinated by three
acid molecules and the one remaining base is coordinated by two
died clusters (see definitions in the text). The radii are given in Ångströms and the
quid drop model radii rldm and the hypothetical electrical mobility radii [35],

The bulk densities needed for rldm and rmobi are taken from the CRC Handbook of



Fig. 5. The sulfur–sulfur and sulfur–nitrogen radial distribution functions (RDFs) of all the studied clusters are shown in red (in arb. units). For comparison, the RDFs of the
optimized, static clusters are plotted in black. The blue curves show the coordination numbers (CNs). The CNs measure how many pairs of S–S and S–N atoms are within the
radial distance (indicated on the right-hand side ordinate). The static geometries were obtained by optimizing the cluster structures, taken from the equilibrium simulations,
at the same level of theory as used in the simulations. (a)&(i) (SA)2(Amm)1, (b)&(j) (SA)3(Amm)2, (c)&(k) (SA)3(Amm)3, (d)&(l) (SA)4(Amm)3, (e)&(m) (SA)2(DMA)1, (f)&(n)
(SA)2(DMA)2, (g)&(o) (SA)3(DMA)3 and (h)&(p) (SA)4(DMA)4. (For interpretation of the references to colour in this figure caption, the reader is referred to the web version of
this article.)
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acids. Even though both of the base molecules are able to accept
one proton, the number of hydrogen bonds they can participate
in is different. Within the clusters ammonia can form up to four
bonds, whereas dimethylamine only two. This fact is already sig-
nificant in the small clusters studied here, but the importance is
likely to grow with the size of the clusters. From the structures
of the clusters in Fig. 2, one can see that the amine-containing clus-
ters are quite ‘‘closed’’ – what sticks out are the inert methyl
groups, especially in (SA)3(DMA)3 and (SA)4(DMA)4 clusters. On
the other hand, in the ammonia clusters there are ‘‘free’’ hydro-
gens, potentially available for bonding (cf. Fig. 1).

The simulations also revealed some unexpected dynamical
structural behavior. After the clusters had reached equilibrium
bonding patterns, these patterns did not change. However, the
individual atoms participating in the hydrogen bonds did change.
In other words, the molecules in the clusters did not only exhibit
thermal vibrations, but also rotations. These concerted rotations
were confined by the equilibrium bonding patterns and the sym-
metry of the molecules. In the ammonia-containing clusters, the
rotating species were mainly the singly-protonated ammonium
ions, which are very symmetric. In the dimethylamine clusters
the rotating molecules were the singly-deprotonated bisulfate
ions, where the three free oxygen atoms are symmetric with re-
spect to the center sulfur atom. These rotations can be seen as
abrupt changes of the participating atoms in the N–H� � �O bond dis-
tances in Figs. 6 and 7, where the former shows this bond fluctua-
tion in the cluster of (SA)3(Amm)2 and the latter in the cluster of
(SA)2(DMA)2.

Regardless of the oscillation, vibration and rotation, during the
simulations there were no signs of clusters breaking up. Nor were
there any signs of donated protons transferring back to bisulfate
ions from either of the base molecules. This is one of the most
important results of the current paper as the stability of the clus-
ters depends on the proton transfers. Consequently, it is very unli-
kely that any molecule involved in the proton-transfer-induced ion
pair would leave the cluster, and accordingly, this was not ob-
served. In particular for the clusters with an equal number of acids
and bases, this suggests that the smallest unit to evaporate would
be (SA)1(base)1. However, also this type of cluster break-up seems
to be hindered by the geometry of the studied clusters: both the
acid and base molecules are coordinated by more than just one
molecule of the other kind. This holds for the other clusters as well:



Fig. 6. H-bond fluctuation in the cluster of (SA)3(Amm)2. The graphs show some of the distances from the hydrogens of the two NHþ4 molecules to the oxygen atoms of the
surrounding bisulfate/sulfuric acid molecules, demonstrating the dynamical nature of the hydrogen bonding in the clusters. Notice that the bonding pattern is conserved
regardless of the molecular rotations.
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in the clusters of (SA)n(base)n-1 the intact sulfuric acid molecule is
always coordinated by more than just one molecule. The high-level
of coordination is not unexpected, as we are intentionally studying
very stable cluster configurations. It should be noted that most of
the studied clusters are not direct collision products of sulfuric
acid, ammonia, dimethylamine molecules or even (SA)1(base)1

units. Rather, the initial clusters were configurations of the constit-
uent molecules which minimize the potential energy at tempera-
ture of T ¼ 0 K. The results presented in this section show that
the clusters seem to be stable at the temperature of T ¼ 300 K as
well – the thermal energy keeps the molecules vibrating and
rotating, but is not enough to break the clusters or significantly
transform the geometries away from the very stable static
structures.

Molecular dynamics simulations performed in the NVT ensem-
ble allow the assessment of the isochoric heat capacity CV via po-
tential energy fluctuations:

CV ¼ hðDEeq
potÞ

2i=kBT2; ð1Þ

where hðDEeq
potÞ

2i is the variance of the potential energy during the
equilibrium simulations, kB is the Boltzmann constant and T the
temperature. The heat capacities of all the studied clusters are given
in Table 2. The uncertainty in the heat capacities is difficult to esti-
mate and it should be kept in mind that the CV calculated from an
NVT simulation depends on the thermostat settings. To obtain a
crude estimate how the length of the simulation period affects
the CV values, we divided the equilibrium period of 35 ps into
blocks of six different sizes: 5 ps, 5.85 ps, 7 ps, 8.75 ps, 11.76 ps
and 17.5 ps, thus fitting into the equilibrium period six, five, four,
three and two times, respectively. We then evaluated the heat
capacities and obtained standard deviations within each block size.
Finally, we took the weighted average of the standard deviations as
the uncertainty for the final heat capacity, evaluated using the
whole equilibrium simulation.

The heat capacities of the ammonia-containing clusters do not
show particular systematics with regard to the system size. In con-
trast, the heat capacity of the amine clusters increases with
increasing cluster size. At least partly this is explained by the larger
size of the dimethylamine molecule in comparison with the
ammonia molecule. Table 2 also contains the heat capacities for
all the clusters obtained via structure optimization and the rigid
rotor–harmonic oscillator approximation at two different levels
of theory: PBE density functional with polarized triple-f-Gauss-
ian-type basis set and B3LYP hybrid functional [37] with CBSB7 ba-
sis set [38]. The former method is very close to the one used here in
the FPMD simulations and the latter has been previously used in
several atmospheric cluster studies [18,19,21]. All the static calcu-
lations were performed with Gaussian 09 program suite [39] and
the cluster structures for the optimizations were taken from the
equilibrium simulations.

It is interesting to compare the first-principles molecular
dynamics simulations results with the static values. The static heat



Fig. 7. H-bond fluctuation in the cluster of (SA)2(DMA)2. The graphs show how the four hydrogen bonds between the sulfuric acid and dimethylamine molecules evolve in
time. Notice that the bonding pattern is conserved regardless of the molecular rotations.

Table 2
Heat capacities CV

molecule [ cal
mol =K] from the first-principles molecular dynamics simula-

tions at the temperature T ¼ 300 K (the column ‘‘FPMD’’). For comparison, heat
capacities from static calculations at two different levels of theory are also shown (see
text).

Cluster FPMD PBE/TZVP B3LYP/CBSB7

(SA)2(Amm)1 17.1 � 0.9 16.4 15.9
(SA)3(Amm)2 20.0 � 2.4 16.0 15.6
(SA)3(Amm)3 17.3 � 1.0 15.0 14.7
(SA)4(Amm)3 20.6 � 0.7 16.0 15.6
(SA)2(DMA)1 23.1 � 1.0 19.4 18.8
(SA)2(DMA)2 24.3 � 1.0 19.6 19.1
(SA)3(DMA)3 27.0 � 0.9 19.4 18.9
(SA)4(DMA)4 29.7 � 2.5 19.7 19.2
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capacities are quite uniform within the both sets of clusters – both
methods yielding 3–4 kcal/mol larger CV for the amine clusters and
neither capturing the increasing trend for the amine-containing
clusters. The main contribution to the static heat capacities comes
from the vibrational frequencies, here assumed to be harmonic.
Clearly, to capture the thermal movement of the clusters in equi-
librium one needs to go beyond the harmonic approximation. This
is in concert with the earlier observation that there is anharmonic-
ity in the energetics of the clusters (cf. Table 1) and further, the
anharmonicity grows with the system size.
3.2. Dipole moments and vibrational spectra

The interactions between the clusters presented are notoriously
weak. In particular in the case of electrically neutral clusters there
are no chemical reactions besides proton transfer and the strongest
bond between the species is the hydrogen bond. In this landscape
the van der Waals interactions become important. For example, it
is probable that the electric dipole moment has a role in the colli-
sions between neutral clusters. However, not much is known about
the dipoles of the clusters under study. To address this, we have
calculated the time-evolution of the electric dipole moments for
all the clusters under study.

The first-principles molecular dynamics simulations yielded
phase-space trajectories for all the atomic nuclei. We took ‘‘snap-
shots’’ of these trajectories with an interval of 5 fs and found an
approximative location for the negative charge using maximally
localized Wannier function centers [40,41]. Knowing the locations
of the positive and negative charges, we were able to calculate the
electric dipole moments. The dipole moments of all the studied
clusters are shown in Fig. 8; the ammonia-containing clusters are
on the left pane and the dimethylamine-containing clusters on
the right.

Again, there are at least two interesting features in Fig. 8. There
is fast, large-amplitude oscillation around the momentary mean
values. But unlike in the case of potential energy, here also the
mean values are oscillating, although with slower frequency and
smaller magnitude. The reason for this undulatory behavior is
the same as for the potential energy and bond distance oscillation:
thermal molecular movement. However, it seems that the dipole
moment is more sensitive than the potential energy to molecular
movement. For example, the thermal rotations taking place within
the equilibrium bonding patterns do not show up in the potential
energy (cf. Figs. 1, 2, 6 and 7), but these rotations are likely to con-
tribute to the fluctuations seen in the electric dipoles (cf. Fig. 8).

The equilibrium values of the electric dipole moments are sum-
marized in Table 3. The cluster data set is too limited in order to
draw general systematic conclusions about the dipole moments.
However, it is interesting to notice that the electric dipole



Fig. 8. Electric dipole moments of the studied clusters as a function of time. The
time axis corresponds to the last 35 ps of the simulations. (a) (SA)2(Amm)1, (b)
(SA)3(Amm)2, (c) (SA)3(Amm)3, (d) (SA)4(Amm)3, (e) (SA)2(DMA)1, (f) (SA)2(DMA)2,
(g) (SA)3(DMA)3 and (h) (SA)4(DMA)4.
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moments of dimethylamine-containing clusters with an even
number of acids and bases are considerably smaller than those
with an odd number of bases, probably due to symmetry in clus-
ters. The ammonia-clusters do not show similar characteristics.

The electric dipole moment is related to the vibrational–rota-
tional spectrum of the clusters. The thermal fluctuation seen in
the dipoles is bound to also have an effect on the spectra of the
clusters. To obtain the IR absorption power spectrum IðxÞ, we Fou-
rier transformed the autocorrelation function of the electric dipole
moment MðtÞ [42]:

IðxÞ / x tanhðb�hx=2Þ
Z

dt e�ixthMðtÞMð0Þieq; ð2Þ

where 1=b ¼ kBT and kB; �h are the Boltzmann and Planck constants,
respectively, and T is the temperature. The angular brackets denote
the autocorrelation function of the electric dipole moment MðtÞ ta-
ken over the equilibrium simulation with a maximum time-shift of
17.5 ps.

The spectra IðxÞ for all the clusters is shown in Fig. 9. One
should note that 35 ps of equilibrium simulation is rather short
period for full spectrum analysis; thus the lower-end of the spectra
Table 3
Mean values of the electric dipole moments from the first-principles molecular
dynamics simulations, corresponding to the last 35 ps of simulations in Figs. 1 and 2.
The electric dipole moments are calculated with an interval of 5 fs.

Cluster Electric dipole moment [Debye]

(SA)2(Amm)1 7.6 � 1.1
(SA)3(Amm)2 8.5 � 1.9
(SA)3(Amm)3 6.1 � 1.5
(SA)4(Amm)3 5.9 � 1.8
(SA)2(DMA)1 8.5 � 1.2
(SA)2(DMA)2 2.9 � 1.2
(SA)3(DMA)3 8.1 � 1.7
(SA)4(DMA)4 3.6 � 1.4
shown here tends to be noisy. Also, the 5 fs interval for evaluating
the dipoles limits the high-frequency end of the spectrum, and fur-
thermore, the thermostat coupling constant of 2000 cm�1 makes
the higher-end of the spectra less reliable. Indeed, the spectra are
not shown here out of spectroscopic interest, but rather because
they provide yet another view on the thermal molecular motion.
The harmonic vibrational spectra are also shown for comparison.
Fig. 9 reveals immediately that IR spectroscopy in general is not
the most useful tool to study the clusters of sulfuric acid with
ammonia or dimethylamine; all the vibrations are centered at
two regions, one from the very low end up to 1750 cm�1 and an-
other centered below 3000 cm�1. This renders the spectra practi-
cally indistinguishable from one another. However, pertinent to
the current paper are the differences in the FPMD and harmonic
spectra. These differences are a manifestation of the difference in
the two approaches, using static structures or performing molecu-
lar dynamics simulations. Importantly, in the former approach the
inclusion of all the thermal quantities is typically done via the har-
monic vibrational frequencies – how well these represent true
vibrations is directly related to the reliability of the entropic contri-
bution to the free energies. As can be seen from Fig. 9, the two
types of spectra are not identical, but on the other hand, the spec-
tra are not completely different either. The spectra from FPMD sim-
ulations are more disperse and consist of numerous peaks, whereas
the harmonic spectra consist of sharp and well-defined peaks. As
stated in Section 3.1, in the simulations at T ¼ 300 K the molecules
are under constant thermal motion. All of this motion constitutes
Fig. 9. The IR absorption spectra for all the studied clusters. The spectra in red are
obtained from the first-principles molecular dynamics simulations as described in
the text. The spectra shown in black are calculated from single static structures
within the harmonic approximation using Gaussian 09 program suite [39] at the
PBE/TZVP level of theory. (a) (SA)2(Amm)1, (b) (SA)3(Amm)2, (c) (SA)3(Amm)3, (d)
(SA)4(Amm)3, (e) (SA)2(DMA)1, (f) (SA)2(DMA)2, (g) (SA)3(DMA)3 and (h) (SA)4(-
DMA)4. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)
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the vibrational spectrum of the cluster in question – including the
thermal rotations within the clusters, which are beyond the har-
monic approach. However, in this particular study, the proton
transfer patterns strongly lock the cluster geometries, and the
molecular motion takes place around these dynamical equilibrium
geometries. Fig. 9 shows that this motion is not harmonic. In other
words, in FPMD simulations the atomic nuclei are not ‘‘sitting in
harmonic wells’’ but move more dynamically.
4. Conclusions

We have performed first-principles molecular dynamics simu-
lations to obtain insight into the dynamics and stability of small
(sulfuric acid)(ammonia/dimethylamine) clusters. The studied
clusters represent prototype examples of stabilized atmospheric
sulfuric acid clusters, and as such their properties are important
for the formation and further growth of atmospheric aerosol parti-
cles. Based on the FPMD simulations, the following conclusions can
be drawn:

(a) the kinetic energy at T ¼ 300 K keeps the molecules con-
stantly moving – as a consequence, a whole distribution of
cluster geometries become relevant, rather than just one
minimum energy cluster configuration;

(b) regardless of this movement, the clusters stay bound
together – there are no signs of protons transferring back
to sulfuric acid molecules from the base molecules or the
intact sulfuric acid molecules leaving the clusters;

(c) the electric dipole moments are sensitive to the molecular
movement and show large fluctuations; and

(d) the vibrational–rotational spectra of the clusters clearly dif-
fer from the harmonic one – demonstrating that the thermal
molecular movement in FPMD simulations is not harmonic.

It is worth emphasizing that the initial cluster configurations
were products of configuration space sampling and optimization
routines, not simple agglomerates of direct molecular collisions.
This is an important detail, as the simulations here show that the
studied clusters are also rather stable when the effect of kinetic en-
ergy is explicitly considered. Now, the interesting question is: do
these stable clusters exist in the atmosphere? Or perhaps more
accurately, do these stable clusters dominate the cluster configura-
tion distribution for a given cluster composition? To answer these
questions is beyond the scope of the present paper. However, the
results presented here are intimately related to these issues. For
example, when a cluster of one sulfuric acid and one dimethyl-
amine molecule forms, one proton transfer most probably takes
place. The potential energy of the complex decreases significantly,
thus increasing the kinetic energy. It is plausible that the collisions
with the carrier gas take away the excess kinetic energy from the
cluster, after which it would evolve as the larger clusters simulated
in this paper. However, the formation dynamics of the larger clus-
ters are much more uncertain. As shown here, the bonding pat-
terns of the clusters are rather stable, but for example to go from
the cluster of (SA)2(DMA)2 to (SA)3(DMA)3 cluster, or from (SA)3(-
DMA)3 to (SA)4(DMA)4, requires breaking the bonding patterns
and rearranging the molecules. Typically, it has been assumed that
the rearrangement is instantaneous and barrierless. The FPMD
simulation results presented here suggest that this might not be
the case. From a more applicative point-of-view, these issues
would serve to effectively lower the stability of the clusters in
terms of formation free energy, as calculated by the standard quan-
tum chemical procedure. Also, the observed distribution of cluster
configurations at the temperature of T ¼ 300 K and the increasing
anharmonicity with growing cluster size are likely to work in the
same direction. These interesting questions shall be the focus of
the future investigations.
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The clustering of sulphuric acid with base molecules is one of the main pathways of new-particle formation in the Earth’s
atmosphere. First step in the clustering process is likely the formation of a (sulphuric acid)1(base)1(water)n cluster. Here,
we present results from direct first-principles molecular dynamics collision simulations of (sulphuric acid)1(water)0, 1 +
(dimethylamine) → (sulphuric acid)1(dimethylamine)1(water)0, 1 cluster formation processes. The simulations indicate that
the sticking factor in the collisions is unity: the interaction between the molecules is strong enough to overcome the possible
initial non-optimal collision orientations. No post-collisional cluster break up is observed. The reasons for the efficient
clustering are (i) the proton transfer reaction which takes place in each of the collision simulations and (ii) the subsequent
competition over the proton control. As a consequence, the clusters show very dynamic ion pair structure, which differs
from both the static structure optimisation calculations and the equilibrium first-principles molecular dynamics simulations.
In some of the simulation runs, water mediates the proton transfer by acting as a proton bridge. In general, water is able to
notably stabilise the formed clusters by allocating a fraction of the released clustering energy.

Keywords: molecular collisions; first-principles molecular dynamics; atmospheric new-particle formation

1. Background

The significance of sulphuric acid (H2SO4, henceforth
SA) in atmospheric new-particle formation has been
well established [1,2]. Similarly, the need for other
participating species in the initial clustering and during
the subsequent growth processes is well documented
in the literature [3]. However, the exact details of the
new-particle formation process are still to be revealed.
Recently, an acid–base stabilisation mechanism involving
dimethylamine ((CH3)2NH, henceforth DMA) as the
base molecule has been discussed in some detail [4–8].
In essence, the crux of the argument is that SA and
DMA form very stable clusters due to proton transfer
reactions which are assumed to take place in the process.
In addition to calculations performed on various levels of
computational sophistication, the argument is strengthened
by experimental studies on the enhancing effect of the
amines on the new-particle formation [9–12].

A vast majority of the recent theoretical investigations
on atmospheric new-particle formation are based on the
standard electronic structure calculations procedure (for
details, see [13]). In this scheme, one typically seeks the
most stable molecular cluster at the temperature T = 0 K
and then extrapolates to ambient temperatures using the
harmonic oscillator–rigid rotor approximation (HORRA).
This also entails the assumption of the thermodynamical

∗
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equilibrium. However, molecular clustering is a very dy-
namic non-equilibrium phenomenon, and it is debatable to
what extent it can be approximated relying on equilibrium
concepts. For example, the described standard procedure
simplifies the entire statistical mechanical phase space into
one or few energetically favourable cluster configurations.
This is a drastic approximation and it is known to worsen
with increasing temperature and complexity of the system
[14,15]. Typically, the approximation is applied only out
of computational necessity – sophisticated phase-space
sampling methods [16–18] often require at least O(106)
energy evaluations per cluster, which is a very significant
computational burden, especially at an ab initio level.
Free energy calculations based on the standard electronic
structure procedure are further challenged by the HORRA.
Similarly with the previous approximation, the HORRA
also worsens as the complexity and temperature of the
system grow [14,15,19]. Ideally, theoretical investigations
of molecular clustering would take into account both of
the described non-ideal contributions. Essentially, this
means solving the quantum many-body dynamics for both
the electrons and atomic nuclei present in the system.
Even with the full power of the current high-performance
supercomputers, this goal is still far unattainable. Thus, a
practical scientist must seek for a more affordable method
to study the phenomenon – a method that is hopefully

C© 2014 Taylor & Francis
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not ridden with the discussed approximations. Besides
Monte Carlo approaches, one such method is the molecular
dynamics simulation.

On a larger scale force-field molecular dynamics sim-
ulations have been successfully used to obtain insight into
various dynamic physical quantities and features such as
the mass accommodation factor [20,21], collision cross-
sections [22,23] and post-collisional relaxation of small
clusters [24,25]. Unfortunately, the force-field molecular
dynamics simulations provide only crude approximations
if used to study the first steps of SA-driven new-particle
formation due to the very high reactivity of the acid. Thus,
one is forced to use a method which is able to account
for the changes in the electronic structure of the system
on the fly. One method meeting the discussed criteria is
the first-principles molecular dynamics (FPMD) simula-
tion. Recently, the applicability of the FPMD simulation
to study atmospherically relevant collision processes was
demonstrated [26], and here we take the first steps towards
investigating the molecular-level dynamics behind the SA
clustering process.

We present results from direct FPMD collision simula-
tions for the clustering of (SA) + (DMA) → (SA)(DMA)
and (SA)(water) + (DMA) → (SA)(DMA)(water). In atmo-
spheric conditions, most of the SA is most likely hydrated
by at least one water molecule [27,28]. This follows from
the fact that there are typically 1010 times more water than
sulphuric acid molecules in the atmosphere. Although the
bonding of water with SA is considerably weaker than that
with DMA, it is thus essential to study the role of water
during the initial clustering.

Above all, this straightforward approach allows the in-
vestigation of the sticking factor: can non-optimal collision
geometry hinder or prevent the clustering – or can water
block the reaction? Furthermore, FPMD simulations reveal
the dynamics of the collision: does the proton transfer al-
ways happen – or can the transferred proton transfer back
to the acid?

These questions are answered in detail in Section 3.
First, the technical simulation details are given in Section 2.
Discussion concerning the consequences of the results then
closes the paper in Section 4.

2. Collision simulations

To probe the dynamics of the (SA)(DMA) and the
(SA)(DMA)(water) cluster formation, we performed 12 di-
rect head-on collisions for both the clusters. By varying the
starting geometries, we tried to accommodate all the rele-
vant head-on collision possibilities (see Supplemental data
Figure S2 and Figure S3 for all the initial collision geome-
tries). Due to the high computational cost (see below), we
were only able to study head-on collisions.

The collisions were performed using the Born–
Oppenheimer FPMD simulation method with the CP2K

program package [29]. We applied the Perdew–Burke–
Ernzerhof (PBE) density functional [30] with the dis-
persion correction D3 devised by Grimme [31]. Recent
benchmarking studies [32,33] found the PBE functional
to perform quite well for various sulphuric acid contain-
ing clusters, especially when used with the dispersion cor-
rection. We used an augmented doubly polarised triple-ζ
Gaussian-type basis set in the real space together with a
plane-wave basis set of cut-off 400 Ry in the momen-
tum space [34]. Norm-conserving Goedecker–Teter–Hutter
(GTH) pseudo-potentials were used for the core electronic
states [35], and the convergence criterion for the wave-
function was 10−7 Hartrees. The collisions were performed
in a simulation box of 20 × 20 × 20 Å3, where periodic
boundary conditions were not applied in any direction. The
Poisson equation was solved according to the scheme by
Martyna and Tuckerman [36]. The collisions were run in
the NVE ensemble.

In all the simulations, a time step of 0.5 fs was used.
On the average, we were able to perform one simulation
time step in about 0.4 CPU-hours. Given this high compu-
tational burden, we chose the initial collision velocities to
be roughly twice the relative velocity between the species
according to the Maxwell–Boltzmann distribution at a tem-
perature of T = 300 K to be able to perform as many
collisions as possible and to run the simulations sufficiently
long after the collisions. Sensitivity testing revealed that
the elevated collision velocities did not change the colli-
sion dynamics, but made the molecules collide faster, as
desired. The (SA)+(DMA) collisions were let to run for
5 picoseconds (ps) and the (SA)(water)+(DMA) collision
for 7 ps.

In addition to the collisions, we also performed equilib-
rium FPMD simulations for the two clusters, (SA)(DMA)
and (SA)(DMA)(water) (cf. Section 3.4). These simulations
were performed with the same technical details and at the
same level of theory as the collisions, except now in the
NVT ensemble at a temperature of T = 300 K. Each degree
of freedom was controlled by a Nosé–Hoover chain ther-
mostat with a coupling constant of 2000 cm−1 [37]. The
initial cluster configurations were taken from the literature
[5] and first optimised with the level of theory used here.
Then, the clusters were equilibrated for 3 ps and the data
were collected during production runs of 8 ps.

3. Results of the collision simulations

3.1. Sticking factor = 1

Perhaps the first thing to observe in the collisions of
molecules is whether or not the species stick together –
do the molecules bond in such a way they can be said to
form a small cluster? If the sticking factor for the (SA) +
(DMA) collision significantly differs from unity, it is likely
to alter the clustering efficiency, as the formation of the
(SA)(DMA) cluster seems to be the very first step in the
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Molecular Physics 3

Figure 1. The distance between the centre-of-mass (SA) and
centre-of-mass (DMA) in the simulation runs. (a) (SA) +
(DMA) → (SA)(DMA) collisions; (b) (SA)(water) + (DMA) →
(SA)(DMA)(water) collisions. The distances are given in Å and
the time in ps. One (SA)(water)+(DMA) collision took longer (∼9
ps) to find a sticking configuration (see text). Here the centres-
of-mass exclude the hydrogens. For more quantitative inspection,
a larger figure with a legend is provided in Supplemental data
Figure S1.

DMA-enhanced SA clustering process [7]. A suitable met-
ric for the sticking can be obtained from the simulations
by monitoring the positions of the centres-of-mass of the
molecules. In Figure 1, the distance between the centre-
of-mass of the SA and the centre-of-mass of the DMA is
shown for each simulation run: in the graph (a) for the
(SA) + (DMA) → (SA)(DMA) collisions and in the graph
(b) for the (SA)(water) + (DMA) → (SA)(DMA)(water)
collisions. Figure 1(a) reveals immediately that there is no
significant steric hindrance in the (SA) + (DMA) collisions:
non-optimal collision geometry is always overcome within
roughly 3 ps. Six of the total 12 collisions lead directly to a
cluster within 1 ps. In the other half of the collisions, struc-
tural rearrangement is needed before the cluster formation.
See Supplemental data Figure S2 for the initial collision
geometries.

Very similar conclusions can be drawn from the
(SA)(water) + (DMA) collisions. Eleven of the total 12 col-
lisions result in sticking within 4 ps, nine of these already
within 2 ps. However, one collision simulation did not stick
during the 7 ps of simulation. As the initial structure of
the collision in question intuitively looks particularly sus-
ceptible for proton transfer, the simulation was continued.
After 9 ps, also this simulation led to a bound cluster (see
Supplemental data Figure S1 for the sticking and Figure S3
for the initial collision geometries).

Although an FPMD simulation is a very powerful
method, care must be taken in the physical interpretation of
the results. Inadequate phase-space sampling may lead to
an unsatisfactory description of the underlying dynamics.
Fortunately, the head-on collisions under investigation here
appear to be an on/off system. Besides showing that there is
no steric hindrance in the cluster formation, this is demon-
strated in Figure 1: after the collisions the molecules stay
bound together as a cluster. In neither set of the simulations
do the molecules break back to separated monomers (or
into a monomer and a dimer). This is due both to the strong

ion-enhanced hydrogen bonding, which results from the
proton transfer, and to the large enough number of acces-
sible degrees of freedom, which are able to accommodate
the energy released in the clustering process.

3.2. Proton transfer happens always

In all of the collision simulations, a proton transfer takes
place, both in the runs with and without water. The instant
in time the proton transfer takes place is highlighted by the
maroon vertical lines running through all the subplots in
Figures 2 and 3. The dynamics of the transfer are shown by
the red curves in the uppermost graphs of each subplot in
Figures 2 and 3. These curves show the difference between
the distance from the transferred proton to the oxygen it
is initially bound (ROH) and to the nitrogen (RNH) which
captures it,

Rtrans = ROH − RNH. (1)

Thus, the proton transfer is defined to happen when the
Rtrans becomes positive. After the proton transfer, the ROH

tracks the distance from the transferred proton to the clos-
est of the SA’s oxygens, which is not necessarily the same
oxygen it was initially bound to. All the proton transfers in
the (SA)+(DMA) collisions and most of the transfers in the
(SA)(water) + (DMA) collisions are direct: the proton trans-
fers directly from the SA’s oxygen to the DMA’s nitrogen
atom. However, in five of the collisions including water, the
molecular arrangement was such that the direct transfer was
not favourable. Basically, the nitrogen’s lone pair electrons
were too far from both of the SA’s hydrogens to induce
the reaction. In these cases, the water molecule acts as a
proton bridge and the reaction proceeds via Grotthuss-type
mechanism. The water transfers a proton to the DMA at
the same time as it receives another proton from the SA (cf.
Figure 4). The reaction proceeds very rapidly, within 100 fs.
Effectively, the water stays as a neutral molecule, just me-
diating the ion pair formation. After the proton transfer,
the electrostatic attraction between HSO−

4 and (CH3)2NH+
2

pulls the ions in contact, pushing the water farther away.
In Figure 3(b), the evolution of the proton bridge process
is shown by the orange curve in the uppermost subplots:
the curve shows the differences in the distances measured
from the transferred proton similarly to the Rtrans, but
here between the water and the DMA (all the proton
bridge processes are shown similarly in Supplemental data
Figure S3).

3.3. The release of energy in the proton transfer
is significant

The potential and the kinetic energies of the (SA) + (DMA)
simulations are shown in Figure 2 and for the (SA)(water)
+ (DMA) collisions in Figure 3: in each subplot the black
curve in the middle panel shows the potential energy of the
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4 V. Loukonen et al.

Figure 2. Proton control and the energetics for representative (SA) + (DMA) → (SA)(DMA) collisions. In each graph, the uppermost
panel shows the proton control. The red curve (initially negative) shows the proton transfer distance Rtrans and the blue curve (beginning
at the proton transfer; denoted by the vertical lines) corresponds to hydrogen bonding competition Rcomp in Å (see Equations (1) and (2)).
When both the red and blue curves are positive, the system is an ion pair; the percentages of the simulation time the cluster spends as an
ion pair after the initial proton transfer are given next to the proton control graphs. The middle panel shows the evolution of the potential
energy Epot and the bottommost panel the evolution of the kinetic energy Ekin of the whole system. The energies are given in units of
kcal/mol. The Epot is measured with respect to the optimised cluster at T = 0 K, and the Ekin is the total kinetic energy of the system in the
centre-of-mass frame. For each run, the initial molecular collision geometry is shown; sulphur atoms are depicted in yellow, oxygens in
red, nitrogens in blue, carbons in grey and hydrogens in white.

whole system; the corresponding kinetic energy is shown
in the bottommost panel by the grey curve. The poten-
tial energy consists of both the intra- and inter-molecular
contributions, and is given with reference to the optimised
ground-state energies of the clusters at T = 0 K. The ki-
netic energy is given with respect to the centre-of-mass of

the cluster. There is a distinctive drop in the potential energy
when the proton transfer happens. Coinciding with this, the
kinetic energy of the system naturally increases. The aver-
age change in the energy caused by the proton transfer in
the (SA) + (DMA) collisions is 8.6 ± 1.8 kcal/mol and in
the (SA)(water) + (DMA) collisions, 8.0 ± 2.3 kcal/mol
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Molecular Physics 5

Figure 3. Proton control and the energetics for representative (SA)(water) + (DMA) → (SA)(DMA)(water) collisions. In each graph, the
uppermost panel shows the proton control. The red curve (initially negative) shows the proton transfer distance Rtrans and the blue curve
(beginning at the proton transfer; denoted by the vertical lines) corresponds to hydrogen bonding competition Rcomp in Å (see Equations
(1) and (2)). When both the red and blue curves are positive, the system is an ion pair; the percentages of the simulation time the cluster
spends as an ion pair after the initial proton transfer are given next to the proton control graphs. In graph (b), the orange curve (initially
positive) shows the proton bridge mechanism. The middle panel shows the evolution of the potential energy Epot and the bottommost panel
the evolution of the kinetic energy Ekin of the whole system. The energies are given in units of kcal/mol. The Epot is measured with respect
to the optimised cluster at T = 0 K, and the Ekin is the total kinetic energy of the system in the centre-of-mass frame. For each run, the
initial molecular collision geometry is shown; sulphur atoms are depicted in yellow, oxygens in red, nitrogens in blue, carbons in grey and
hydrogens in white.

(averaged over all the runs). This is a considerable amount
of energy in the context of small hydrogen-bonded clusters.
The released energy keeps the clusters kinetically exited,
but importantly is not enough to break the clusters back
into monomers (or into a monomer and a dimer), as can

be seen in Figures 1, 2 and 3. Also, from the potential and
kinetic energy curves in Figures 2 and 3, one can see that
in most of the simulation runs the oscillation in the energy
relaxes in roughly 1 ps after the proton transfer as more of
the accessible degrees of freedom become exited.
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6 V. Loukonen et al.

Figure 4. One example of water acting as a proton bridge and
mediating the ion pair formation. The proton initially held by the
SA is transferring to the water molecule, and one of the water’s
protons is starting to transfer to the DMA. Colours are as in
Figures 2 and 3. The depicted frame corresponds to the simulation
run shown in Supplemental data Figure S3(e) at the time 3.058 ps.

On a microscopic scale, the kinetic energy translates
into molecular movement. Here, the kinetic energy in the
newly formed clusters is bound to have an effect on the
bonding. However, the further fate of the clusters is difficult
to predict based solely on the presented simulations. After
the formation of the studied clusters in the atmosphere, the
vast overwhelming majority of the subsequent collisions the
clusters undergo will be with inert carrier gas molecules.
Assuming a sulphuric acid concentration of 106 per cm3,
the clusters collide with the acid monomer roughly once in
4 minutes, whereas they will encounter a carrier gas
molecule once in 80 ps under 1 atm pressure and a tempera-
ture of 300 K. Dedicated collision simulations investigating
the energy transfer between the newly formed clusters and
the carrier gas would give valuable insight into the relax-
ation timescale – however, such simulations are beyond the
scope of the current paper.

3.4. Proton control differs from the equilibrium

The efficient clustering between DMA and SA (and water)
results from the initial proton transfer from SA to DMA and
from the subsequent competition over the control of the two
protons involved in the bonding. In addition to showing the
proton transfer distances Rtrans, the uppermost graphs in
Figures 2 and 3 also show the proton control competition
between the SA and DMA. The blue curves in the subplots
show the difference in distances from the proton initially
bound to DMA to DMA’s nitrogen (R′

NH) and to SA’s closest
oxygen atom (R′

OH):

Rcomp = R′
OH − R′

NH. (2)

Defined in this way, the positive values correspond to DMA
controlling the proton, similarly to the proton transfer dis-
tances Rtrans, shown in red in the same graphs. A combina-
tion of these curves thus gives the total picture of the proton

control: when both the curves are positive at the same time,
DMA controls both protons and consequently, the cluster is
an ion pair. Instances where either Rtrans or Rcomp is negative
correspond to nominally neutral molecules bound by one
or more hydrogen bonds. In Figures 2 and 3, the percentage
of the time the clusters spend as ion pairs after the initial
transfer is given next to the proton control graphs for each
collision simulation.

The first aspect to notice is the very dynamic nature
of the bonding between the molecules. The proton transfer
and the following bonding is far from static. On the aver-
age, the (SA)(DMA) cluster is an ion pair 76% ± 8% of
the time after the initial proton transfer. The static structure
optimisation calculations also predict proton transfer in the
(SA)(DMA) clusters [4,5] as reported in the current paper.
However, by the nature of these static calculations, no dy-
namical effects are taken into account. Consequently, all
further analysis based on the static calculations implicitly
assumes that the cluster of (SA)(DMA) spends 100% of the
time as an ion pair. In light of the results presented here,
this assumption might be a significant source of error, for
example, in the free energy calculations. On the other hand,
the cluster analysis based on the structure optimisation cal-
culations typically assumes also that the thermodynamic
equilibrium prevails. To obtain insight into the behaviour of
the clusters in equilibrium, we simulated the clusters in the
NVT ensemble at T = 300 K, starting directly from the min-
imum energy structures (cf. simulation details in Section 2).
The energetics and proton control of these simulations are
shown in Figure 5. In the case of the (SA)(DMA) cluster, the
8 ps equilibrium simulations reveal that the cluster spends
93% of the time as an ion pair (cf. Figure 5(a)). Two interest-
ing conclusions can be drawn. First, the assumption that the
cluster of (SA)(DMA) is always an ion pair is not valid and
is likely to induce errors in the energetics based on the static
calculations, especially if only the most stable configuration
is taken into account. Second, the proton control dynamics
of the (SA)(DMA) cluster differ significantly between the
collision and equilibrium simulations. The reason for this
is the released energy in the proton transfer which turns
into kinetic energy. To reach equilibrium, the cluster needs
to dispose the extra energy. Likely, this will happen via
collisions with the carrier gas, as discussed in Section 3.3.

The inclusion of one water molecule changes the pro-
ton control dynamics. Based on the collision simulations,
the (SA)(DMA)(water) cluster is an ion pair 88% ± 12%
of the time after the initial proton transfer. Clearly, water is
able to stabilise the ion pair dynamics. The water molecule
provides additional degrees of freedom which can allocate
some of the kinetic energy within the system. The change in
the proton control percentage from the (SA)(DMA) case is
quite significant. This can be also distinctively seen by com-
paring the proton control graphs in Figures 2 and 3: the Rtrans

and Rcomp curves are much smoother and the oscillation is
more restrained in the case of (SA)(DMA)(water) clusters.
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Figure 5. Proton control (in Å) and the energetics (in kcal/mol)
of the equilibrium simulations at the temperature of T = 300 K;
(a) (SA)(DMA), (b) (SA)(DMA)(water). The potential energies
Epot are given with respect to the optimised structures. The first
3 ps of the simulations were used to equilibrate the clusters and
data was collected during the last 8 ps. The mean values (with
standard deviations) are given next to the energies from the last
8 ps together with the proton control percentages. Here the proton
control curves (blue and red) show the differences in the distances
from the two protons to the DMA’s nitrogen and to the closest
oxygen atom of the SA or water. As in Figures 2 and 3, positive
values correspond to the DMA controlling the protons.

The stabilising effect of water is even more pronounced in
the equilibrium simulation at NV T (T = 300 K) (cf. Fig-
ure 5(b)). The equilibrium simulation agrees well with the
static calculations with regard to the proton control, giv-
ing 99.98% ion pair percentage for the cluster, as also the
static structure optimisation calculations predict the proton
transfer [5]. According to the results presented here, we
can conclude that the (SA)(DMA)(water) cluster has an ion
pair structure under thermodynamical equilibrium at T =
300 K. However, to obtain equilibrium after the collisional
formation, the cluster still needs to dispose some of the
extra energy, similarly to the (SA)(DMA) cluster. It should

also be stressed that although the ion pair percentage of
the (SA)(DMA)(water) cluster in equilibrium simulations
is practically the same as in the static calculations, there are
features in the cluster energetics which go beyond the static
approach. For example, Figure 5 shows that the average
potential and kinetic energies are not equal in the equilib-
rium simulation, indicating that the vibrational motion of
the clusters is not harmonic [15]. The same applies also to
the (SA)(DMA) cluster.

4. Conclusions and discussion

The reported direct FPMD collision simulations present
the first steps in deeper and more detailed understanding
of atmospheric clustering. The simulations indicate that the
proton transfer will always take place in the head-on colli-
sions between SA and DMA, resulting in relatively strongly
bound clusters. The presence of one water molecule or non-
optimal initial collision geometry is not enough to hinder
the reaction. The released energy in the proton transfer
keeps the clusters kinetically exited, leading to ion pair clus-
ter structures differing from equilibrium considerations.
The existence of water is observed to stabilise the cluster
as it can accommodate a portion of the kinetic energy. The
stabilising effect of water is in agreement with the previ-
ous equilibrium FPMD simulations [15], where already the
cluster of (SA)2(DMA)1 was seen to be an ion pair 100%
of the simulation time. Together, these simulation results
suggest that the ion pair structure is likely to be conserved
when the system possesses an ample amount of degrees
of freedom. This in turn implies that the possible cluster
reorganisation after collisions happens via ion pairs, and
that fragmentation is more likely cluster process than SA
monomer evaporation – given that there are enough base
molecules to accommodate the proton transfer.

The presented direct collision simulations also indi-
rectly hint at the importance of the entropic contributions
to the formation free energies. The observed dynamical
nature of the ion pairs is likely to have a contribution to
the formation energetics – a contribution which is beyond
the reach of the standard electronic structure calculations
with the HORRA. Instead, formation free energies based
on more complete phase-space sampling with anharmonic
motion are called for. For example, thermodynamic integra-
tion or metadynamics with FPMD simulations as a physics
engine fulfil these requirements; these possibilities will be
explored in the future endeavours.
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Atmos. Chem. Phys. 8, 4095 (2008).
[5] V. Loukonen, T. Kurtén, I.K. Ortega, H. Vehkamäki, A.A.H.
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cobono, I. Riipinen, M. Rissanen, L. Rondo, T. Ruuskanen,
F.D. Santos, N. Sarnela, S. Schallhart, R. Schnitzhofer, J.H.
Seinfeld, M. Simon, M. Sipilä, Y. Stozhkov, F. Stratmann,
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