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Abstract 

The following paper is devoted to computer-aided production scheduling. 

The initial presentation of principles of deterministic scheduling was 

followed by the description of typical production environments and comp-

leted by the classification of production tasks scheduling methods. 

Furthermore, LiSA software was introduced and applied to build a sche-

dule based on actual production data. In conclusion, the effectiveness  

of production task scheduling was evaluated with selected logarithms 

offered by LiSA software. 

 

 

1.  INTRODUCTION 
 

Modern, highly competitive market exerts constant pressure on production 

companies to meet the growing demands of customers [12]. To keep pace with 

the market, it is vital to establish the job processing capability of a particular 

company, which can be aided by developing the task schedule. Devising such  

a schedule can, nevertheless, often prove somewhat problematic [6]. A varying 

degree of processes complexity and availability of resources are two of nu-

merous potential constraints contributing to the complexity of job scheduling, 

thus making it quite a time-consuming task. With the purpose of facilitating the 

production process, planning computer software for production scheduling  

is employed. Unfortunately, commercially available production task scheduling 

software is burdened with numerous limitations [16]. It is owing to that fact  

that great effort is put into developing effective scheduling algorithms.  
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New generation of software, represented by LiSA package, enables devising job 

scheduling solutions for different variants.  

 

 

2.  DETERMINISTIC TASK SCHEDULING 

  

Conducting the computer-aided process of task scheduling requires proper 

representation of the analysed production system in the form required by LiSA 

software. Hence, developed models of production environments contain certain 

assumptions and simplifications [3]. Computer-aided scheduling demands that 

the analysed and sequenced processes be deterministic, i.e. allowing for no 

chance variation. This implies that all parameters are known and fixed [10]. 

 

2.1. Types of production systems 

 

Sequencing and scheduling of production consists in distributing tasks 

(involving certain number of operations) between processors, i.e. machines 

realising a particular process [7]. There are three basic models of production 

systems approached in the theory of task scheduling [10, 14]: 

–  flow shop, 

– job shop, 

– open shop. 

 

In a flow-shop system, which is represented by an assembly line, the order  

of tasks realised on all machines is identical. Specialist literature frequently 

describes the problem of permutation flow shop, where the permutation of the 

set of tasks defines the decision variable [9]. 

Job shop is one of the most widespread systems for task scheduling. In this 

system, the sequencing of tasks is determined by technological constraints:  

the machine route is fixed and the job order can be selected. Frequently, such 

environments are referred to as general job-shop [17].  

Open-shop systems are rarely found in the theory of work scheduling.  

What is characteristic of these types of environments is that the order of jobs  

is arbitrary [5]. The lack of pre-defined sequence of job orders determines that 

finding the optimal solution is highly complicated, particularly in terms  

of processing time. The space of calculations and searching for solution expands 

on account of a substantial number of diverse schedule variants [14]. 

 

2.2. Job-shop 

 

The job-shop model is the closest representation of a typical production 

environment found in the mechanical engineering industry, hence the subsequent 

part of the paper will focus on general job-shop scheduling problem. 
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Typical solutions to job-shop scheduling problems found in literature are 

based on a set of following simplifications [3]: 

1. No two tasks of the same job can be scheduled in parallel. 

2. Each machine is capable of carrying out one task at a time. 

3. Each job has a limited number of operations of one per machine. 

4. Each task is processed completely. 

5. Task processing time can be entered manually. 

6. Waiting time between two  successive operations is allowed. 

7. There are no two identical machines. 

8. Machines can be idle. Machines perform one task at a time. 

9. No machine failure. Machines are available throughout the whole manu-

facturing process. 

10. All technological constraints are known and fixed. No variation is allowed. 

11. No alternative process plans are allowed. 

  

The following assumptions might or might not be reflected in reality, 

nevertheless, their introduction is essential to developing a scheduling model for 

the production process. It is only through simplification of an existing 

production system that computer-aided production task scheduling can be con-

ducted and its optimisation evaluated.  

 

 

3.  TASK SCHEDULING METHODS 

 

Development of a production schedule is frequently a complex computational 

challenge. The literature discusses cases where task scheduling becomes  

an NP-hard problem [15, 18, 4]. NP-hard problem of scheduling involves long 

execution time of algorithm. The complexity of solution increases with the 

growing number of performed tasks, as well as with the growing number of 

machines carrying out the production process. The only effective optimal 

algorithms developed so far could solve this problem for one- and two-machine 

problems (e.g. Johnson algorithm [11]). That is why, there is an ongoing search 

for diverse scheduling methods, based on effective scheduling algorithms [13]. 

 

In general, scheduling solutions can be classified under two categories [5]: 

– exact – guaranteeing determination of an optimal solution, 

– approximate – the determined solution is non-optimal, however, the 

solution is delivered in a substantially smaller running time and requires 

engagement of fewer resources. 

 

In terms of task scheduling methods the following could be mentioned [10]: 

– Full and Random Search, 

– Discrete Programming, 
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– Branch & Bound Algorithm, 

– Expert Systems, 

– heuristic scheduling methods (Dispatch Systems, Priority Rules, Local 

Search), 

– evolutionary algorithms (Genetic Algorithms, Evolutionary 

Programming, Classification Systems).  

 

 

4.  LiSA SOFTWARE 

 

At present, production scheduling processes are widely supported by  

a number of computer programmes. One drawback of production scheduling 

modules is their limited capabilities and flexibility, which proves to be a signi-

ficant disadvantage, owing to the fact that frequently different job sequencing 

variants must be analysed. This often involves the change of the character  

of processed tasks or the objective function; furthermore, total completion time 

at different priority rules is analysed. 

It is, inter alia, for the aforementioned reasons that LiSA software is a prac-

tical solution for solving deterministic problems of task scheduling. The name is 

an acronym, which stands for Library of Scheduling Algorithms. The programme 

is equipped with an uncomplicated and intuitive interface, shown in Fig. 1. 

 

 

Fig. 1. LiSA – main interface [source: own study] 

 

The user easily inputs data regarding the production process, which are 

subsequently inserted in suitable matrices; what is more, the application offers 

random generation of data. All data is gathered in XML files, hence the access to 

input data as well as results is facilitated. The work with LiSA programme can 

be stopped at any time, saved and continued when required. To conduct  

a computer-aided process of job scheduling it is required that the number of jobs 

and machines is defined, along with other essential data, such as [1, 2]: 
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–  processing times of particular jobs – in matrix of processing times PIJ: 

 

PIJ = [pij],          (1) 

 

where: pij – processing time of job i on machine j. 

 

– machine orders – in matrix of machine orders MO: 

 

MO = [oij],           (2) 

 

 where: oij – rank of jobs i on machine j. 

 

– set of operations – in matrix of set of operation SIJ: 

 

SIJ = [mij],               (3) 

 

mij = {0,1}, 

 

where: mij – information regarding processing of operations i on machine j 

(0 – operation is not processed, 1 – operation is processed). 

 

LiSA uses the classification for deterministic scheduling problems called the 

Graham, or α | β | γ three-field, notation (Fig. 2), where α describes machine 

environment, β – constraints, γ – the objective function. Such notation enables 

clear description of a given task-scheduling problem [8]. 

 

α | β | γ 
 

 
Machine environment: 
– 1 – single machine problem, 
– P, Q, R – parallel machine 

problem, 
– F, J, O – job shop problems. 

Characteristics of jobs and 
additional constraints: 

 pmtm –preemption, 

 rj –release times, 

 dj –due dates, 

 no-wait – waiting times 
between the operations of 
one job are forbidden. 

Objective function: 
– Cmax – minimise the 

maximum completion time 
of all jobs (makespan), 

– Lmax – minimise maximum 
lateness, 

– SumCj – minimise the sum 
of completion time of all 
jobs, 

– SumTj – minimise the sum 
of tardiness of all jobs, 

– SumUj – minimise the sum 
of late jobs. 

Fig. 2. The three-field Graham notation used by LiSA software [source: own study] 
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LiSA software solves deterministic task scheduling problems using its library 

of algorithms. The programme, furthermore, enables modification of existing 

solutions and implementation of new ones. Determining a job-shop schedule by 

means of LiSA package can be conducted with the use of the following  

methods [2]:  

– Branch & Bound, 

– Brucker’s Job-Shop B&B, 

– Dispatching Rules, 

– Shifting Bottleneck 

– Iterative Improvement, 

– Simulated Annealing, 

–  Threshold Accepting, 

 –  Tabu Search. 

 

Each method allows modification of algorithm parameters in order to change 

their impact on effectiveness of scheduling. Any given problem can be modelled 

in the form of rank matrix (sequence), disjunctive graph or the Gantt chart (Fig. 3).  

 

  

Fig. 3. Models for shop problems in LiSA: a) disjunctive graph,  

b) Gantt chart [source: own study] 

 

 

5.  EFFECTIVENESS OF TASK SCHEDULING ALGORITHMS 

 

The evaluation of task scheduling algorithms used by LiSA software was 

based on actual manufacturing data. Four technological processes carried out  

in a machinery park consisting of 13 machine tools (the machines were ordered 

according to technology). In order to carry out the analysis, the data had to be 

suitably prepared, i.e. proper indices were ascribed to particular processes (jobs), 

machines and operations. The indices corresponded to the numbers used in LiSA 

software. All data is shown in Tables 1–4. 

  

 b)  a) 
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Tab. 1. Route sheet for process 1 [source: own study] 

Technological process 1 

Name in LiSA: job J1 

O
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L
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Operation ts [h] tc [h] 
ts + tc 

[h] 

t 
fo

r 
1

0
0

 u
n

it
s 

10 WCC80 1 1 Centring and facing 0.3 0.03 0.33 3.3 

20 TUM25 2 4 Turning 0.4 0.55 0.95 55.4 

30 FYC26 3 6 Slotting 0.5 0.04 0.54 4.5 

40 WKA25 4 9 Drilling 0.4 0.04 0.44 4.4 

50 
Met. 

work. 
5 10 Metal working operations 0.15 0.12 0.27 12.15 

60 TUD40 6 3 Finish turning 0.5 0.15 0.65 15.5 

70 SWB25 7 12 Grinding 0.5 0.15 0.65 15.5 

 

 
Table 2. Route sheet for process 2 [source: own study] 

Technological process 2 

Name in LiSA: job J2 
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Operation ts [h] tc [h] 
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10 WCC80 1 1 Centring and facing 0.3 0.03 0.33 3.3 

20 TUD50 2 2 Turning 0.4 0.12 0.52 12.4 

30 FWD25 3 7 Slotting 0.3 0.02 0.32 2.3 

40 FYC26 4 6 Slotting 0.5 0.01 0.51 1.5 

50 SWB25 5 12 Grinding 0.5 0.2 0.7 20.5 

60 TUD40 6 3 Thread turning 1.5 0.18 1.68 19.5 
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Table 3. Route sheet for process 3 [source: own study] 

Technological process 3 

Name in LiSA: job J3 
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Operation ts [h] tc [h] 
ts + tc 

[h] 

t 
fo

r 
1

0
0

 u
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10 WCC80 1 1 Centring and facing 0.5 0.08 0.58 8.5 

20 PHW12S 2 5 Turning 0.15 0.2 0.35 20.15 

30 TUD50 3 2 Slotting 0.4 0.1 0.5 10.4 

40 TUD50 4 2 Slotting 0.4 0.11 0.51 11.4 

50 TUD50 5 2 Grinding 0.4 0.25 0.65 25.4 

60 TUD40 6 3 Thread turning 1.5 0.45 1.95 46.5 

70 FYC26 7 6 Slotting 0.5 0.08 0.58 8.5 

80 
SZX160L

C 
8 11 Grinding centring holes 0.2 0.02 0.22 2.2 

90 SWB25 9 12 Grinding 0.5 0.29 0.79 29.5 

10

0 
Matrix 10 13 Grinding thread 1.5 1.9 3.4 191.5 

 
Table 4. Route sheet for process 4 [source: own study] 

Technological process 4 

Name in LiSA: job J4 

O
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Operation ts [h] tc [h] 
ts + tc 

[h] 

t 
fo

r 
1

0
0

 u
n
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s 

10 WCC80 1 1 Milling 0.4 0.03 0.43 3.4 

20 TUD40 2 3 Turning 0.4 0.06 0.46 6.4 

30 FND32 3 8 Milling 0.25 0.04 0.29 4.25 

40 Met. work. 4 10 Metal working operations 0.15 0.01 0.16 1.15 

50 SWB25 5 12 Grinding 0.5 0.18 0.68 18.5 

 

5.1. Mathematical model 

 

The collected data describing the realised processes and indexation allowed 

developing the mathematical description, which was subsequently implemented 

into LiSA software. The columns of the matrix represent processors (the number 

of technological machine) and rows denote the number of the job (realised 

technological process). 
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The mathematical description comprises the following elements: 
 

– set of machines M: 
 

},,,,,,,,,,,,{
13121110987654321

MMMMMMMMMMMMMM  ,   (4) 
 

– set of jobs J: 

},,,{
4321

JJJJJ  ,         (5) 
 

– matrix SIJ, containing information on the use of machines during 

particular production processes: 
 





















0101010000101

1110000110111

0100001100111

0101100101101

SIJ  
(6) 

 

 

– matrix PIJ, containing processing times: 
 





















01901040000603

1923020000920047479

0210000220020123

01601240050551603

PIJ  
(7) 

 

 

– matrix MO, describing the order of operations on particular machines: 
 





















0504030000201

8760000520431

0500003400621

0705400302601

MO  (8) 

 

 

The document containing mathematical model in the presented format can serve 

as input file for LiSA. The process of data input comprises the following steps: 

1. In Problem type the user defines the analysed problem by means of three-

field notation. 

2. Then, in Parameters window the user describes the analysed process, by 

filling in the data for particular matrices (Fig. 4). 

3. Next, a required scheduling algorithm is selected in the window 

Algorithms, where it can be moreover edited.  

4. The obtained results are displayed after selecting View. 
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Fig. 4. Data input procedure – defining processing times [source: own study] 

 

5.2.  Effectiveness of selected production task scheduling algorithms  

 

In order to evaluate the effectiveness of selected task scheduling algorithms, 

they were used to solve the following problem (the Graham notation):  

 

J |  | Cmax  
 

The scheduled problem concerned the job shop system with no additional 

constraints, where the objective criterion was to minimise the schedule length. 

The latter is the criterion that is routinely introduced to analyse optimisation of 

production task scheduling algorithms. 

One exact and three heuristic algorithms were applied in the analysed 

scheduling. The optimisation analysis involved assessing the impact of priority 

rules on scheduling results. The values parameters of implemented algorithms 

were unchanged and set to default. The results of scheduling are presented  

in Table 5. 

 
Tab. 5. Results for task scheduling problem  

Method Rule Cmax [h] 

Branch & Bound 
LPT 356 

RANDOM 356 

Dispatching Rules 

LPT 428 

SPT 365 

FCFS 375 

RANDOM 359 

Simulated Annealing – 356 

Tabu Search – 356 

 

 In the analysed case, where the production process consists of four 

technological processes, methods based on both exact and approximate algorithms 

produced excellent effects. As a result, a 356 h schedule was determined.  
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As observed in Dispatching Rules the selection of priority rule has great impact 

on the schedule length. The difference between the longest and shortest schedule 

length amounts to 69 h. Fig. 5 shows Gantt chart for the optimal solution.  

The sequence of jobs is presented in the form of task scheduling matrix (Fig. 6). 

It ought to be noted that in this particular case the total schedule length depends 

heavily on the operations of technological process 3, which are characterised by 

long operation times. It is therefore justified to claim that the time of job  

3 affects the realisation of other tasks. 

 

 

Fig. 5. Task schedule – Gantt chart [source: own study] 

 

 

Fig. 6. Task scheduling matrix [source: own study] 

 

6. SUMMARY 

 

Production task scheduling is of great significance in the present market. 

Although designing a feasible schedule is frequently complex and problematic, 

a well-developed one allows tackling problems regarding order realisation. 

Hence, computer software is applied to aid production scheduling process. 

Computer-aided scheduling facilitates the work of any production plant and 

offers an array of solutions to different problem variants. 
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