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#### Abstract

In this article, a finite horizon, multi product and multi period economic order quantity like seasonal items is considered where demand rate is deterministic and known but variable in each period. The order quantities of items come in batch sizes and the end of the period order quantity and, consequently, demand of customers are zero. In addition, storage space is constrained and the problem was considered under all units discount (AUD) policy. The modeling technique used for this problem is mixed binary integer programming. The objective was to find the minimization optimal order quantities under time value of money over the finite horizon. The inventory control system costs include three costs: ordering cost, holding cost, and purchase cost. In order to solve the proposed model, a genetic algorithm (GA) is applied. Finally, we provide a number of examples in order to illustrate the algorithms further. Keywords: Inventory control system; All unit discount; Time value of money; Multi-item; Multi-period; Genetic algorithm.


## 1. Introduction

In real world, the seasonal goods like fashion goods have been attended where they have been ordered at a period (e.g. beginning of season) and have been sold at a given duration (e.g. the season). In multi period inventory control models, the continuous review and the periodic review are the major policies used extensively. However, the basic assumptions of the proposed models restrict their correct usage and utilization in real-world environments. While in continuous review policy the user has the freedom to act at anytime and replenish orders based upon the available inventory level, in the periodic review policy, the user is allowed to reorder the orders only in specific and predetermined times.

Planning for the amount of inventory level and the order time is an important managerial decision that affects the total costs of the inventory system. The most important models ever developed for this decision making is EOQ. Some scholars link the history of EOQ to F.W. Harris [13]. In this research it was necessary to infract some assumptions in order to develop an inventory model for minimizing the total cost of inventory system while there is independent multi-product in the system that the demand for each product is known but inconstant. Furthermore, there is an overall storage constraint and specific all units discount (AUD) for all items or products.

[^0]The literature on multi items inventory control problems is scanty. Lee and Kang [18] developed a model for managing an inventory of a product in multiple periods. Their model is fitted for one product. Silver and Mood [28] considered a constrained optimization model for a group of end items with known, constant demand rate and convertibility to other useful units. Das et al. [9] studied a multi-item inventory model with constant demand and infinite replenishment under the restrictions on storage area, total average shortage cost and total average inventory investment cost. Also there are some works on multi-item newsboy problem in literature [ $3,1,6,2$, and 26]. Further, there exist some works that considered multi-period inventory control problems. Kim and Kim [16] formulated a multi-period inventory/distribution planning problem as a mixed integer linear programming and solved it by a Lagrangian relaxation approach. Luciano et al. [19] used value-at-risk (VaR) in the context of inventory management and provided a risk measure for inventory management in a static multi-period framework.
In this article, it is assumed that vendor sells all items under all units discount (AUD) policy. In supply chain, discount quantities can be considered as an inventory coordination mechanism between a buyer and a supplier [27]. Maiti and Maiti [20] developed a problem for multiitem inventory control system of breakable items with

AUD and IQD and a combination of these discounts. Chang and Chang [8] used a linear programming relaxation based on piecewise linearization techniques for solving the inventory problem with variable lead time, crashing cost, and price-quantity discount.
In this research, a mixed binary integer programming technique was used for modeling problem. According to Hillier and Lieberman [14], Binary variables (or 0-1 variables) are used for representing yes-or-no decisions and, consequently, integer programming (IP) problems that contain only binary variables sometimes are called 0 1 integer program or binary integer programming. Ziaee and Sadjadi [29] formulated a model in the form of mixed binary integer programming for solving flow shop scheduling problem under different conditions. Kozanidis and Melachrinoudis [17] developed a branch and bound ( $\mathrm{B} \& \mathrm{~B}$ ) algorithm for the $0-1$ mixed integer knapsack problem with linear multiple choice constraints.

The single period problem with non-uniform capacities is known to be weakly NP-hard [11], and [24] proved that multi product inventory control problem is strongly NPhard. In the present paper, a genetic algorithm (GA) was applied for solving the model. In the recent decades, GA has been used for optimization in different bases. For instance, Michalewicz and janikow [21] used GA for numerical optimization; Guvenier [12] applied a GA approach for inventory classification; and Maiti and Maiti [20] implemented of GA for optimization a discounted multi-item inventory model of breakable items as well as other areas like scheduling (davis [10]), neural network (c.f. Pal et al. [23]), etc.

Most of the traditional inventory models in inventory management literature do not take into account factors like time-value of money. Since the resource of an industry highly correlates with the return of investment and it depends very much on the time of use, therefore, taking the time value of money into account is very critical in managerial decisions. Buzacott [5] was the first who introduced the concept of inflation in inventory modeling. Misra [22] considered internal as well as external inflation rates in his model and analyzed the influence of interest on replenishment strategies. Chandra and Bahner [26], and Sarker and Pan [25] developed infinite/finite replenishment models with shortages, considering inflation and time value of money. Bose et al. [4] developed an economic order quantity model for deteriorating items with linear time dependent demand and shortages, incorporating the effects of inflation and time value of money. In the next section, the assumptions and notation related to this study are presented.

The paper is organized as follows. In section 2, the problem is defined and assumptions and notations are presented. In section 3, the problem is modeled. A genetic algorithm (GA) is applied for solving the model in section 4. Incorporating a numerical example, the solution method is investigated in Section 5. Finally, the
conclusion and recommendations for future research come in Section 6.

## 2. Problem Definition

### 2.1. Assumptions

The following basic assumptions are made for the proposed models:

1. The demand rate for each item is independent of the others and is constant in a period. However, it can be different in different periods.
2. Each period can place at most one order, which can include or exclude each item.
3. Each item deliver in special batch-size thus, the order quantity of them must be a multiple of a fixed-sized batch. No split-batch is allowed.
4. There are specific discount schedule for each item thus the price of each unit of each item is dependent on the order quantity. All-units discount has been considered.
5. Shortages are not allowed.
6. The initial inventory level of each item is zero.
7. Storage space is limited.
8. Planning horizon is finite and known. In the planning horizon, there are N periods, and the duration of each period is the same.
9. The discount rate regarding the time value of money is known.

### 2.2. Notations

The following notations are used throughout the paper for $\mathrm{i}=1,2, \ldots, \mathrm{~m}$ and $\mathrm{j}=1,2, \ldots, \mathrm{~N}$ :
Tj the total time that elapsed up to and including the $j$ th replenishment cycle for $\mathrm{j}=0,1, \ldots, \mathrm{~N}$.
$m$ number of items.
N number of periods.
K number of price break point.
Bi batch size of item i.
Di,j demand of item $i$ at period $t$.
Hi inventory holding cost of item i, per unit per period.
M a large number.
Oi ordering cost per replenishment (If order places for one or more item in period $t$, this cost appear in the period).
Qi,j purchase quantity of item i in period j .
$\mathrm{q}_{\mathrm{i}, \mathrm{k}}$ the upper bound quantity of price break point k for item i .
S available storage space.
Si storage space required per unit of item i .
$\mathrm{U}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}$ a binary variable, set equal to 1 if item i is purchased with price break k in period j , and 0 otherwise.
Pi,k purchase cost for one unit of item i in with price break k based on the discount schedule with the order quantity Qi,j.
TC total cost of materials in a planning horizon.
$\mathrm{Xi}, \mathrm{j} \quad$ beginning inventory level of item i in period j . (in $\mathrm{j}=1$, beginning inventory level for all items is zero)
Wi,j a binary variable, set equal to 1 if a purchase of at one unit of item $i$ is made in period $j$, and 0 otherwise.
$r$ discount rate, representing the time value of money.
M1 a upper bound for Qi,j
$\operatorname{Ii}(\mathrm{t}) \quad$ inventory level of item i at time $\mathrm{t}(\mathrm{Tj} \leq \mathrm{t} \leq \mathrm{Tj}+1)$.

## 3. Model Formulation

Suppose that total transporting space in each period is constrained and equal to M , therefore, track cannot transport more M units for all items in each period. Thus, it can be formulated as follows:
$\sum_{i=1}^{m} W_{i, j} \leq \sum_{i=1}^{m} Q_{i, j} \leq M \sum_{i=1}^{m} W_{i, j}$
$(j=1,2, \ldots, N)$
According to the purpose of modeling, the total cost of materials must minimize in the system which has three segments:
$\mathrm{TC}=$ total ordering cost + total holding cost + total purchase cost

Each elements of the equation (2) is calculated in the following:

The binary variable Wi , j determines that whether at least one batch of an item ordered or not. It clear that ordering cost appear when at least one item purchased, therefore:
Total Ordering Cost $=\sum_{i=1}^{m} \sum_{j=1}^{N} O_{i} W_{i, j}$
So, the present value of the total ordering cost is
$\sum_{i=1}^{m} \sum_{j=1}^{N} O_{i} W_{i, j} e^{-r T_{j}}$
In order to calculate holding cost, inventory of item i
$\operatorname{Ii}(\mathrm{t})$ for $(\mathrm{Tj} \leq \mathrm{t} \leq \mathrm{Tj}+1)$ is calculated as follows:
$\mathrm{I}_{\mathrm{i}}(\mathrm{t})=\left(X_{i, j}+Q_{i, j}\right)-D_{i, j}\left(t-T_{j}\right)$
The present value of the holding cost for item i at interval $[\mathrm{Tj}, \mathrm{Tj}+1]$ is
$H_{i} \int_{T_{j}}^{T_{j+1}} I_{i}(t) e^{-r t} d t$
Therefore, the present value of the total holding cost is
$\sum_{i=1}^{m} \sum_{j=1}^{N-1} H_{i} e^{-r T_{j}} \int_{T_{j}}^{T_{j+1}} I_{i}(t) e^{-r t} d t$
In order to solve Eq (6) first must calculate $\int_{T_{j}}^{T_{j}+1} I_{i}(t) e^{-r t} d t$ as following:
$\int_{T_{j}}^{T_{j+1}} I_{i}(t) e^{-r t} d t=\int_{T_{j}}^{T_{j+1}}\left(\left(X_{i, j}+Q_{i, j}\right)-\left(D_{i, j}\left(t-T_{j}\right)\right)\right) e^{-r t} d t=-\left(\frac{X_{i, j}+Q_{i, j}}{r}\right)\left(e^{-r T_{j+1}}-e^{-r T_{j}}\right)+$
$D_{i, j}\left(\frac{T_{j+1}}{r} e^{-r T_{j+1}}-\frac{T_{j}}{r} e^{-r T_{j}}\right)+D_{i, j}\left(e^{-r T_{j+1}}-e^{-r T_{j}}\right)-\frac{D_{i, j} T_{j-1}}{r}\left(e^{-r T_{j+1}}-e^{-r T_{j}}\right)=$
$\frac{e^{-r T_{j+1}}-e^{-r T_{j}}}{r} D_{i, j}\left(\frac{1}{r}-T_{j-1}-\left(\frac{X_{i, j}+Q_{i, j}}{D_{i, j}}\right)+\left(\frac{T_{j+1} e^{-r T_{j+1}}-T_{j} e^{-r T_{j}}}{e^{-r T_{j+1}}-e^{-r T_{j}}}\right)\right)$

Therefore, with replacing Eq. (8) in Eq. (7), we get the present value of total holding cost.


Fig. 1 A graphical representation of all possible cases of the inventory system

The purchase cost is made of cost AUD policy, as explained in the following part:
Therefore, the purchasing cost is offered under the following AUD scheme:
$P_{i}=\left\{\begin{array}{cc}P_{i, 1} & 0<Q_{i, j} \leq q_{i, 2} \\ P_{i, 2} & q_{i, 2}<Q_{i, j} \leq q_{i, 3} \\ & \vdots \\ P_{i, K} & q_{i, K}<Q_{i, j}\end{array}\right.$

The purchasing cost integrated with this policy is obtained as follows:
Total purchasing cost under AUD policy =

$$
\begin{equation*}
\sum_{i=1}^{m} \sum_{j=1}^{N-1} \sum_{k=1}^{K} U_{i, j, k} \times\left(P_{i, k} \times Q_{i, j}\right) \tag{10}
\end{equation*}
$$

where that $U_{i, j, k}$ is a binary variable, set equal to 1 if item i is purchased with price break k in period j , and 0 otherwise.

So, the present value of the total purchase cost under AUD policy is
$\sum_{i=1}^{m} \sum_{j=1}^{N-1} \sum_{k=1}^{K} P_{i, k} Q_{i, j} U_{i, j, k} e^{-r T_{j}}$
There are many methods for formulating inventory problems, such as linear programming, nonlinear programming, dynamic programming, geometric programming, gradient-based nonlinear programming, fuzzy geometric programming and mixed integer programming [8]. In this paper, we used mixed binary integer programming for formulating the model.

Assume that $\mathrm{Q}_{\mathrm{i}, \mathrm{j}}$ is the purchase quantity of item i in period $j$, and $B_{i}$ is the batch size of the item $i$ and $V_{i, j}$ is number of order i-th item in period j . Thus $\mathrm{Q}_{\mathrm{i}, \mathrm{j}}$ calculate as follows:
$Q_{i, j}=B_{i} \times V_{i, j}$
Where, $\mathrm{V}_{\mathrm{i}, \mathrm{j}}$ is an integer variable.
In this model, there are all-units discount tables for each item in all periods. Similar to Lee and Kang [2], the following strategy was selected for exercising this constraint category:
$q_{i, k}+M \times\left(U_{i, j, k}-1\right) \leq Q_{i, j}<q_{i, k+1}+$
$M\left(1-U_{i, j, k}\right)$
Where $q_{i, k}$ and $q_{i, k+1}$ is the lower and upper bound of quantity in price break k for item i respectively. M is a large number and $\mathrm{U}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}$ is a binary variable. If $\mathrm{U}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}$ equals zero then $q_{i, k}-M \leq Q_{i, j}<q_{i, k+1}+M$
that is true for any $\mathrm{Q}_{\mathrm{i}, \mathrm{j},} \mathrm{q}_{\mathrm{i}, \mathrm{k}}$ and $\mathrm{q}_{\mathrm{i}, \mathrm{k}+1}$. Therefore the constraint will become ineffective. If $\mathrm{U}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}$ equals 1 , then $q_{i, k} \leq Q_{i, j}<q_{i, k+1}$ that means $\mathrm{Q}_{\mathrm{i}, \mathrm{j}}$ is selected from price break point k in discount table and item i .

Given the fact that $\mathrm{Q}_{\mathrm{i}, \mathrm{j}}$ can only be selected from one price break point; therefore, the following constraint must be added: $\sum_{k=1}^{K} U_{i, j, k}=1$ for ( $\mathrm{i}=1,2, \ldots, \mathrm{~m}$ ), $(\mathrm{j}=1,2, \ldots$ ,N). Also, it supposes that the lowest $\mathrm{q}_{\mathrm{i}, \mathrm{k}}$ in AUD table must be zero ( $\forall i: q_{i, 1}=0$ ).

By considering these comments, the model of this problem is as follows:
$\min T C=\sum_{i=1}^{m} \sum_{j=1}^{N-1} O_{i} W_{i, j} e^{-r T_{j}}$
$+\sum_{i=1}^{m} \sum_{j=1}^{N-1} H_{i} e^{-r T_{j}}\left(\frac{e^{-r T_{j+1}}-e^{-r T_{j}}}{r} D_{i, j}\left(\frac{1}{r}-T_{j-1}\right.\right.$
$\left.\left.-\left(\frac{X_{i, j}+Q_{i, j}}{D_{i, j}}\right)+\left(\frac{T_{j+1} e^{-r T_{j+1}}-T_{j} e^{-r T_{j}}}{e^{-r T_{j+1}}-e^{-r T_{j}}}\right)\right)\right)$
$+\sum_{i=1}^{m} \sum_{j=1}^{N-1} \sum_{k=1}^{K} P_{i, k} Q_{i, j} U_{i, j, k} e^{-r T_{j}}$

## Subject to:

$X_{i, j+1}=X_{i, j}+Q_{i, j}-D_{i, j}$

$$
\begin{aligned}
& (i=1,2, \ldots, m),(j=1,2, \ldots, N) \\
& \mathrm{X}_{\mathrm{i}, 1}=0 \quad(\mathrm{i}=1,2, \ldots, \mathrm{~m}) \\
& \sum_{i=1}^{m} S_{i}\left(X_{i, j}+Q_{i, j}\right) \leq S \\
& (i=1,2, \ldots, N) \\
& Q_{i, j}=B_{i} \times V_{i, j}(i=1,2, \ldots, m),(j=1,2, \ldots, N) \\
& q_{i, k-1}+M \times\left(U_{i, j, k}-1\right) \leq Q_{i, j} \\
& <q_{i, k}+M \times\left(1-U_{i, j, k}\right) \\
& (i=1,2, \ldots, m),(j=1,2, \ldots, N),(k=2,3, \ldots, K) \\
& \sum_{k=1}^{K} U_{i, j, k}=1 \quad(i=1,2, \ldots, m),(j=1,2, \ldots, N) \\
& \sum_{i=1}^{m} W_{i, j} \leq \sum_{i=1}^{m} Q_{i, j} \leq M \sum_{i=1}^{m} W_{i, j} \\
& (i=1,2, \ldots, N) \\
& \text { Qi }, \mathrm{j} \leq \text { M1 } \quad(\mathrm{i}=1,2, \ldots, \mathrm{~m}),(\mathrm{j}=1,2, \ldots, \mathrm{~N}) \\
& \left\{\begin{array}{l}
W_{i, j} \in\{0,1\} \\
U_{i, j, k} \in\{0,1\} \\
=1,2, \ldots, \mathrm{~K})
\end{array}\right. \\
& (j=1,2, \ldots, N) \\
& (\mathrm{i}=1,2, \ldots, \mathrm{~m}),(\mathrm{j}=1,2, \ldots, \mathrm{~N}),(\mathrm{k}
\end{aligned}
$$

And all variables are nonnegative.

## 4. Genetic Algorithm

Many researchers have successfully used metaheuristic methods to solve complicated optimization problems in different fields of scientific and engineering disciplines. The fundamental principle of GAs first was introduced by Holland [30]. Since then, many researchers have applied and expanded this concept in different fields of study.

The proposed model presented here, solved by several metaheuristic approaches, and finally demonstrated that GA is a suitable approach to solve the model. In the next subsection, the basic characteristics of the proposed GA are described.

### 4.1 Chromosomes

In a GA, a chromosome is a string or trail of genes, which is considered as the coded figure of a possible solution (appropriate or none appropriate). Chromosome representation is a very basic part of the GA method description. In this research, the chromosomes are strings of the order quantity of the products at each period (Qi, j ) and are given in real-mode code. For a problem with four products and four periods, the chromosome structure is given in Fig. 2, in which rows are number of the products and columns are number of the periods.

$$
Q_{2}=\begin{gathered}
1 \\
2 \\
3 \\
4
\end{gathered}\left[\begin{array}{cccc}
1 & 2 & 3 & 4 \\
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44}
\end{array}\right]
$$

Fig. 2 The presentation of a chromosome

### 4.2 Population

A batch of chromosomes is called population. Each population or generation of chromosomes has the same size, which is well known as the generation size and is denoted by pop-size. If pop-size is small, then the convergence (algorithm velocity) is faster, but premature convergence may be easily reached by stocking on a local optima. In other words, there will be no diversity in the population, and the population converges too fast. In this research, 40, and 50 are chosen as different population sizes.

### 4.3 Selection

Selection of chromosomes in mating pool is based on rotate of Roulette Wheel selection method, where chromosomes selection in mating pool is based on their probability selection. So, probability selection of each chromosome is estimated based on its fitness function.

### 4.4 Crossovers

In a crossover operation, it is necessary to mate pairs of chromosomes to create offspring. Crossover operator procedure is demonstrated below: First with PC probability all chromosomes select for crossover. Then cross two chromosomes at each time in the following way where Q1 and Q2 are parents and Q'1 and Q'2 are offspring's that generated parents. Fig. 3 depicts a uniform crossover operator.

### 4.5 Mutation

Mutation is the second operation in a GA method for exploring new solutions and it operates on each of the

$$
\begin{aligned}
& Q_{1}=\begin{array}{c}
1 \\
2 \\
3 \\
4
\end{array}\left[\begin{array}{cccc}
1 & 2 & 3 & 4 \\
r_{11} & r_{12} & r_{13} & r_{14} \\
r_{21} & r_{22}
\end{array}\right] \\
& Q_{2}=\begin{array}{l}
1 \\
2 \\
3 \\
4
\end{array}\left[\begin{array}{cccc}
1 & 2 & 3 & 4 \\
\left.\begin{array}{lll}
a_{11} & a_{12} \\
a_{21} & a_{22} \\
a_{31} & a_{32} & a_{14} \\
a_{23} & a_{24} \\
a_{41} & a_{42} & a_{34} \\
a_{43} & a_{44}
\end{array}\right]
\end{array}\right. \\
& Q_{1}^{\prime}=\begin{array}{c}
1 \\
2 \\
3 \\
4
\end{array}\left[\begin{array}{cccc}
1 & 2 & 3 & 4 \\
a_{11} & a_{12} & r_{13} & r_{14} \\
a_{21} & a_{22} & r_{23} & r_{24} \\
r_{31} & r_{32} & r_{33} & r_{34} \\
r_{41} & r_{42} & r_{43} & r_{44}
\end{array}\right] \\
& \Rightarrow \\
& Q_{2}^{\prime}=\begin{array}{c}
1 \\
2 \\
3 \\
4
\end{array}\left[\begin{array}{cccc}
1 & 2 & 3 & 4 \\
r_{11} & r_{12} & a_{13} & a_{14} \\
r_{21} & r_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44}
\end{array}\right]
\end{aligned}
$$

chromosomes resulted from the crossover operation. In mutation, a gene is replaced with other gen randomly where $\mathrm{Pm} \%$ chromosomes of selection, select for mutation. Fig 4 shows a representation of mutation operator.

### 4.6 Stopping criterion

Stopping criterion could have different conditions such as achieving to predetermine solution. Average and standard deviation's of solution in algorithm don't any change in several consecutive generations or stop at a certain or predetermined (CPU) time. In this paper, the stopping criteria are achieving to predetermined number of generation.
In short, the steps involved in the GA algorithm used in this research are

1. Setting the parameters Pc, Pm, and pop-size
2. Initializing the population randomly
3. Evaluating the objective function
4. Selecting individual for mating pool by roulette wheel selection method and using elitisms
5. Applying the crossover operation for each pair of chromosomes with probability Pc
6. Applying mutation operation for each chromosome with probability Pm
7. Replacing the current population by the resulting new population
8. Evaluating the objective function
9. If stopping criteria is met, then stop. Otherwise, go to step 5.

Fig. 3. The uniform crossover operator

$$
\left.\left.Q=\begin{array}{l}
1 \\
2 \\
3 \\
4 \\
4
\end{array} \left\lvert\, \begin{array}{cccc}
1 & 2 & 3 & 4 \\
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{23} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44}
\end{array}\right.\right] \quad \Rightarrow Q^{\prime}=\begin{array}{l}
1 \\
2 \\
3 \\
4 \\
4
\end{array} \left\lvert\, \begin{array}{cccc}
1 & 2 & 3 & 4 \\
b_{11} & b_{12} & a_{13} & a_{14} \\
b_{21} & b_{22} \\
a_{31} & a_{32} & a_{33} & a_{24} \\
a_{34} & a_{42} & a_{43} & a_{44} \\
a_{41}
\end{array}\right.\right]
$$

Fig. 4 The uniform mutation operator

In order to demonstrate the proposed GA algorithm and evaluate its performances, in the next section.

## 5. Numerical Examples

In this paper, in order to display the accuracy of the model, 10 numerical examples are considered where the best amounts of parameters in GA are obtained a lot of running for different parameters. Table 1 presents values of examples and properties for the 10 examples. For all examples, a proper statistical design is applied for tuning GA parameters ( $\mathrm{PC}, \mathrm{Pm}$ and Pop-size). Moreover, in order to reduce run time and reduce selection chance of chromosomes that do not satisfy constraints, a penalty function is applied. For constructing penalty function, we suppose there is a constraint as the following:
$A G(x) \leq B$
If $\forall \mathrm{x}$ equation (13) is confirmed, the value of its penalty is zero. Otherwise, the value of penalty is calculated as follows:
penalty $=(A G(x)-B)^{4}$
Table 1
The general data

| problem <br> no. | m | N | PC | Pm | pop-size | GEN |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 4 | 4 | 0.68 | 0.2 | 40 | 500 |
| 2 | 4 | 5 | 0.68 | 0.2 | 40 | 500 |
| 3 | 4 | 7 | 0.64 | 0.2 | 40 | 1000 |
| 4 | 3 | 4 | 0.65 | 0.25 | 40 | 500 |
| 5 | 6 | 6 | 0.64 | 0.2 | 50 | 1000 |
| 6 | 4 | 6 | 0.64 | 0.15 | 40 | 500 |
| 7 | 6 | 4 | 0.68 | 0.15 | 40 | 500 |
| 8 | 6 | 5 | 0.64 | 0.2 | 40 | 500 |
| 9 | 6 | 7 | 0.65 | 0.25 | 50 | 1000 |
| 10 | 6 | 8 | 0.65 | 0.2 | 50 | 1000 |

Table 2
The data for problem of 4 items and 4 periods

| i | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- |
| $\mathrm{Di}, 1$ | 30 | 100 | 80 | 30 |
| $\mathrm{Di}, 2$ | 40 | 70 | 25 | 90 |
| $\mathrm{Di}, 3$ | 73 | 83 | 102 | 40 |
| $\mathrm{Di}, 4$ | 0 | 0 | 0 | 0 |
| Bi | 3 | 7 | 5 | 8 |
| Hi | 3 | 2 | 1 | 4 |
| Oi | 5 | 15 | 12 | 11 |
| Si | 4 | 6 | 7 | 5 |

Similar to (22), a penalty function is defined for the problem constraints and added to objective function. Table 2 shows the data for an example with 4 products and 4 period and tables 3 and 4 display the results of GA for different examples in term of objective values (for all example) and order quantities.

Table 3
The order quantities for problem with 4 items and 4 periods

| i | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- |
| Qi,1 | 33 | 105 | 105 | 32 |
| Qi,2 | 39 | 70 | 0 | 88 |
| Qi,3 | 72 | 84 | 105 | 40 |

(The problem coded with MATLAB 7.8.0.347 (R2009a) software. GA is coded in real code representation using Roulette wheel selection, uniform crossover and single point mutation operators randomly.
Fig. 5 displays the convergence path of the best results by Genetic algorithm for the problem with 4 items and 4 periods.

## 6. Conclusion

In this paper, we considered a mixed binary integer programming for a problem of multi items and multi periods and all units discount so that the space of warehouse is constrained.In this research, shortages are not allowed. It is assumed that the order quantities constrained with an upper bound and order quantities are zero at the end of the period and the demands of items at the end of period are zero because the planning horizon is finite and known (like seasonal items). The presented model in this paper is different from the traditional inventory models in that it embraces a binary variable that is applied for order quantity for each item in each period as if we generate an order for an item in a period; it is 1 , otherwise, it is zero. In order to solve the problem, we applied a genetic algorithm using a roulette wheel method for selection, a uniform method for crossover, a single point mutation randomly, and a predetermined number of generations for stopping criterion. 5 numerical examples are generated to demonstrate accuracy of GA.

Table 4
The best results of objective function for GA

| problem no. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| objective <br> function | 8823 | 10999 | 14137 | 6765 | 37125 | 12530 | 21472 | 314226 | 64126 | 80549 |



Fig. 5. The convergence path of the best result by Genetic algorithm
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