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Abstract: The sparse optimization method is an effective technological approach to solve information detection 
and spectrum sensing in hydrology information monitoring sensor network and it is at the frontier domain of 
water data collection and transmission field in home and abroad. By combining sparse optimization with 
distributed hydrology information monitoring and based on the theoretical framework of sparse optimization of 
distributed water level monitoring, the paper puts forward the distributed sparse optimization monitoring method 
of water environment information, which expands the new application of sparse optimization in distributed 
network on one hand. On the other hand, it points out the reconstruction method of joint sparse signals based on 
the block coordinate descent method. Simulation experiment shows that the proposed method can converge 
quickly to the approximate optimal solution and has a good robustness for calculation error caused by inaccurate 
average and other uncertain factors in the network. Copyright © 2013 IFSA. 
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1. Introduction 
 

Hydrology information monitoring is to measure 
and analyze surface water, groundwater, atmospheric 
precipitation, water deposits, water pollution and so 
on, including their level, flow, temperature, 
precipitation, ice regime, evaporation, pollution 
source, pollutants and other monitoring contents. At 
present, water regime monitoring has become an 
important technological support to predicate natural 

water disaster, control pollution and to govern 
hydrology information.  

In recent years, China has established various 
monitoring points, monitoring stations, monitoring 
networks and other infrastructures, forming a 
monitoring system oriented by monitoring station – 
telemetry communication network – center station. 
At the same time, wireless sensors network (WSN) 
have also been applied to hydrology information 
monitoring gradually. On the basis to establish 
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sparse optimization theory of hydrology 
information, people have also conducted analysis of 
distributed hydrology information collection and 
transmission. Due to the range of hydrological 
monitoring area is usually large and wide, and there 
are a large number of the sensor nodes. The sensor 
nodes are deployed intensive, the energy of each 
node is limited, and the work environment is 
complex and changeable, the monitoring area is 
irregular. All of these will bring a certain impact on 
acquiring and transmitting information for wireless 
sensor networks. Therefore, current technology and 
method are facing with two main problems that 
need to be solved: 

1) Difficult to detect, express and restore 
regional hydrology information comprehensively  
and accurately.  

2) Difficult to make efficient use of limited 
transmission spectrum resources.  

These two problems on one hand show the 
complexity of acquisition of water information [1-2]. 
On the other hand they also reflect that there still 
exists great gap in monitoring accuracy, coverage, 
real-time performance and continuity. Therefore, new 
technology and method are needed to improve and 
perfect the overall performance of hydrology 
information monitoring system.  

Due to the great need of robustness and real-time 
performance for multi-source information 
acquisition, distributed network, which is similar to 
hydrology information monitoring network, also 
faces sparse optimization problems. For example, 
event detection in wireless sensor network and fault 
location in multi-source sensor network can be 
molded as recovering a sparse vector in distributed 
network [3-8]; Spectrum sensing in cognitive radio 
system can be molded as recovering a set of joint 
sparse vectors or a low-rank matrix in distributed 
network [9-10]; Abnormality monitoring system in 
the Internet can be molded as recovering 
simultaneously a sparse matrix and a low-rank matrix 
in distributed network [11-12]; Data mining in 
computer network, however, involves more complex 
sparse optimization problems. Therefore, distributed 
sparse optimization problems attract more and more 
researchers of different fields [13-21]. Based on 
distributed monitoring characteristics of water data, 
the paper studies sparse optimization problems of 
data collection and transmission in distributed 
network.  

In section 2, the paper establishes the theoretical 
framework of sparse optimization problems of 
distributed hydrology information monitoring 
system. Based on this theoretical framework, the 
section 3 points out monitoring method of 
distributed sparse optimization; The section 4, based 
on block coordinate descent method, discusses 
reconstruction of cognitive radio joint sparse 
signals, and expand the new application of sparse 
optimization in distributed network. The section 5 is 
the conclusion part. 

2. Theoretical Framework of Distributed 
Hydrology Information Monitoring 
 
The combination of distributed optimization 

algorithm and sparse optimization algorithm is the 
result of practical application requirements. With the 
rapid development of compression sensing and sparse 
signal processing, there appear more and more new 
sparse optimization algorithms and theories. For 
distributed network, the analysis of distributed 
implementation of current centralized sparse 
optimization algorithm can not only expand the new 
application of sparse optimization, but also enrich 
sparse optimization algorithm and theory. Physical 
framework of distributed hydrology information 
monitoring system is shown in Fig. 1. 

Because the system is mainly based on telemetry 
system, collection and transmission of hydrology 
information can be divided into five levels:  

The main center station – remote communication 
network formed by sub-center stations that is wide 
area network (WAN); 

Data transmission between main center station 
and remote sensing satellite; 

Telemetry network between sub-center stations or 
message switching relaying stations and  
monitoring stations; 

Interconnection of instruments and equipments at 
monitoring station level (including sensors); 

Wireless sensor network under monitoring  
station level. 

In physical framework of distributed hydrology 
information monitoring system, wireless sensor 
network, as the front sensing end of monitoring 
station, forms hydrology information telemetry 
wireless sensor network (HITWSN). HITWSN 
consists of several sensor nodes and a sink-node. 
Sensor node is configured with many hydrology 
information sensors with different accuracy, 
including heterogeneous sensors (such as water level, 
rainfall precipitation, and flow), water quality sensors 
(such as PH sensor, dissolved oxygen sensor, 
chlorophyll a sensor, blue algae sensor, conductivity 
sensor and so on) and other meteorological sensors 
(such as wind speed sensor, temperature and 
humidity sensor, light sensor and so on). 

Sensor nodes are deployed in the target hydrology 
information. Each node forms wireless network in 
self-organizing and multi-hop way to sense, collect 
and transmit water environment information which is 
in the geographical area covered by network. Sink-
node is responsible for collecting this water 
environment information and transmitting the 
information to telemetry station. Then the telemetry 
station will store and transmit the information to sub-
center stations after the pretreatment. In addition, a 
sink-node is also responsible for telemetry station’s 
parsing and release of command given by WETWSN. 
In some areas where infrastructures are relatively 
weak, nodes can use battery or other environment 
energy, such as solar energy, to supply power.  
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Fig. 1. Physical framework of distributed hydrology information monitoring system. 
 
 

In this way, a wide range of hydrology 
information monitoring can be achieved without 
constructing and extending a lot of permanent fixed 
telemetry stations and other infrastructures. Sensors 
with different accuracy deployed at each sensor node 
can help collect information and improve anti-
destroying ability of the system.  

Moreover, due to the wireless deployment of 
sensor equipment, a lot of labor and infrastructure 
costs can be saved, thus making it is easy to maintain 
and deploy. At the same time, with the development 
and performance improvement of sensor technology, 
sensors of the system can be updated timely and 
deployed in large numbers.  

But in practical application, nodes in WETWSN 
must depend on information exchange between 
neighbor nodes and use local data to independently 
calculate the solution, resulting in optimization 
variables with sparse structure. However, the 
current distributed optimization algorithm usually 
does not consider the sparse structure of 
optimization variables and is with low calculation 
efficiency. A lot of efficient sparse optimization 
algorithms rely on centralized center to do 
centralized calculations. Then this kind of algorithm 
is not suitable for distributed network.  

Therefore, based on hydrology information 
monitoring characteristics, the paper points out sparse 
optimization algorithm aimed at solving sparse 
optimization problems of data collecting and 
transmitting in WETWSN, including recovery 
algorithm of sparse signals in wireless sensor 
network and recovery algorithm of joint sparse 
signals in cognitive radio network. 
 

3. Reconstruction of Sparse Signals 
Based on Distributed Linear  
Bregman Method 

 
Consider the application of event monitoring of 

wireless sensor network. Assume there are L sensor 
nodes in monitoring area we want to monitor the 
positions and intensity of abnormal events. In order 
to overcome the difficulties caused by the unknown 
quantity of abnormal events, one common method is 
to select N nodes in monitoring area as the candidate 
positions of abnormal positions.  

Define a N×1 vector x, in which the jth elements is 
jx , which presents the events intensity of the j 

candidate position. If there is no abnormal event in 
this position, then 0jx = . The measurement result bi 
of the ith sensor node is affected by all events, which 
can be usually approximate to a linear 
equation i ib A x= .  

Measurement results of all sensors constitute a 
measurement vector b Ax= , in which  

[ ]1 2; ;...; LA A A A=  is a measurement equation. If the 
practical events number K is far less than the 
candidate position number N, then x is sparse.  

Therefore, events monitoring problem can be 
converted into a problem of solving normalized  
least squares.  
 

 2
1

1min
2

Ax b xρ− + , (1) 
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where ρ is the weighting factor. The most common 
distributed solving method of the above normalized 
least squares is alternating direction multiplier 
method. In alternating direction multiplier method, 
each node I only needs local measurement matrix and 
results to estimate x through the information 
exchange with the neighbor node. In each iteration, 
however, each node must be accurate to solve a 
normalized least square problem with the same size, 
which, therefore, is not suitable for application in 
wireless sensor network.  

The paper discusses the application of efficient 
centralized sparse signal recovery algorithm of linear 
Bregman method in events monitoring of wireless 
sensor network.  An equivalent problem of solving 
normalized least squares for Linear Bregman method 
is as follows: 
 

 2
1

1min
2

x x
a

+    .st Ax b= , (2) 

 
where α is the weighting factor. The duality of the 
equivalent problem is smooth, therefore, the dual 
gradient method can be used efficiently to solve the 
problem. Define dual variables as P, dual gradient y, 
step length of k time h(k), and contracting operation 
Shrink, the updated expression of dual variables and 
original variables of linear Bregman method can be 
expressed as: 
 

 ( )1 ( ( ),1)
( 1) ( ) ( ) ( 1)

( 1) ( ( 1),1)

T

T

y k aAShrink A p k b
p k p k h k y k

x k aShrink A p k

+ = −

+ = − +

+ = +

 (3) 

 
In fact, linearization Bregman method can do 

parallel computing. Set the corresponding dual 
variable of the ith node as ip , the dual gradient iy , 
the estimation of x(i), then we can get the following 
parallel computing: 
 

 
( )

1

( )

1
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p k p k h k y k

x k aShrink A p k

=
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+ = − +

+ =

∑

∑

 (4) 

 
When calculating the estimation of the dual 

gradient and original variables, each node needs to 
use the sum of T

i iA P  owned by all local nodes. So the 
high-efficient computing can not be achieved in 
distributed network.  

Based on communication with neighbor nodes, 
the paper tends to calculate imprecise sum of T

i iA P , 
which can be converted into an imprecise average 
problem in network. Fig. 2 shows the comparison 
between centralized linear Bregman and distributed 
linear Bregman when L=40 nodes, N=100 candidate 
positions, and K=2 events, in which longitudinal axis 

represents the number of iterations and horizontal 
axis represents the error between the calculation 
result and optimal solution. Due to the robustness of 
the gradient method, distributed linear Bregman can 
overcome the error caused by imprecise average 
problem effectively and converge to the approximate 
optimal solution. 
 
 

 
 

Fig. 2. Comparison between centralized linear Bregman 
(CLB) and distributed linear Bregman (DLB). 

 
 

Distributed linear Bregman method is very 
simple. In this method, each node needs only the 
simple arithmetic without the need of solving 
normalized least square problems in alternating 
direction method. Therefore, this kind of method is 
very suitable for practical application of wireless 
sensor networks (WSNs). 
 
 
4. Reconstruction of Joint Sparse Signal 

Based on Distributed Block Coordinate 
Descent Method 

 
In cognitive radio network, cognitive radio nodes 

help to sense surrounding spectrum occupancy 
situation so as to determine the current available 
frequencies and improve spectrum utilization rate. 
Suppose that there are L cognitive radio nodes and 
the sensed spectrum can be divided into N bands. 
Define the spectrum occupancy situation of the ith 
node as a N×1 vector, the jth element of x(i), in which 
x(i) represents the strength of the band j of the 
position where the ith node locates. Spectrum 
occupancy vectors of all nodes form a spectrum 
occupancy matrix [ ](1), (2),..., ( )x x x x L= . Due to the 
current low spectrum occupancy rate, the non-zero 
line number K is far less than the total number N. In 
addition, spectrum occupancy situation of all nodes 
are similar. Therefore, if there are non-zero elements 
in certain line, other elements in this line are also 
non-zero ones. So spectrum occupancy situation is 
jointly sparse. Spectrum occupancy vector of node i 
can be measured with linear measurement equation 
b(i)=A(i)x(i), in which A(i) is a measurement matrix 
and b(i) are measurement results. Cognitive radio 
network helps to recovery this matrix with the 
knowledge that the spectrum occupancy matrix is 
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jointly sparse. This problem can be molded as 21L  
model minimization problem. 

 
 

 
2 2

1 1 1

1min ( ) ( ) ( ) ( ( ))
2

L N L

j
i j i

A i x i b i x iρ
= = =

− +∑ ∑ ∑  (5) 

 
where ρ is the weighting factor and takes compromise 
between least squares (the first item) and model items 
(the second item). 21L  model in spectrum occupancy 
matrix X is defined as the sum of 2-norms in its line.  

In minimization problem of 21L  model, smooth 
least squares for each column of X are separable, 
while unsmooth items for each column of X are 
separable. In order to solve this problem efficiently, 
block coordinate descent method is approximate to 
least squares so as to make approximate 21L  
minimization problems for each line are separable 
and have simple explicit solutions. The approximate 
problem of the kth time is: 
 

2 2

1 1 1

( 1)

1arg min ( ) ( )( ) ( ( ))
2

L N L

j
i j i

X k

x i p i k x iρ
β = = =

+ =

− +∑ ∑ ∑
 (6) 

 
where β is the weighting factor and ( )( )p i k  neighbor 
node, which can be calculated with A(i) and ( )( )x i k . 
Define neighbor node matrix as 

[ ](1), (2),..., ( )p p p p L=  and the jth line of X and P 
respectively ix  and ip . Explicit solution of the 
above problem can be: 
 

 ( )
( 1) ( ( ) , )

( )
j

j j
j

p k
x k Shrink p k

p k
ρβ+ =  (7) 

 
The above centralized block coordinate descent 

method needs all nodes only in calculating 2-norm in 
each line of neighbor node matrix ( )P k . All other 
steps can be done in local nodes.  

The paper discusses the implementation of block 
coordinate descent in distributed cognitive radio 
network. The main idea is to calculate imprecisely 2-
norms in each line of neighbor matrix ( )P k . Because 
2-norm refers to square calculation and root 
calculation, this problem can also be converted into 
an imprecise average problem. Fig. 3 shows the 
comparison between centralized block coordinate 
descent and distributed block coordinate descent 
when L=50 nodes, N=20 frequencies and occupied 
frequency K=2, in which longitudinal axis represents 
the number of iteration and horizontal axis represents 
the error between the calculation result and optimal 
solution. We can see that distributed block coordinate 
descent method can converge quickly to the 
approximate optimal solution and has a similar speed 
with centralized block coordinate descent method. 
Block coordinate descent method always solves an 

approximate problem in each iteration. Therefore, it 
has great robustness for calculating error caused by 
imprecise average and other uncertain factors in the 
network. 

 
 

 
 

Fig. 3. Comparison between centralized block coordinate 
descent (CBCD) and distributed block coordinate  

descent (DBCD). 
 
 
5. Conclusions 
 

In the hydrology information acquisition 
technology, traditional manual observations as well 
as the conventional sensing technology has been 
widely applied. For example, the water level 
measurement technology, hydrological information 
involved in water science, water temperature in the 
flow, water quality and other hydrological elements, 
by observation, measurement, test, circuit automatic 
hydrographic survey and other conventional method 
of quantitative observation and analysis and 
published. However, if the arrival in the harsh 
environment or human should not be regions, 
especially in some unexpected event region to obtain 
flood information, means to obtain the hydrological 
information has some disadvantages, such as 
equipment deployment is not convenient, difficult 
maintenance etc. Wireless sensor network technology 
developed in recent years which can meet the 
environmental monitoring and information 
acquisition requirements. Hydrological wireless 
sensor network is a kind of advanced hydrologic real-
time data collection, transmission, analysis and 
processing system, it application of sensor 
technology, modern communication technology and 
computer technology, real-time acquisition of 
rainfall, water level, flow to complete various 
hydrological parameters, and analyzed the 
processing, flood control, water supply, power 
generation to achieve optimal scheduling, improve 
the utilization of water resources, with significant 
economic and social benefits. 

Combining sparse optimization with distributed 
hydrology information monitoring, the paper 
analyzes deeply the problem of reconstruction of 
sparse signals in distributed monitoring system. At 
the beginning, it puts forward the theoretical 
framework of distributed hydrology information 
sparse optimization. Based on this framework, the 
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paper on one hand points out sparse optimization 
monitoring method of hydrology information and 
expand the new application of sparse optimization in 
distributed network. On the other hand it puts 
forward the reconstruction method of joint sparse 
signals based on distributed block coordinate descent. 
Simulation experiment shows that when the scope 
and number of node data of distributed network 
increases, distributed optimization will face the 
problem of heavy communication burden and weak 
robustness. Distributed network structure is more 
suitable for networking collection and processing of 
hydrology information. The method put forward in 
the paper can converge quickly to the approximate 
optimal solutions and has great robustness for 
calculating errors caused by imprecise average and 
other uncertain factors in the network, which not only 
provides theoretical basis for design and analysis of 
distributed sparse optimization algorithm of 
hydrology information, but also has  
guiding significance for general distributed 
optimization problems. 
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