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Traumatic brain injury (TBI) affects millions of Americans annually, but effective
treatments remain inadequate due to our poor understanding of how injury impacts
neural function. Data are particularly limited for mild, closed-skull TBI, which forms
the majority of human cases, and for acute injury phases, when trauma effects and
compensatory responses appear highly dynamic. Here we use a mouse model of mild
TBI to characterize injury-induced synaptic dysfunction, and examine its progression
over the hours to days after trauma. Mild injury consistently caused both locomotor
deficits and localized neuroinflammation in piriform and entorhinal cortices, along with
reduced olfactory discrimination ability. Using whole-cell recordings to characterize
synaptic input onto piriform pyramidal neurons, we found moderate effects on excitatory
or inhibitory synaptic function at 48 h after TBI and robust increase in excitatory inputs in
slices prepared 1 h after injury. Excitatory increases predominated over inhibitory effects,
suggesting that loss of excitatory-inhibitory balance is a common feature of both mild
and severe TBI. Our data indicate that mild injury drives rapidly evolving alterations in
neural function in the hours following injury, highlighting the need to better characterize
the interplay between the primary trauma responses and compensatory effects during
this early time period.
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INTRODUCTION

An estimated 2.8 million Americans suffer a traumatic brain injury (TBI) every year (Taylor
et al., 2017), leading to debilitating symptoms such as seizures, cognitive impairment, emotional
instability, and sensory deficits (Rimel et al., 1981; Levin et al., 1987, 1990; Lew et al., 2007b; McKee
et al., 2009). Mild injuries are most common, accounting for ∼80% of cases (Cassidy et al., 2004).
Although mild TBI causes little to no gross damage to neural tissue, its effects often persist for
months or even years, significantly impacting employment and quality of life (Rimel et al., 1981;
Carroll et al., 2004). Repeated injury significantly worsens both pathology as well as cognitive and
motor impairments (Laurer et al., 2001; DeFord et al., 2002; Mouzon et al., 2012). Despite the high
prevalence of mild TBI, treatment options remain limited due to our poor understanding of how
injury affects neural function, especially in the acute phase after trauma.

Substantial evidence points to deficits in both structural and functional connectivity after mild
TBI. Diffuse axonal injury is common, particularly in long-range projections, suggesting potential
disruptions in network connectivity (Pandit et al., 2013; Caeyenberghs et al., 2014). TBI is also
strongly linked to loss of excitatory-inhibitory (E-I) balance, acute seizures and post-traumatic
epilepsy in both humans and animal models, and reduced thresholds for pharmacologically induced
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seizures in rodents (Lee and Lui, 1992; Nilsson et al., 1994;
Annegers et al., 1998; Chadwick, 2000; Golarai et al., 2001; Zanier
et al., 2003; Kharatishvili et al., 2006). While overt seizures are
less common in mild injury, E-I imbalances have also been
described. The hippocampus has shows increased excitability and
spontaneous firing within 24 h of mild TBI in vitro, and signs of
reduced inhibition at 48 h in vivo (Reeves et al., 1997; Griesemer
and Mautes, 2007). However, other studies found opposing
effects, with early increases in inhibition onto CA1 pyramidal
cells and reduced excitatory efficacy 1 week later (Santhakumar
et al., 2000; Witgen et al., 2005). While cortical effects are less
well characterized, existing data also suggest disparate and time-
varying effects on E-I balance. Activity in somatosensory cortex
was suppressed within 24 h after injury in vivo (Alves et al.,
2005; Johnstone et al., 2013), but in vitro data showed increased
excitatory input and action potential firing from 48 h to 1 week
post-TBI, and epileptiform activity 1–4 weeks later (Yang et al.,
2010; Greer et al., 2012).

While some discrepancies may arise from differences in injury
model or experimental system, the complex temporal dynamics
of injury responses could also be a key factor. Ding et al. (2011)
showed that cortical activity underwent a transition from initial
suppression to dramatically elevated excitability at approximately
2 h following injury, indicating that TBI responses can evolve
rapidly during this early time window. While TBI effects begin
to manifest immediately, few studies have addressed the acute
periods spanning the first few hours after injury. Of these, only a
handful have made direct intracellular measurements of cellular
physiology or synaptic function (Griesemer and Mautes, 2007),
so that the neural mechanisms underlying dynamic changes in
cortical responsiveness remain open.

Here we examined how mild TBI impacts both excitatory
and inhibitory synaptic interactions in cortical circuits, including
both a commonly used 48 h time point, but also testing at 1 h
post-injury to probe acute injury stages. Using a modified weight
drop model allowing free head movement typical of human
injury, we consistently found localized neuroinflammatory
responses in piriform cortex and neighboring entorhinal areas.
To test for associated functional changes, we used whole-cell
recordings in acute brain slices to examine synaptic input onto
piriform pyramidal neurons at 1 and 48 h after injury. Synaptic
function was largely normal at 48 h, but excitatory inputs were
substantially increased at 1 h post-TBI. Our data indicate that
mild injury causes rapid disruptions in a cortical region that
has received little attention, emphasizing the need to consider
dynamic effects during immediate post-TBI periods that will be
vital to identifying interventions matched to different phases of
the injury response.

MATERIALS AND METHODS

Mice
All experiments were performed in adult male and female
C57BL/6J mice 2–5 months of age. Animals were group housed in
Boston University’s animal care facility on a 12 h light/dark cycle
with ad libitum access to food and water. All procedures were

performed in accordance with the Boston University Institutional
Animal Care and Use Committee.

Injury Model
Mild TBI was induced with a modified Marmarou model where a
weight is dropped onto a metal helmet attached to the animal’s
skull (Marmarou et al., 1994) and the animal is unrestrained
to allow free movement of the head and body to recapitulate
the acceleration and shear forces characteristic of human injury
(Meaney and Smith, 2011; Kane et al., 2012). Prior to injury,
animals were briefly anesthetized, the scalp over the midline
was removed, and a stainless steel cylinder was cemented onto
the midline at bregma (4 mm diameter; 4 mm tall; Zap Gel,
Pacer; C&B Metabond, Parkell). After 3–7 days, mice were briefly
anesthetized with isoflurane, given buprenorphine analgesia
(0.125 mg/kg, subcutaneous) and placed on top of perforated foil
in a custom-made TBI apparatus. A 150–200 g weight secured to
fishing line (Stren high impact, Pure Fishing, Inc.) was dropped
150–240 cm through a guide tube onto the helmet implant,
propelling the animal through the foil onto foam padding below
(5 cm upholstery foam, Mybecca). The fishing line was set to a
length that would prevent the possibility of double-hit injury.
Animals were monitored in a cage on a heating pad until
sternal. Sham groups received identical treatment including brief
anesthesia with isoflurane, analgesia and placement in the injury
apparatus, and the only difference between groups was the lack of
weight drop impact on the helmet implant.

Behavioral Testing
We confirmed the efficacy of our injury model by investigating
vestibulomotor deficits using a custom rotarod apparatus. Mice
were placed on a rod that remained stationary for 10 s and then
steadily accelerated from 4 to 40 rpm over 5 min. Performance
was quantified as the latency to fall. Naïve mice were tested
daily (2 trials, 5 min inter-trial interval) for 5 days before
injury, at 1 h following TBI on each injury day, and daily for
1 week afterwards. To assess olfactory acuity, we trained mice
to perform a binary discrimination between pairs of odorants
using a recently described automated home-cage training system
(Maor et al., 2019). Briefly, a nose poke into a sampling port
triggered pseudorandom delivery of one of two odors. Following
a 400 ms delay to enforce a sensory sampling period, mice
indicated their choice either by licking in response to the S+ cue
to receive a water reward during the 1.6 s response window, or
by withholding licking for the S− cue, after which they were free
to initiate another trial. S− licks triggered a 2 s timeout period.
While mice were allowed to drink freely, all water intake required
correct performance in the discrimination task. Mice typically
learned to discriminate monomolecular compounds within 4–
6 days. Injury was delivered after animals reached a group average
criterion of >80%. Animals recovered on a heating pad for 1 h,
and were then returned to the odor testing apparatus within
1.5–2 h after injury.

Immunohistochemistry
In a separate cohort, we examined microglial activation with
immunostaining for Iba1, a common neuroinflammatory marker
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for microglia and macrophages, at time points immediately after
two injuries and 24 h after three injuries. Mice were heavily
anesthetized with isoflurane and transcardially perfused with
ice-cold artificial cerebral spinal fluid (ACSF) followed by 4%
paraformaldehyde in 0.1 M phosphate buffer (PB). Brains were
harvested and post-fixed overnight in 4% paraformaldehyde
in 0.1 M PB at 4◦C before undergoing a sucrose series and
cryosectioning at 40 µm. Sections were blocked with 5% normal
donkey serum in 0.1 M PB with 0.3% Triton X (PBTx) for 1 h
at 25◦C then incubated overnight in anti-Iba1 rabbit polyclonal
antibody 019-19741 (1:1000; Wako Chemicals, United States)
diluted in PBTx at 4◦C. The primary antibody was visualized by
incubating with Alexa Fluor 488 donkey anti-rabbit secondary
(1:500; Jackson ImmunoResearch Laboratories, West Grove, PA,
United States) diluted in PBTx for 2 h at 25◦C. Sections were
imaged on a FluoView 300 confocal microscope (Olympus,
Center Valley, PA, United States) using a 20× 0.5NA objective
and analyzed with ImageJ (NIH, Bethesda, MD, United States).
We quantified the total number of Iba1-positive microglia
in four different brain areas (somatosensory, entorhinal, and
piriform cortex, as well as hippocampus). We also counted the
number of visual identified cells with anatomical characteristics
associated with activation, such as swollen somata, and calculated
a normalized density based on the total measured area in
each brain area.

Electrophysiology
Animals were deeply anesthetized with ketamine/xylazine and
transcardially perfused with ice-cold slicing solution containing,
in mM: 124 NaCl, 3 KCl, 1.25 NaH2PO4, 26 NaHCO3,
75 sucrose, 10 glucose, 1.3 ascorbic acid, 0.5 CaCl2, and 7
MgCl2. Acute coronal slices (300 µm) of piriform cortex were
cut with a vibratome (VT1200S, Leica, Buffalo Grove, IL,
United States) using the same solution, and then transferred to
ACSF containing, in mM: 124 NaCl, 3 KCl, 1.25 NaH2PO4, 26
NaHCO3, 20 sucrose, 2 CaCl2, and 1.5 MgCl2. Both slicing and
recordings solutions were continuously oxygenated with 95/5%
O2/CO2. Slices were maintained at 29◦C for 30 min for recovery,
and then slowly returned to room temperature (approximately
22◦C) for incubation and recording. For recording, pyramidal
neurons were visualized with a two-photon microscope (Ultima,
Prairie Technologies, Middleton, WI, United States) using
a 40× 0.8NA objective and Dodt contrast imaging. Whole
cell voltage clamp recordings were made with electrodes (3–
7 M� tip resistance) filled with internal solution containing,
in mM: 115 CsMeSO4, 10 HEPES buffer, 10 phosphocreatine
disodium, 5 QX314-Cl, 4 MgATP, 0.3 NaGTP, and 0.2 EGTA.
Recorded cells were visualized with Alexa 594 to confirm cell
type. Membrane voltage was not corrected for liquid junction
potential. Spontaneous and evoked excitatory and inhibitory
postsynaptic currents (EPSCs and IPSCs) were recorded from
superficial pyramidal cells with a Multiclamp 700B amplifier
(Molecular Devices, Sunnyvale, CA, United States) and digitized
at 10 kHz (National Instruments PCI-6321) using custom
Matlab routines (Mathworks, Natick, MA, United States). Evoked
synaptic responses were elicited by stimulating the lateral
olfactory tract with glass microelectrodes (1–3 M� tip resistance)

filled with ACSF using a stimulation isolator (World Precision
Instruments, Sarasota, FL, United States).

Data Analysis
Animals were pseudo-randomly assigned to sham or TBI
groups. Spontaneous synaptic currents were analyzed in Igor
Pro (WaveMetrics, Oregon) using Taro Tools1. Raw traces were
smoothed using a 3rd order Savitzky-Golay with a 25-point
moving window. Event detection thresholds were set between 4
and 6 pA based on noise levels in each recording, and events
were inspected visually in each recording to ensure sensitive
detection and avoid false positives. The mean thresholds used for
experimental comparisons between sham and injury groups were
statistically equivalent and varied by <0.3 pA in all cases. Any
slow drift in baseline holding current during the recording was
removed using a cubic polynomial fit to ensure thresholds were
applied consistently to all events. For evoked EPSCs and IPSCs,
we calculated the time to peak, width at half maximum amplitude,
and exponential decay constants using custom Matlab routines.
Decay was best fit with a double exponential of the form I = A ∗
(e−T1∗t

+ e−T2∗t), where A is maximum amplitude of the current
I, t is time, and T1 and T2 are fast and slow decay constants.

Values from pooled data are reported as mean ± SEM.
Statistical significance for group means was calculated using
2-sample t-tests, or using 2-sample Kolmogorov–Smirnov tests
(K–S) comparing distributions of event amplitude and frequency,
as noted in the text. K–S tests were performed on group-
averaged distributions, calculated individually for each neuron
and averaged over all cells in each experimental group. The
density of activated microglia across brain areas was analyzed
with ANOVA. For t-tests, a p-value of <0.05 was considered
statistically significant. For more sensitive K–S tests, p< 0.01 was
considered significant.

RESULTS

Mild Injury Induces Behavioral Deficits
and Neuroinflammation
We induced mild TBI using an unrestrained weight-drop model
where free head movement recapitulates the acceleration and
shear forces characteristic of human injury (Meaney and Smith,
2011; Kane et al., 2012). We began with a multiple-injury
paradigm, delivering three repeated impacts at 24 h intervals
(150 g, 150–190 cm), mimicking the repetitive TBI that is most
strongly associated with human neuropathology (McKee et al.,
2009). We first confirmed that our model induced behavioral
deficits and neuropathology consistent with mild TBI effects in
previous studies (Hamm et al., 1994; Mouzon et al., 2012; Yang
et al., 2013; Donat et al., 2017). We assessed vestibulomotor
performance using a rotarod assay, starting 5 days before the
injury series and continuing for 1 week afterwards (Figure 1A).
While pre-injury performance was similar in both groups, TBI
significantly reduced latency to fall relative to sham mice over
the three injury days (Figures 1B,C: 92 ± 12 vs. 55 ± 13 s for

1https:sites.google.com/site/tarotoolsmember/
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FIGURE 1 | Transient Vestibulomotor Deficits after TBI. (A) Timeline of locomotor testing. Latency to fall was measured daily as indicated by numbers. (B) Fraction of
mice remaining on the rotarod over time for testing 1 day before injury, as well as TBI days 1 and 3. Performance was similar for sham and TBI groups before injury,
but was reduced on injury days (day 1: p = 0.019; k = 0.667; day 3: p = 0.034, k = 0.639; 2-sample K–S test; n = 9 sham, 8 TBI mice). (C) Mean latency to fall
averaged over 3-day windows before, during, and after injury. Performance was decreased in TBI mice relative to pre-injury levels [85 ± 11 vs. 55 ± 13 s for baseline
and injury days; p = 0.0002, t(23) = 4.394, paired t-test; n = 8 mice] and relative to the sham group during the injury period [92 ± 11 vs. 55 ± 13 s for sham and TBI;
p = 0.002; t(49) = –3.242; 2-sample t-test; n = 9 sham, 8 TBI mice]. (D) Group data normalized to pre-injury baseline [injury phase: 131 ± 10% vs. 70 ± 16% for
sham and TBI; p = 0.005; t(15) = 3.321; recovery phase: 118 ± 14% vs. 71 ± 9% for sham and TBI; p = 0.012; t(15) = 2.866; 2-sample t-test; n = 9 sham, 8 TBI
mice]. ∗ and ∗∗∗ indicate p < 0.05 and p < 0.01.

sham and TBI; p = 0.002; n = 9 sham, 8 TBI mice). Within
the TBI group, injury also significantly reduced latency to fall
relative to initial baseline levels (85 ± 11 vs. 55 ± 13 s for 3
baseline and injury days; p = 0.0002; n = 8). Performance in the
sham group improved slightly over the same time period, likely
from a practice effect (75 ± 11 vs. 92 ± 12 s, for 3 baseline and
injury days; p = 0.007; n = 9 mice). Deficits were also apparent
after normalizing each animal’s performance to pre-injury levels
(Figure 1D: 131 ± 10 vs. 70 ± 16% for sham and TBI groups
averaged over 3 injury days; p = 0.005; n = 9 sham, 8 TBI mice).
The greatest deficits occurred on the 1st and 3rd days of injury
(Figure 1B) (p = 0.019 and p = 0.034 for the 1st and 3rd day
of injury; n = 9 sham, 8 TBI mice). While performance of the
TBI group recovered steadily to near-baseline levels over the

following week, it was still reduced relative to sham animals at
days 8–10 (Figure 1D: 118 ± 14% vs. 71 ± 9% of pre-injury
levels for sham and TBI; p = 0.012; n = 9 sham, 8 TBI mice).
This partial recovery is consistent with other mild TBI studies
(Koliatsos et al., 2011; Yang et al., 2013). Overall, we found that
injury induces a reliable and relatively long-lasting motor deficit
consistent with mild TBI.

In addition to behavioral disruptions, TBI commonly leads
to neuropathology including pro-inflammatory responses in
astrocytes and microglia, which develop a swollen ‘activated’
morphology, migrate to the injury site, and release inflammatory
cytokines (Kreutzberg, 1996; Streit, 2000; Nimmerjahn et al.,
2005; Loane and Byrnes, 2010). Microglial activation is reliably
seen across diverse TBI models (Kaur et al., 1995; Davalos et al.,
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FIGURE 2 | Mild injury leads to microglial activation in lateral inferior temporal lobes. (A–H) Iba1 immunostaining reveals microglial morphology in diverse brain
regions at 24 h following repeated mild injury. In most regions, microglia appeared largely similar between sham and TBI mice (A–D), but piriform (E,F) and entorhinal
areas (G,H) consistently showed clusters with a swollen appearance characteristic of neuroinflammatory response. Microglia with activated morphology were only
infrequently found in sham mice. Scale bars, 50 and 10 µm. (I) Heat maps comparing microglial activation across brain areas in individual animals. (J) Injury did not

(Continued)
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FIGURE 2 | Continued
alter total microglial density, including both activated and non-activated cells [4.252 ± 0.279 vs. 4.575 ± 0.394 microglia/100 µm2 for sham and TBI; p = 0.529;
t(6) = –0.668; 2 sample t-test; n = 3 sham, 4 TBI mice]. (K) Piriform and entorhinal areas showed the largest increases in microglial activation (piriform: 0 ± 0 vs.
0.194 ± 0.097 activated microglia/100 µm2 for sham and TBI; entorhinal: 0.010 ± 0.008 vs. 0.173 ± 0.080 activated microglia/100 µm2 for sham and TBI).

2005; Shitaka et al., 2011; Goldstein et al., 2012; Xu et al.,
2016; Tagge et al., 2018). To probe neuroinflammatory responses,
we used Iba1 immunohistochemistry to label microglia and
macrophages (Imai et al., 1996; Ito et al., 1998) and examined
their morphology across a wide range of brain areas including
neocortex, hippocampus, striatum, and piriform and entorhinal
cortices. While microglia in sham animals appeared normal
(Figures 2A,C,E,G), TBI led to pronounced morphological
changes including swollen somata and processes indicative of
activation (Figures 2F,H). Neuroinflammation was apparent at
24 h following 3 injuries, and in one case immediately following
the second injury (Figure 2: n = 3 sham, 4 TBI mice). In
each brain region, we quantified the number and density of
cells showing anatomical changes characteristic of an activated
state (Figures 2I–K). Microglial activation was reliably localized
to the lateral inferior temporal lobes, particularly to piriform
and entorhinal cortices (Figures 2F,H) and olfactory tubercle
(not shown), regions that have received little attention in TBI.
Activated cells were often concentrated near the cortical surface
(Figures 2F,H). Interestingly, we rarely found activation directly
under the injury site near somatosensory cortex or in the
hippocampus (Figures 2B,D), which has commonly been seen
after more severe injury (Reeves et al., 1995, 1997; Santhakumar
et al., 2000, 2001; Witgen et al., 2005), perhaps due to differences
in severity, impact site, or head movement in our model. Overall,
however, these reliable and localized inflammatory responses are
consistent with mild injury.

Mild TBI Has Moderate Effects on
Synaptic Input Onto Pyramidal Cells
at 48 h
Traumatic brain injury-induced deficits may arise at least in
part from disrupted synaptic communication. While prior work
has shown both increased cellular excitability (Griesemer and
Mautes, 2007) and diffuse axonal injury leading to functional
disconnection (Pandit et al., 2013), there are few direct
measurements of how synaptic input is affected by mild TBI.
The consistent presence of neuroinflammation in piriform led
us to use this region to probe the functional effects of mild
injury. We used whole-cell recordings in acute brain slices to
test for TBI-induced changes in synaptic strength, examining
both spontaneous and evoked synaptic input onto superficial
pyramidal cells, the major excitatory cell type in this brain
area (Figure 3).

Despite finding reliable microglial activation in piriform,
we observed only moderate changes in spontaneous synaptic
currents measured 48 h after our repeated 3-injury mild
TBI series. The mean amplitude of excitatory events was
not statistically different between sham and TBI groups
(Figures 3A,C: 10.8 ± 1.0 vs. 10.1 ± 1.2 pA for sham and TBI;

p = 0.652; n = 9 mice, 14 cells for sham, 9 mice, 17 cells for
TBI). Frequency was similarly unchanged (Figure 3E: 5.4 ± 1.2
vs. 7.2 ± 1.4 Hz for sham and TBI; p = 0.898; n = 9 mice, 14
cells for sham; 9 mice, 17 cells for TBI). While the more sensitive
Kolmogorov–Smirnov (K–S) test did reveal a significant shift
in the distributions of both amplitude and interevent intervals
(Figures 3B,D: p = 0.009 and p = 0.0003 for amplitude and
interval; n = 1750 sham, 1377 TBI events), changes in synaptic
function were less pronounced than in other models of moderate-
to-severe TBI (Witgen et al., 2005; Cantu et al., 2015). Overall,
our data showed significant but comparatively limited effects on
excitatory synaptic inputs.

Traumatic brain injury has also been linked to changes in
inhibitory function (Reeves et al., 1997; Witgen et al., 2005; Smith
et al., 2015), which plays a prominent role in balancing local
excitatory networks in piriform (Luna and Schoppa, 2008; Franks
et al., 2011; Suzuki and Bekkers, 2011; Sheridan et al., 2014; Large
et al., 2016; Bolding and Franks, 2018). Recording from the same
pyramidal neurons, we examined inhibitory input by holding
at excitatory reversal potential (+5 mV; Figure 3F). Similar to
excitatory input, there was little to no change in either mean
amplitude or frequency of sIPSCs after injury (Figures 3H,J:
amplitude: 16.0 ± 1.2 vs. 15.6 ± 0.8 pA for sham and TBI;
p = 0.750; frequency: 5.8± 0.7 vs. 5.1± 0.4 Hz for sham and TBI;
p = 0.754; n = 9 mice, 14 cells for sham; 9 mice, 17 cells for TBI).
Again, the higher-sensitivity K–S test revealed a shift toward
increased sIPSC intervals after injury (Figure 3I: p = 0.026,
n = 2744 sham, 3213 TBI events), but this effect was moderate in
size and did not reach our statistical criterion. Altogether, while
injury altered the distribution of both excitatory and inhibitory
inputs between sham and TBI animals, there was little effect on
mean amplitude or frequency, suggesting that mild trauma either
had a relatively minor impact on synaptic transmission or that
compensatory effects were already recruited at 48 h after injury.

Finally, to further probe how injury acts on piriform circuit
function, we measured electrically evoked responses upon
stimulating afferent axons of the lateral olfactory tract (LOT),
which provides sensory input from olfactory bulb. LOT responses
contain multiple components reflecting local interactions within
piriform, including direct excitatory input from olfactory bulb,
additional intracortical excitation from other local pyramidal
neurons, and local inhibition from both feedforward and
feedback inhibitory neurons (Suzuki and Bekkers, 2007, 2011;
Luna and Schoppa, 2008; Franks et al., 2011; Large et al.,
2016). Given the importance of E-I balance in cortical function
in general (Xue et al., 2014), and in piriform in particular
(Bolding and Franks, 2018), we tested how injury affects the
relative contributions of excitation and inhibition in piriform
pyramidal cells. Similar to spontaneous measurements, we
first isolated excitatory inputs by holding at −70 mV. LOT
stimulation produced rapid onset, presumably monosynaptic
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FIGURE 3 | Mild TBI has comparatively minor effects on spontaneous synaptic input 48 h post-injury. (A) Whole cell recordings of excitatory input onto superficial
pyramidal cells in piriform cortex. (B,C) Amplitudes of excitatory events showed moderate changes after TBI. Left, cumulative histograms (p = 0.009; k = 0.056; K–S
test; n = 1750 sham, 1377 TBI events). Right, mean values [10.8 ± 1.0 vs. 10.1 ± 1.2 pA for sham and TBI; p = 0.652, t(29) = –0.456; 2-sample t-test; n = 9 mice,
14 cells for sham; 11 mice, 17 cells for TBI]. (D,E) Interevent interval and mean frequency for excitatory events. The sEPSC interval distribution shifted slightly toward
smaller values after TBI (p = 0.0003; k = 0.074; K–S test; n = 1750 sham, 1377 TBI events) but mean values were not significantly changed [5.4 ± 1.2 vs.
7.2 ± 1.4 Hz for sham and TBI; p = 0.898, 2-sample t-test; t(29) = 0.129; n = 9 mice, 14 cells for sham; 11 mice, 17 cells for TBI]. (F) Spontaneous inhibitory inputs
onto the same superficial pyramidal cell recorded at excitatory reversal potential. (G,H) Cumulative histograms and mean values for sIPSC amplitude, which were
unchanged by TBI. (I,J) Cumulative histogram of interevent interval and mean frequency values for inhibitory events, which were also unaffected. [p = 0.026;
k = 0.038; K–S test; n = 2744 sham, 3213 TBI events; 5.8 ± 0.7 vs. 5.1 ± 0.4 Hz for sham and TBI; p = 0.754; t(29) = 0.317; 2 sample t-test; n = 9 mice, 14 cells
for sham; 11 mice, 17 cells for TBI]. ∗ indicates p < 0.01 in K–S tests.

EPSCs, as well as a secondary component presumably due to local
recurrent circuits. For consistency, we adjusted stimulus intensity
to elicit similar levels of input in each cell (∼200 pA). We
then measured corresponding GABAergic currents at the same
stimulus intensity while holding at excitatory reversal (+5 mV).
Inhibitory currents scaled with excitatory responses but were
typically larger, consistent with previous data in both piriform
and neocortex and reflecting the higher conductance of GABAA
receptors (Franks et al., 2011; Isaacson and Scanziani, 2011;
Haider et al., 2012; Xue et al., 2014; Large et al., 2016, 2018).

We quantified an E/I ratio for each cell based on the peak
amplitudes of excitatory and inhibitory currents. Consistent
with the minor effects on spontaneous input, E/I balance was
not significantly altered at 48 h after injury (Figures 4A,B:
0.316± 0.033 vs. 0.386± 0.040 for sham and TBI; p = 0.185; n = 9
mice, 16 cells for sham; 9 mice, 15 cells for TBI). We also tested
for potential changes in the time course of synaptic responses,

which could also affect the interplay between excitation and
inhibition independently of peak amplitude. We found no effect
on response kinetics as assessed by time to peak, width at half
maximum, or fast or slow decay time constants (Figures 4C–E:
peak time: 11.9± 1.0 vs. 11.9± 1.2 ms for eEPSCs, 19.3± 0.9 vs.
20.0 ± 0.9 ms for eIPSC; half width: 23.4 ± 1.3 vs. 22.0 ± 2.0 ms
for eEPSCs, 45.6 ± 2.8 vs. 49.5 ± 4.9 ms for eIPSCs; fast decay
constant: 10.4 ± 0.7 vs. 10.4 ± 0.8 for eEPSCs, 31.6 ± 3.5
vs. 39.2 ± 6.4 ms for eIPSCs). These data further suggest
that mild injury either has relatively minor impact on synaptic
communication, or that effects have largely recovered at 48 h.

Mild TBI Drives Rapid Loss of E-I
Balance at 1 h Post-Injury
The moderate synaptic changes seen at 48 h post-injury were
unexpected given the behavioral and neuroinflammatory effects
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FIGURE 4 | Excitatory-inhibitory balance remains stable at 48 h post-injury. (A) Excitatory and inhibitory inputs in the same piriform pyramidal cell upon electrical
stimulation of the LOT. (B) The ratio of excitatory to inhibitory amplitudes was largely unchanged at 48 h after TBI [0.316 ± 0.033 vs. 0.386 ± 0.040 for sham and
TBI; p = 0.185; t(29) = –1.357; t-test; n = 9 mice, 16 cells for sham; 9 mice, 15 cells for TBI]. (C) Response kinetics (time to peak) were unchanged for both EPSCs
and IPSCs [EPSCs: 11.9 ± 1.0 vs. 11.9 ± 1.2 ms for sham and TBI; p = 0.630; t(26) = 0.488; t-test; IPSCs: 19.3 ± 0.9 vs. 20.0 ± 0.9 ms for sham and TBI;
p = 0.580; t(27) = –0.56; t-test]. (D,E) Duration (width at half max) and decay kinetics were also unchanged [half width – EPSCs: 23.4 ± 1.3 vs. 22.0 ± 2.0 ms for
sham and TBI; p = 0.294; t(26) = 1.07; t-test; IPSCs: 45.6 ± 2.8 vs. 49.5 ± 4.9 ms; p = 0.491; t(27) = –0.699; t-test; decay time – EPSCs: 10.4 ± 0.7 vs.
10.4 ± 0.8 ms; p = 0.308; t(26) = 1.040; t-test; IPSCs: 31.6 ± 3.5 vs. 39.2 ± 6.4 ms; p = 0.302; t(27) = –1.051; t-test]. For EPSC kinetics, n = 9 mice, 14 cells for
sham; 9 mice, 15 cells for TBI; for IPSC kinetics, n = 9 mice, 13 cells for sham; 9 mice, 14 cells for TBI.

we observed. TBI responses can evolve rapidly in vivo during
the hours after injury, including successive periods of reduced
and heightened excitability (Kharatishvili et al., 2006; Ding
et al., 2011; Hansen et al., 2018). Compensatory effects can
also contribute to recovery as early as 48 h (Griesemer and
Mautes, 2007; Greer et al., 2012), perhaps accounting for the
apparent stability in synaptic input. To address the direct effects
of TBI at early post-injury phases independently of longer-term
compensatory changes, we instead delivered a single weight drop
and measured synaptic activity in slices prepared 1 h after impact.
Data for this early injury phase are particularly limited, especially
for mild closed-skull TBI (Reeves et al., 2000; Griesemer and
Mautes, 2007). Specifically, we probed for changes in synaptic
input and E-I balance linked to seizure and post-traumatic
epilepsy in human injury (Annegers et al., 1998). While loss of E-I
balance has been previously described, the direction and timing
of effects has been inconsistent across studies.

Despite the use of a single rather than a repetitive injury
paradigm, TBI-induced changes in synaptic function were
considerably more pronounced at 1 h post-injury than at 48 h
after three injuries. TBI significantly shifted the distributions
for both sEPSC amplitude and interval toward larger and more
frequent events (Figures 5A,B,D: p = 1e−08 for amplitude;
p = 1e−08 for frequency; n = 2016 sham, 4050 TBI events). Mean
sEPSC amplitudes were also significantly increased (Figure 5C:
8.8 ± 0.4 vs. 11.0 ± 0.5 pA for sham and TBI; p = 0.0025;

n = 8 mice, 18 cells for sham; 12 mice, 30 cells for TBI). Mean
frequency showed a slight but non-significant upward trend as
well (Figure 5E: 2.8 ± 0.4 and 4.0 ± 0.4 Hz for sham and TBI;
p = 0.086, n = 8 mice, 18 cells for sham; 12 mice, 30 cells for
TBI). These data indicate that mild injury does in fact cause
robust effects on excitatory synaptic function, but that these are
short-lived compared to more severe models.

Enhanced excitatory input was accompanied by a comparable
shift toward shorter sIPSC intervals at 1 h post-injury
(Figures 5F,I: p = 1e−08; n = 2664 sham, 6810 TBI events),
although mean frequency was not significantly affected
(Figure 5J: 2.7 ± 0.3 and 3.8 ± 0.4 Hz for sham and TBI;
p = 0.07, n = 8 mice, 18 cells for sham; 12 mice, 30 cells for TBI).
While mean inhibitory amplitude was also unchanged, there was
a slight but statistically significant shift in the sIPSC amplitude
distribution (Figures 5G,H: p = 0.0002, n = 2664 sham, 6810
TBI events; 12.8 ± 0.6 vs. 13.3 ± 0.5 pA for sham and TBI;
p = 0.512; n = 8 mice, 18 cells for sham; 12 mice, 30 cells for
TBI). Overall, injury drove clear increases in the rate of input
onto pyramidal neurons that were comparable for excitatory
and inhibitory synapses. The amplitude of excitatory inputs also
showed a substantial increase that far outweighed the less robust
changes in inhibitory amplitude.

Elevated excitatory input, if not matched by increases in
inhibition, could lead to a potential imbalance in these circuit
elements during early injury phases. To test this idea, we again
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FIGURE 5 | Rapid increases in excitatory input 1 h after mild TBI. (A) Example traces showing spontaneous EPSCs at 1 h after a single injury. (B,C) Cumulative
histograms and mean values for sEPSC amplitudes. Excitatory events were significantly larger in the TBI group [p = 1e-08, k = 0.122; K–S test; n = 2016 sham,
4050 TBI events; 8.8 ± 0.4 vs. 11.0 ± 0.5 pA for sham and TBI; p = 0.0025; t(46) = 3.201; 2 sample t-test; n = 8 mice, 18 cells for sham; 12 mice, 30 cells for TBI].
(D,E) Cumulative histograms for sEPSC interval and bar plot of mean frequency. TBI also decreased the interval between excitatory inputs (p = 1e-08, k = 0.101;
K–S test; n = 2016 sham, 4050 TBI events), although mean frequency showed only a trend toward increase [2.8 ± 0.4 vs. 4.0 ± 0.4 Hz for sham and TBI;
p = 0.086; t(46) = 1.755; 2 sample t-test; n = 8 mice, 18 cells for sham; 12 mice, 30 cells for TBI]. (F) Example traces showing spontaneous inhibitory inputs. (G,H)
TBI caused a slight shift toward larger amplitudes (p = 0.0002, k = 0.049; K–S test; n = 2664 sham, 6810 TBI events), although mean sIPSC size was unaffected
[12.8 ± 0.6 vs. 13.3 ± 0.5 pA for sham and TBI; p = 0.512; t(46) = 0.661; 2 sample t-test; n = 8 mice, 18 cells for sham; 12 mice, 30 cells for TBI]. (I,J) TBI altered
the distribution toward more frequent inhibitory inputs (p = 1e-08; k = 0.102; K–S test; n = 2664 sham, 6810 TBI events), although mean frequency showed only a
trend [2.7 ± 0.3 vs. 3.8 ± 0.4 Hz for sham and TBI; p = 0.070; t(46) = 1.860; 2 sample t-test; n = 8 mice, 18 cells for sham; 12 mice, 30 cells for TBI]. ∗ and ∗∗∗

indicate p < 0.05 and p < 0.01 for t-tests, and p < 0.01 and p < 0.0001 for K–S tests.

measured the excitatory and inhibitory components of evoked
LOT responses at 1 h after TBI. E-I ratios showed considerable
variability across cells, and while there was a trend toward
greater excitation, this shift was non-significant (Figures 6A–C:
0.700 ± 0.065 vs. 0.858 ± 0.060 for sham and TBI; p = 0.082;
n = 9 mice, 28 cells for sham; 12 mice, 40 cells for TBI). There
was also no significant change in response kinetics for either
EPSCs or IPSCs, including time to peak, width at half maximum,
and decay constants (Figures 6D–F: peak time: 11.2 ± 0.8 vs.
12.9 ± 0.6 ms for eEPSCs, 17.5 ± 0.8 vs. 19.3 ± 1.1 ms for
eIPSCs; half width: 23.8 ± 2.1 vs. 27.3 ± 2.0 ms for eEPSCs,
43.9 ± 3.5 vs. 50.5 ± 2.8 ms for eIPSCs; fast decay constant:
12.9± 1.2 vs. 16.7± 1.7 for eEPSCs, 36.2± 3.8 vs. 43.4± 3.1 ms
for eIPSC), although all of these parameters consistently showed
slight increases. Finally, we tested for potential changes in the
short-term dynamics of synaptic strength that could alter E-I
balance and circuit function, by stimulating the LOT with a

train of 5 pulses at 10 Hz. Again, the relative amplitude of both
excitatory and inhibitory currents was slightly increased relative
to sham for all subsequent pulses in the train, but this effect
was not significant (Figures 6G–J). In general, injury led to
minor effects on LOT-evoked responses that were in a direction
consistent with spontaneous data, but were less robust and did
not reach statistical significance.

Despite the lack of significant changes in amplitude and
kinetics of evoked monosynaptic responses, cells from the
TBI group frequently showed unusual extended barrages of
synaptic input that could persist for several seconds after the
stimulus (Figures 7A,B). While a small fraction of neurons
in the sham group displayed a smaller degree of prolonged
activity, its prevalence and intensity were strongly increased
after TBI (Figure 7C: 16.0% vs. 56.4% of cells from sham
and TBI groups, respectively). While the source of this long-
lasting reverberating activity is unclear, it suggests a disruption
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FIGURE 6 | Injury has limited effects on evoked E-I balance 1 h post-injury. (A,B) Excitatory and inhibitory inputs in piriform pyramidal cells elicited by LOT
stimulation. (C) Excitatory-inhibitory ratio was slightly but non-significantly increased after TBI [0.700 ± 0.065 vs. 0.858 ± 0.060 for sham and TBI; p = 0.082;
t(66) = 1.76; 2 sample t-test; n = 9 mice, 28 cells for sham; 12 mice, 40 cells for TBI]. (D) Time to peak is not significantly changed by injury [EPSCs: 11.2 ± 0.8 vs.
12.9 ± 0.6 ms for sham and TBI; p = 0.074; t(59) = –1822; 2 sample t-test; IPSCs: 17.5 ± 0.8 vs. 19.3 ± 1.1 ms; p = 0.280; t(61) = –1.090; t-test]. (E,F) Width at
half-maximum and decay time constant were not significantly affected [half width – EPSCs: 23.8 ± 2.1 vs. 27.3 ± 2.0 ms; p = 0.266; t(59) = –1.122; IPSCs:
43.9 ± 3.5 vs. 50.5 ± 2.8 ms; p = 0.151; t(61) = –1.454; decay time constant: EPSCs: 12.9 ± 1.2 vs. 16.7 ± 1.7 ms; p = 0.148; t(59) = –1.466; IPSCs: 36.2 ± 3.8
vs. 43.4 ± 3.1 ms; p = 0.152; t(61) = –1.450]. 2-sample t-test used for all kinetics comparisons: EPSCs, n = 9 mice, 22 cells and 12 mice, 39 cells for sham and TBI;
IPSCs, n = 9 mice, 23 cells and 9 mice, 40 cells for sham and TBI. (G,H) Example responses to 10-Hz trains of LOT stimulation. (I,J) Short-term synaptic plasticity
for excitatory (left) and inhibitory (right) responses, which was slightly but not significantly enhanced (EPSCs: p > 0.14 for all pulses; IPSCs: p = >0.19 for all pulses).

in the normal circuit interactions that typically limit activity
in piriform to brief time windows (Luna and Schoppa, 2008;
Bolding and Franks, 2018).

In general, relative levels of excitation and inhibition were
less affected in evoked than in spontaneous inputs, perhaps

due to differences in how these data emphasize afferent versus
intracortical inputs. Overall, however, our major finding at
1 h post-injury was a rapid enhancement of excitatory input
that appeared to outweigh increases in inhibition, which was
paralleled by unusual long-lasting bouts of synaptic input
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FIGURE 7 | Prolonged, reverberating synaptic responses after mild TBI. (A) Typical brief responses to LOT stimulation in sham animals, which showed only rare
cases of late synaptic activity (right). Dots indicate individual synaptic currents. (B) Examples of unusually long-lasting barrages of synaptic input after injury. (C) The
prevalence of prolonged activity is greatly increased by TBI (16.0% vs. 56.4% for sham and TBI).

persisting for seconds after stimulation. Together, these data
suggest that loss of E-I balance is a common feature of both mild
and severe injury.

Mild Injury Leads to Sensory Deficits in
Odor Discrimination
To address the functional correlates of synaptic disruption and
inflammatory responses in piriform, we used a behavioral assay
to test how sensory acuity was affected by mild injury. We trained
mice to discriminate between pairs of odorants in a Go/No-
go paradigm, where licking in response to the S+ odor was
rewarded by delivery of a water drop, and the second S− odor
required animals to withhold licking to avoid receiving a timeout
(Figure 8A). We used a recently described automated training
system where mice are continuously group housed in their home
cage and task performance is monitored throughout using RFID
tags (Maor et al., 2019). Animals were allowed to drink freely at all
times, but all water intake required correct discrimination. This
approach maintained normal physiological status at the time of
injury, avoiding potential confounds due to combining TBI with
water restriction.

Mice typically learned the initial task structure and began
discriminating between odors within ∼4–6 days. Sham and
injury treatments were performed after animals reached a mean
performance level of 80%, where they reliably licked in response
to the rewarded S+ cue and withheld licking to the S− odor
(Figure 8B). While there was a brief drop in performance

immediately after sham treatment, likely due to stress from
removal from the homecage and brief anesthesia, accuracy
rapidly recovered to previous levels within approximately 4 h.
In contrast, most TBI animals refrained from drinking for up
to 12–24 h after mild injury, apart from occasional sporadic
trials. Error rates then rose considerably in subsequent trials.
Interestingly, initial errors were biased toward ‘miss’ responses,
suggesting that mice may not have recognized the target odor,
or alternatively could have acquired hypersensitivity (Figure 8C).
Performance remained degraded for a period of ∼48 h, far
outlasting the effects of sham treatment, before slowly recovering
to pre-injury levels (Figure 8D). To quantify the loss of
discrimination, we calculated the average group performance
for the period from 24 to 48 h after injury, which dropped to
62.8% during this period compared to an average of 83.2% before
TBI (Figure 8E). These results indicate that disrupted synaptic
communication in piriform is associated with a sensory deficit in
odor discrimination that persists for a period of ∼48 h, although
effects on other task-related brain areas may contribute as well.

DISCUSSION

While several studies have characterized changes in neural
activity early after TBI, there is a lack of consensus on the
direction of E-I shifts, and little work has directly addressed
how synaptic interactions are affected acutely after trauma,
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FIGURE 8 | Olfactory deficits after mild injury. (A) Go/No-go odor discrimination task. Animals sampled from an odor port containing a lick tube, and after a brief
delay reported their choice of odor A (S+, rewarded) vs. odor B (S–, unrewarded). (B) Block of 24 example trials for one animal preceding injury, grouped by S+ and
S– odors to illustrate accurate performance. Rasters indicate licks, and green and red indicate correct and incorrect choices. The first 2 licks for each trial are shown.
(C) Example trials for the same animal following injury. (D) Group data shows a brief drop in performance due to sham treatment that recovers after ∼4 h (mean
accuracy prior to injury, 0.793 ± 0.024 and 0.83 ± 0.014 for sham and TBI; shading shows mean ± 2 SD). Mice performed few trials during the 12–24 h after injury,
after which they showed a drop in performance lasting until ∼48 h. (E) Pre- and post-injury accuracy for sham and TBI groups. Sham mice had indistinguishable
performance during the 12 h pre-injury and the 12–24 h post-recovery period [0.790 ± 0.010 vs. 0.822 ± 0.018, respectively; p = 0.145, t(10) = –1.58, paired
sample t-test; n = 6 time points pre and post-injury]. TBI mice showed a significantly loss of performance over the 24–48 h post-injury period, the point where they
resumed consistent sampling, compared to the 12 h pre-injury [pre, 0.832 ± 0.007 vs. post, 0.628 ± 0.040; p = 0.0027; t(16) = 3.547; 2 sample t-test; n = 6 pre
and 12 post-injury time points] ∗∗∗ indicates p < 0.01.

particularly in mild forms of TBI. Here we characterized
synaptic changes in piriform cortex, which showed consistent
neuroinflammatory responses in our mild injury model and
has been linked to generation and propagation of seizures in
other paradigms (Piredda and Gale, 1985; Halonen et al., 1994;
Vismer et al., 2015). Excitatory synaptic function showed only
a relatively moderate increase at an intermediate 48-h time
point, even using a repeated-injury paradigm. This contrasts
with more severe models such as fluid percussion injury and

controlled cortical impact where changes last for days to weeks
(Santhakumar et al., 2001; Witgen et al., 2005; Cantu et al.,
2015). At 1 h after TBI, however, excitatory synaptic input
was strongly enhanced and predominated over less pronounced
changes in inhibitory input, despite the use of a single-injury
rather than a repetitive TBI protocol. Synaptic changes were
paralleled by reduced performance in an olfactory discrimination
task, where recovery also followed a time course of ∼48 h. Our
data suggest that the synaptic consequences of mild TBI evolve

Frontiers in Cellular Neuroscience | www.frontiersin.org 12 April 2019 | Volume 13 | Article 166

https://www.frontiersin.org/journals/cellular-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-13-00166 April 25, 2019 Time: 16:15 # 13

Witkowski et al. Synaptic Changes in Mild TBI

rapidly over the hours following injury, highlighting a need to
better understand the initial effects of trauma.

Early Injury Responses
The effects of TBI are often characterized at 24 h or
later after injury, reflecting the need to understand chronic
pathophysiology. However, a few observations suggest that
trauma drives complex changes on more rapid timescales. EEG
recordings revealed hyperactivation and brief seizure activity in
rat parietal cortex 1–2 min after cortical compression injury,
followed by a post-ictal depression lasting ≥2 h (Nilsson et al.,
1994). In contrast, in vivo Ca2+ imaging showed a decrease
in hippocampal activity within seconds of blast injury in mice
that recovered after ∼60 min (Hansen et al., 2018). Similarly,
multi-unit firing in rat neocortex was initially suppressed at
5–15 min after cortical compression, followed by subsequent
hyper-responsiveness appearing approximately 2 h after injury
(Kharatishvili et al., 2006; Ding et al., 2011). A parallel sequence
of suppression followed by hyperexcitability was seen in cortical
EEG data after fluid percussion, including epileptic activity
emerging hours to weeks later (Kharatishvili et al., 2006). Thus,
while trauma responses appear to vary with brain region and
injury model, they can also occur within minutes and evolve
over time. Our data are consistent with dynamic changes in
neural function, showing rapid changes in synaptic efficacy
appearing within an hour of injury but largely resolving over the
ensuing 48 h. The presence of considerable recovery even with
repeated impacts suggests that early time windows should be a
major focus in characterizing the effects of mild injury. Given
the substantial recovery of synaptic function, we did not make
additional measurements at later time points.

The mechanisms that drive initial synaptic changes and
subsequent recovery are unclear. In addition to direct mechanical
damage, TBI triggers numerous secondary cascades, including
mitochondrial dysfunction and elevation of glutamate and
intracellular calcium (Povlishock and Katz, 2005; Blennow
et al., 2012; Giza and Hovda, 2014). Loss of homeostasis
and depolarization can occur within minutes (Blennow et al.,
2012; Giza and Hovda, 2014), and may contribute to the
changes we observe. Axonal injury may also disrupt synaptic
function but is typically thought to occur over hours to
days except in cases of severe TBI (Povlishock and Katz,
2005). Recovery may occur through a variety of compensatory
mechanisms that adjust excitability and synaptic strength to
maintain balanced network activity. A wide range of cellular and
synaptic adaptations occur within 24–48 h after perturbation
of activity (Turrigiano et al., 1998; Ehlers, 2003; Turrigiano
and Nelson, 2004; Keck et al., 2013), and can appear as
quickly 1–2 h (Ibata et al., 2008). Structural adaptations
such as axonal sprouting and changes in dendritic spines
also occur rapidly in response to disruptions such as stroke,
injury, or loss of sensory input (Grutzendler et al., 2002;
Majewska et al., 2006; Brown et al., 2008; Keck et al., 2011).
While long-lasting synaptic changes are common in more
severe injury (Santhakumar et al., 2000; Witgen et al., 2005;
Kharatishvili et al., 2006; Yang et al., 2010; Alwis et al., 2012;
Cantu et al., 2015; Smith et al., 2015), our data suggest

that adaptive mechanisms may already be engaged by 48 h
after mild injury.

Injury and Excitatory-Inhibitory Balance
While TBI affected both excitatory and inhibitory inputs, changes
in excitation appeared to be more robust, with clear effects
on both amplitude and frequency of spontaneous inputs. Loss
of E-I balance underlies seizures and epilepsy, which are
common outcomes of severe injuries in both humans and animal
models (Annegers et al., 1998; Pitkanen et al., 2009). The role
of the hippocampus in temporal lobe seizures and memory
loss has made it a strong focus of TBI work (Chang and
Lowenstein, 2003). Hippocampal function depends on its highly
recurrent circuit organization, which is shared by piriform cortex,
where pyramidal cells receive thousands of local intracortical
connections spanning distances of ≥2mm (Johnson et al., 2000;
Franks et al., 2011). Piriform’s highly interconnected excitatory
network requires strong inhibition to prevent runaway activity
(Johnson et al., 2000; Franks et al., 2011; Bolding and Franks,
2018), and is also strongly linked to seizures and epilepsy.
Anterior piriform contains “area tempestas,” a region highly
sensitive to chemically induced seizures (Piredda and Gale,
1985; Gale, 1988), which are propagated to other areas by
posterior piriform and neighboring regions (Halonen et al.,
1994; Tortorella et al., 1997). Seizure-induced hyperactivity and
oxidative stress cause localized neuronal loss and atrophy in
piriform cortex in both humans and animal models of temporal
lobe epilepsy (Candelario-Jalil et al., 2001; Chen and Buckmaster,
2005; Pereira et al., 2005). Despite its involvement in seizure
activity in other contexts, piriform has not to our knowledge been
examined after TBI.

Multiple mechanisms may underlie early enhancement of
excitatory transmission. Increased sEPSC amplitudes could result
from strengthening of individual postsynaptic sites via increased
receptor content, as with classical activity-dependent plasticity
mechanisms (Turrigiano et al., 1998; Ehlers, 2003; Turrigiano
and Nelson, 2004; Ibata et al., 2008; Keck et al., 2013). Injury
can also increase membrane excitability, however, and changes
in levels of resting activity in the piriform network may also play
a role. We did not block action potentials in order to measure
spontaneous and evoked responses in the same cell, so we cannot
clearly distinguish between synaptic input from spontaneous
vesicle fusion and release driven by firing in other piriform
neurons. Since local connections are typically composed of
multiple synaptic contacts (Franks and Isaacson, 2006), elevated
spontaneous activity would also generate additional larger
events. Similarly, changes in inhibitory frequency may reflect
changes in either presynaptic release probability, spontaneous
firing, or both.

Given the bias toward enhancement of spontaneous excitatory
input, the lack of significant changes in evoked E-I balance was
unexpected. We note that we did find a strong trend toward
increased excitation at 1 h after TBI (p = 0.082), as well as
high variability consistent with heterogeneous injury effects in
both animal models and humans (Carroll et al., 2004; Lingsma
et al., 2010; Xiong et al., 2013). Another possibility is that
TBI acts preferentially on intracortical associational synapses

Frontiers in Cellular Neuroscience | www.frontiersin.org 13 April 2019 | Volume 13 | Article 166

https://www.frontiersin.org/journals/cellular-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-13-00166 April 25, 2019 Time: 16:15 # 14

Witkowski et al. Synaptic Changes in Mild TBI

rather than ascending afferent inputs. Intracortical inputs will
be emphasized in spontaneous measurements as their more
proximal dendritic location will be less affected by electrotonic
filtering (Bathellier et al., 2009). LOT stimulation primarily
drives afferent inputs onto distal dendrites, followed by a smaller
secondary input from intracortical circuits. Determining the
cause of the E-I imbalance is an important question for future
studies. Pharmacological methods may help test for selective
changes in ascending pathways versus local intracortical circuits
(Tang and Hasselmo, 1994; Franks and Isaacson, 2005).

Involvement of Piriform in Injury
We consistently found neuroinflammation in piriform and
surrounding areas, which have previously received little attention
in TBI research. While trauma-induced damage has been
described in diverse brain areas, including somatosensory
and prefrontal cortex, the majority of work has focused on
hippocampus (Reeves et al., 1995, 1997; Santhakumar et al., 2000,
2001; Golarai et al., 2001; Zanier et al., 2003; Witgen et al., 2005;
Griesemer and Mautes, 2007; Hansen et al., 2018). While we
did find mild hippocampal neuropathology in one case, it was
inconsistent across animals. The reasons for selective damage
in piriform and entorhinal areas are unclear but may be due
to the free head movement allowed by our model. Activated
microglia were most prominent in ventrolateral areas opposite
the dorsal impact site, consistent with a coup-contrecoup effect
causing damage on the opposite side of the brain (Courville,
1942). Piriform’s extensive axonal pathways may also make it
particularly sensitive to diffuse axonal injury, which tends to
affect long-range projections (Pandit et al., 2013; Caeyenberghs
et al., 2014). Afferent inputs to piriform course ≥5 mm along
the base of the brain, and both intracortical fibers and piriform
projections extend over longer distances than those in neocortex
(Johnson et al., 2000; Franks et al., 2011).

Disruptions in piriform are consistent with a range of sensory
deficits described in both human injury and animal models,
including visual and auditory systems as well as olfaction
(Ciuffreda et al., 2007; Lew et al., 2007a; Alwis et al., 2012;
Proskynitopoulos et al., 2016). Reduced odor discrimination
ability is consistent with the relatively localized microglial
activation we found in piriform. Interestingly, changes in
synaptic function and discrimination ability shared broadly
similar time courses, being most severe at earlier time windows
and largely recovering by approximately 48 h. As we used a
diffuse injury model, and did not record from other brain
regions, changes in other areas may also contribute to loss
of discrimination ability. Further work will be needed to test
whether synaptic disruptions are confined to piriform or extend
more widely across brain areas. More generally, sensory assays
have potential as a simple and quantitative way to assess TBI
severity, both during early post-injury phases as well as longer-
term effects (Bressler et al., 2017).

Outlook
The fast onset and subsequent recovery of synaptic changes is
a key finding of our study, highlighting the need to address the
complex interactions between initial damage and compensatory

responses during early phases of TBI. Long-term pathology
and/or neurodegeneration are initiated by processes occurring
at the time of injury (McKee et al., 2009; Goldstein et al.,
2012), and a deeper understanding of early time windows will
be critical for targeting appropriate interventions to different
injury phases. While our in vitro approach allowed detailed
synaptic characterization, it may not reveal all of the factors
contributing to injury in the intact brain, potentially accounting
for why vestibulomotor deficits persisted at 48 h even though
synaptic changes had largely recovered. Slicing removes a
large portion of network interactions and substantially reduces
background activity (Lipton and Whittingham, 1984; Moyer
and Brown, 2002; Hájos et al., 2009), potentially countering
the effects of hyperexcitability. TBI also dramatically reduces
cerebral blood flow (Golding, 2002; DeWitt and Prough, 2003;
Kenney et al., 2016), compounding trauma with metabolic
stress. Slices are perfused with oxygenated recording solutions
that could alleviate these energetic factors. Interestingly, the
increases in excitatory input we see here have parallels with
synaptic responses in hypoxia, stroke, and epilepsy (Fleidervish
et al., 2001; Bolay et al., 2002; Hofmeijer and Putten, 2012;
Naylor et al., 2013). It will be important for future work to
examine how mild injury acts in vivo to better capture the
interactions between synaptic disruptions, altered excitability,
and oxidative stress.

ETHICS STATEMENT

This study was performed in strict accordance with the
recommendations in the Guide for the Care and Use of
Laboratory Animals of the National Institutes of Health. All
animals were handled according to approved Institutional
Animal Care and Use Committee (IACUC) protocols (#17-017)
of Boston University.

AUTHOR CONTRIBUTIONS

EW, YG, AG, IM, AM, and ID designed and performed the
experiments. EW, GD, WE, and ID analyzed the data. EW, GD,
WE, and ID wrote the manuscript.

FUNDING

This work was supported by Boston University startup funds.

ACKNOWLEDGMENTS

We thank Todd Blute for assistance with immunohistochemistry,
and members of the Davison laboratory, Tim Otchy, Jennifer
Morgan, Alberto Cruz-Martin, and Shelley Russek for
comments and discussion.

Frontiers in Cellular Neuroscience | www.frontiersin.org 14 April 2019 | Volume 13 | Article 166

https://www.frontiersin.org/journals/cellular-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-13-00166 April 25, 2019 Time: 16:15 # 15

Witkowski et al. Synaptic Changes in Mild TBI

REFERENCES
Alves, O. L., Bullock, R., Clausen, T., Reinert, M., and Reeves, T. M. (2005).

Concurrent monitoring of cerebral electrophysiology and metabolism after
traumatic brain injury: an experimental and clinical study. J. Neurotrauma 22,
733–749.

Alwis, D. S., Yan, E. B., Morganti-Kossmann, M. C., and Rajan, R. (2012). Sensory
cortex underpinnings of traumatic brain injury deficits. PLoS One 7:e52169.
doi: 10.1371/journal.pone.0052169

Annegers, J. F., Hauser, W. A., Coan, S. P., and Rocca, W. A. (1998). A population-
based study of seizures after traumatic brain injuries. N. Engl. J. Med. 338,
20–24.

Bathellier, B., Margrie, T. W., and Larkum, M. E. (2009). Properties of piriform
cortex pyramidal cell dendrites: implications for olfactory circuit design.
J. Neurosci. 29, 12641–12652. doi: 10.1523/JNEUROSCI.1124-09.2009

Blennow, K., Hardy, J., and Zetterberg, H. (2012). The neuropathology and
neurobiology of traumatic brain injury. Neuron 76, 886–899. doi: 10.1016/j.
neuron.2012.11.021

Bolay, H., Gürsoy-Özdemir, Y., Sara, Y., Onur, R., Can, A., and Dalkara, T.
(2002). Persistent defect in transmitter release and synapsin phosphorylation in
cerebral cortex after transient moderate ischemic injury. Stroke 33, 1369–1375.

Bolding, K. A., and Franks, K. M. (2018). Recurrent cortical circuits implement
concentration-invariant odor coding. Science 361:eaat6904. doi: 10.1126/
science.aat6904

Bressler, S., Goldberg, H., and Shinn-Cunningham, B. (2017). Sensory coding and
cognitive processing of sound in Veterans with blast exposure. Hear. Res. 349,
98–110. doi: 10.1016/j.heares.2016.10.018

Brown, C. E., Wong, C., and Murphy, T. H. (2008). Rapid morphologic plasticity of
peri-infarct dendritic spines after focal ischemic stroke. Stroke 39, 1286–1291.
doi: 10.1161/STROKEAHA.107.498238

Caeyenberghs, K., Leemans, A., Leunissen, I., Gooijers, J., Michiels, K., Sunaert,
S., et al. (2014). Altered structural networks and executive deficits in traumatic
brain injury patients. Brain Struct. Funct. 219, 193–209. doi: 10.1007/s00429-
012-0494-2

Candelario-Jalil, E., Al-Dalain, S. M., Castillo, R., Martinez, G., and Fernandez,
O. S. (2001). Selective vulnerability to kainate-induced oxidative damage in
different rat brain regions. J. Appl. Toxicol. 21, 403–407.

Cantu, D., Walker, K., Andresen, L., Taylor-Weiner, A., Hampton, D., Tesco,
G., et al. (2015). Traumatic brain injury increases cortical glutamate network
activity by compromising GABAergic control. Cereb. Cortex 25, 2306–2320.
doi: 10.1093/cercor/bhu041

Carroll, L., Cassidy, J. D., Peloso, P., Borg, J., von Holst, H., Holm, L., et al. (2004).
Prognosis for mild traumatic brain injury: results of the who collaborating
centre task force on mild traumatic brain injury. J. Rehabil. Med. 36, 84–105.

Cassidy, J. D., Carroll, L., Peloso, P., Borg, J., von Holst, H., Holm, L., et al. (2004).
Incidence, risk factors and prevention of mild traumatic brain injury: results
of the who collaborating centre task force on mild traumatic brain injury.
J. Rehabil. Med. 36, 28–60.

Chadwick, D. (2000). Seizures and epilepsy after traumatic brain injury. Lancet 355,
334–336.

Chang, B. S., and Lowenstein, D. H. (2003). Epilepsy. N. Engl. J. Med. 349,
1257–1266.

Chen, S., and Buckmaster, P. S. (2005). Stereological analysis of forebrain regions
in kainate-treated epileptic rats. Brain Res. 1057, 141–152.

Ciuffreda, K. J., Kapoor, N., Rutner, D., Suchoff, I. B., Han, M. E., and Craig,
S. (2007). Occurrence of oculomotor dysfunctions in acquired brain injury: a
retrospective analysis. Optometry 78, 155–161.

Courville, C. B. (1942). Coup-contrecoup mechanism of craniocerebral injuries:
some observations. Arch. Surg. 45, 19–43.

Davalos, D., Grutzendler, J., Yang, G., Kim, J. V., Zuo, Y., Jung, S., et al. (2005). ATP
mediates rapid microglial response to local brain injury in vivo. Nat. Neurosci.
8, 752–758.

DeFord, S. M., Wilson, M. S., Rice, A. C., Clausen, T., Rice, L. K., Barabnova, A.,
et al. (2002). Repeated mild brain injuries result in cognitive impairment in
B6C3F1 mice. J. Neurotrauma 19, 427–438.

DeWitt, D. S., and Prough, D. S. (2003). Traumatic cerebral vascular injury: the
effects of concussive brain injury on the cerebral vasculature. J. Neurotrauma
20, 795–825.

Ding, M. C., Wang, Q., Lo, E. H., and Stanley, G. B. (2011). Cortical excitation and
inhibition following focal traumatic brain injury. J. Neurosci. 31, 14085–14094.
doi: 10.1523/JNEUROSCI.3572-11.2011

Donat, C. K., Scott, G., Gentleman, S. M., and Sastre, M. (2017). Microglial
activation in traumatic brain injury. Front. Aging Neurosci. 9:208. doi: 10.3389/
fnagi.2017.00208

Ehlers, M. D. (2003). Activity level controls postsynaptic composition and signaling
via the ubiquitin-proteasome system. Nat. Neurosci. 6, 231–242.

Fleidervish, I. A., Gebhardt, C., Astman, N., Gutnick, M. J., and Heinemann, U.
(2001). Enhanced spontaneous transmitter release is the earliest consequence of
neocortical hypoxia that can explain the disruption of normal circuit function.
J. Neurosci. 21, 4600–4608.

Franks, K. M., and Isaacson, J. S. (2005). Synapse-specific downregulation of
NMDA receptors by early experience: a critical period for plasticity of sensory
input to olfactory cortex. Neuron 47, 101–114.

Franks, K. M., and Isaacson, J. S. (2006). Strong single-fiber sensory inputs to
olfactory cortex: implications for olfactory coding. Neuron 49, 357–363.

Franks, K. M., Russo, M. J., Sosulski, D. L., Mulligan, A. A., Siegelbaum,
S. A., and Axel, R. (2011). Recurrent circuitry dynamically shapes the
activation of piriform cortex. Neuron 72, 49–56. doi: 10.1016/j.neuron.2011.
08.020

Gale, K. (1988). Progression and generalization of seizure discharge: anatomical
and neurochemical substrates. Epilepsia 29, S15–S34.

Giza, C. C., and Hovda, D. A. (2014). The new neurometabolic cascade
of concussion. Neurosurgery 75(Suppl. 4), S24–S33. doi: 10.1227/NEU.
0000000000000505

Golarai, G., Greenwood, A. C., Feeney, D. M., and Connor, J. A. (2001).
Physiological and structural evidence for hippocampal involvement in
persistent seizure susceptibility after traumatic brain injury. J. Neurosci. 21,
8523–8537.

Golding, E. M. (2002). Sequelae following traumatic brain injury: the
cerebrovascular perspective. Brain Res. Rev. 38, 377–388.

Goldstein, L. E., Fisher, A. M., Tagge, C. A., Zhang, X. L., Velisek, L., Sullivan,
J. A., et al. (2012). Chronic traumatic encephalopathy in blast-exposed military
veterans and a blast neurotrauma mouse model. Sci. Transl. Med. 4:134ra160.

Greer, J. E., Povlishock, J. T., and Jacobs, K. M. (2012). Electrophysiological
abnormalities in both axotomized and nonaxotomized pyramidal neurons
following mild traumatic brain injury. J. Neurosci. 32, 6682–6687. doi: 10.1523/
JNEUROSCI.0881-12.2012

Griesemer, D., and Mautes, A. M. (2007). Closed head injury causes
hyperexcitability in rat hippocampal CA1 but not in CA3 pyramidal cells.
J. Neurotrauma 24, 1823–1832.

Grutzendler, J., Kasthuri, N., and Gan, W. B. (2002). Long-term dendritic spine
stability in the adult cortex. Nature 420, 812–816.

Haider, B., Häusser, M., and Carandini, M. (2012). Inhibition dominates sensory
responses in the awake cortex. Nature 493, 97–100. doi: 10.1038/nature11665

Hájos, N., Ellender, T. J., Zemankovics, R., Mann, E. O., Exley, R., Cragg, S. J.,
et al. (2009). Maintaining network activity in submerged hippocampal slices:
importance of oxygen supply. Eur. J. Neurosci. 29, 319–327. doi: 10.1111/j.1460-
9568.2008.06577.x

Halonen, T., Tortorella, A., Zrebeet, H., and Gale, K. (1994). Posterior piriform
and perirhinal cortex relay seizures evoked from the area tempestas: role of
excitatory and inhibitory amino acid receptors. Brain Res. 652, 145–148.

Hamm, R. J., Pike, B. R., O’Dell, D. M., Lyeth, B. G., and Jenkins, L. W. (1994).
The rotarod test: an evaluation of its effectiveness in assessing motor deficits
following traumatic brain injury. J. Neurotrauma 11, 187–196.

Hansen, M. K. R., DeWalt, M. G. J., Mohammed, D. A. I., Tseng, D. H. A.,
Abdulkerim, M. M. E., Bensussen, M. S., et al. (2018). Mild blast injury produces
acute changes in basal intracellular calcium levels and activity patterns in mouse
hippocampal neurons. J. Neurotrauma 35, 1523–1536. doi: 10.1089/neu.2017.
5029

Hofmeijer, J., and Putten, M. J. A. M. V. (2012). Ischemic cerebral damage. Stroke
43, 607–615. doi: 10.1161/STROKEAHA.111.632943

Ibata, K., Sun, Q., and Turrigiano, G. G. (2008). Rapid synaptic scaling induced by
changes in postsynaptic firing. Neuron 57, 819–826. doi: 10.1016/j.neuron.2008.
02.031

Imai, Y., Ibata, I., Ito, D., Ohsawa, K., and Kohsaka, S. (1996). A novel geneiba1in
the major histocompatibility complex class III region encoding an EF hand

Frontiers in Cellular Neuroscience | www.frontiersin.org 15 April 2019 | Volume 13 | Article 166

https://doi.org/10.1371/journal.pone.0052169
https://doi.org/10.1523/JNEUROSCI.1124-09.2009
https://doi.org/10.1016/j.neuron.2012.11.021
https://doi.org/10.1016/j.neuron.2012.11.021
https://doi.org/10.1126/science.aat6904
https://doi.org/10.1126/science.aat6904
https://doi.org/10.1016/j.heares.2016.10.018
https://doi.org/10.1161/STROKEAHA.107.498238
https://doi.org/10.1007/s00429-012-0494-2
https://doi.org/10.1007/s00429-012-0494-2
https://doi.org/10.1093/cercor/bhu041
https://doi.org/10.1523/JNEUROSCI.3572-11.2011
https://doi.org/10.3389/fnagi.2017.00208
https://doi.org/10.3389/fnagi.2017.00208
https://doi.org/10.1016/j.neuron.2011.08.020
https://doi.org/10.1016/j.neuron.2011.08.020
https://doi.org/10.1227/NEU.0000000000000505
https://doi.org/10.1227/NEU.0000000000000505
https://doi.org/10.1523/JNEUROSCI.0881-12.2012
https://doi.org/10.1523/JNEUROSCI.0881-12.2012
https://doi.org/10.1038/nature11665
https://doi.org/10.1111/j.1460-9568.2008.06577.x
https://doi.org/10.1111/j.1460-9568.2008.06577.x
https://doi.org/10.1089/neu.2017.5029
https://doi.org/10.1089/neu.2017.5029
https://doi.org/10.1161/STROKEAHA.111.632943
https://doi.org/10.1016/j.neuron.2008.02.031
https://doi.org/10.1016/j.neuron.2008.02.031
https://www.frontiersin.org/journals/cellular-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-13-00166 April 25, 2019 Time: 16:15 # 16

Witkowski et al. Synaptic Changes in Mild TBI

protein expressed in a monocytic lineage. Biochem. Biophys. Res. Commun. 224,
855–862.

Isaacson, J. S., and Scanziani, M. (2011). How inhibition shapes cortical activity.
Neuron 72, 231–243. doi: 10.1016/j.neuron.2011.09.027

Ito, D., Imai, Y., Ohsawa, K., Nakajima, K., Fukuuchi, Y., and Kohsaka, S. (1998).
Microglia-specific localisation of a novel calcium binding protein, Iba1. Mol.
Brain Res. 57, 1–9.

Johnson, D. M. G., Illig, K. R., Behan, M., and Haberly, L. B. (2000). New features of
connectivity in piriform cortex visualized by intracellular injection of pyramidal
cells suggest that “Primary” olfactory cortex functions like “association” cortex
in other sensory systems. J. Neurosci. 20, 6974–6982.

Johnstone, V. P., Yan, E. B., Alwis, D. S., and Rajan, R. (2013). Cortical
hypoexcitation defines neuronal responses in the immediate aftermath of
traumatic brain injury. PLoS One 8:e63454. doi: 10.1371/journal.pone.0063454

Kane, M. J., Angoa-Perez, M., Briggs, D. I., Viano, D. C., Kreipke, C. W., and Kuhn,
D. M. (2012). A mouse model of human repetitive mild traumatic brain injury.
J. Neurosci. Methods 203, 41–49. doi: 10.1016/j.jneumeth.2011.09.003

Kaur, C., Singh, J., Lim, M. K., Ng, B. L., Yap, E. P. H., and Ling, E. A. (1995). The
response of neurons and microglia to blast injury in the rat brain. Neuropathol.
Appl. Neurobiol. 21, 369–377.

Keck, T., Keller, G. B., Jacobsen, R. I., Eysel, U. T., Bonhoeffer, T., and Hübener, M.
(2013). Synaptic scaling and homeostatic plasticity in the mouse visual cortex
in vivo. Neuron 80, 327–334. doi: 10.1016/j.neuron.2013.08.018

Keck, T., Scheuss, V., Jacobsen, R. I., Wierenga, C. J., Eysel, U. T., Bonhoeffer, T.,
et al. (2011). Loss of sensory input causes rapid structural changes of inhibitory
neurons in adult mouse visual cortex. Neuron 71, 869–882. doi: 10.1016/j.
neuron.2011.06.034

Kenney, K., Amyot, F., Haber, M., Pronger, A., Bogoslovsky, T., Moore, C., et al.
(2016). Cerebral vascular injury in traumatic brain injury. Exp. Neurol. 275(Pt.
3), 353–366. doi: 10.1016/j.expneurol.2015.05.019

Kharatishvili, I., Nissinen, J. P., McIntosh, T. K., and Pitkanen, A. (2006). A model
of posttraumatic epilepsy induced by lateral fluid-percussion brain injury in
rats. Neuroscience 140, 685–697.

Koliatsos, V. E., Cernak, I., Xu, L., Song, Y., Savonenko, A., Crain, B. J., et al. (2011).
A mouse model of blast injury to brain: initial pathological, neuropathological,
and behavioral characterization. J. Neuropathol. Exp. Neurol. 70, 399–416. doi:
10.1097/NEN.0b013e3182189f06

Kreutzberg, G. W. (1996). Microglia: a sensor for pathological events in the CNS.
Trends Neurosci. 19, 312–318.

Large, A. M., Vogler, N. W., Canto-Bustos, M., Friason, F. K., Schick, P.,
and Oswald, A.-M. M. (2018). Differential inhibition of pyramidal cells and
inhibitory interneurons along the rostrocaudal axis of anterior piriform cortex.
Proc. Natl. Acad. Sci. U.S.A. 115, E8067–E8076. doi: 10.1073/pnas.1802428115

Large, A. M., Vogler, N. W., Mielo, S., and Oswald, A.-M. M. (2016). Balanced
feedforward inhibition and dominant recurrent inhibition in olfactory cortex.
Proc. Natl. Acad. Sci. U.S.A. 113, 2276–2281. doi: 10.1073/pnas.1519295113

Laurer, H. L., Bareyre, F. M., Lee, V. M. Y. C., Trojanowski, J. Q., Longhi, L.,
Hoover, R., et al. (2001). Mild head injury increasing the brain’s vulnerability
to a second concussive impact. J. Neurosurg. 95, 859–870.

Lee, S.-T., and Lui, T.-N. (1992). Early seizures after mild closed head injury.
J. Neurosurg.76, 435–439.

Levin, H., Cooper, P., Levin, H., and Cooper, P. (1987). “Neurobehavioral sequelae
of head injury,” in Head Injury, ed. P. R. Cooper (Baltimore, MD: Williams &
Wilkins), 442–463.

Levin, H. S., Gary, H. E., Eisenberg, H. M., Ruff, R. M., Barth, J. T., Kreutzer, J., et al.
(1990). Neurobehavioral outcome 1 year after severe head injury. J. Neurosurg.
73, 699–709.

Lew, H. L., Jerger, J. F., Guillory, S. B., and Henry, J. A. (2007a). Auditory
dysfunction in traumatic brain injury. J. Rehabil. Res. Dev. 44, 921–928.

Lew, H. L., Poole, J. H., Vanderploeg, R. D., Goodrich, G. L., Dekelboum, S.,
Guillory, S. B., et al. (2007b). Program development and defining characteristics
of returning military in a VA Polytrauma Network Site. J. Rehabil. Res. Dev. 44,
1027–1034.

Lingsma, H. F., Roozenbeek, B., Steyerberg, E. W., Murray, G. D., and Maas,
A. I. R. (2010). Early prognosis in traumatic brain injury: from prophecies to
predictions. Lancet Neurol. 9, 543–554. doi: 10.1016/S1474-4422(10)70065-X

Lipton, P., and Whittingham, T. (1984). “Energy metabolism and brain slice
function,” in Brain Slices, ed. R. Dingledine (New York, NY: Plenum Press).

Loane, D. J., and Byrnes, K. R. (2010). Role of microglia in neurotrauma.
Neurotherapeutics 7, 366–377. doi: 10.1016/j.nurt.2010.07.002

Luna, V. M., and Schoppa, N. E. (2008). GABAergic circuits control input–spike
coupling in the piriform cortex. J. Neurosci. 28, 8851–8859.

Majewska, A. K., Newton, J. R., and Sur, M. (2006). Remodeling of synaptic
structure in sensory cortical areas in vivo. J. Neurosci. 26, 3021–3029.

Maor, I., Schwartz-Ziv, R., Feigin, L., Elyada, Y., Sompolinsky, H., and Mizrahi, A.
(2019). Neural correlates of learning pure tones versus natural sounds in the
auditory cortex. bioRxiv [Preprint]. doi: 10.1101/273342

Marmarou, A., Foda, M. A., Brink, W. V. D., Campbell, J., Kita, H., and
Demetriadou, K. (1994). A new model of diffuse brain injury in rats. Part I:
pathophysiology and biomechanics. J. Neurosurg. 80, 291–300.

McKee, A. C., Cantu, R. C., Nowinski, C. J., Hedley-Whyte, E. T., Gavett, B. E.,
Budson, A. E., et al. (2009). Chronic traumatic encephalopathy in athletes:
progressive tauopathy after repetitive head injury. J. Neuropathol. Exp. Neurol.
68, 709–735.

Meaney, D. F., and Smith, D. H. (2011). ). Biomechanics of concussion. Clin. Sports
Med. 30, 19–31.

Mouzon, B., Chaytow, H., Crynen, G., Bachmeier, C., Stewart, J., Mullan, M.,
et al. (2012). Repetitive mild traumatic brain injury in a mouse model
produces learning and memory deficits accompanied by histological changes.
J. Neurotrauma 29, 2761–2773. doi: 10.1089/neu.2012.2498

Moyer, J., and Brown, T. (2002). “Patch-clamp techniques applied to brain slices,”
in Patch-Clamp Analysis; Advanced Techniques, Vol. 35, eds W. Walz, A. A.
Boulton, and G. B. Baker (Totowa, NJ: Humana Press).

Naylor, D. E., Liu, H., Niquet, J., and Wasterlain, C. G. (2013). Rapid surface
accumulation of NMDA receptors increases glutamatergic excitation during
status epilepticus. Neurobiol. Dis. 54, 225–238. doi: 10.1016/j.nbd.2012.12.015

Nilsson, P., Ronne-Engström, E., Flink, R., Ungerstedt, U., Carlson, H., and
Hillered, L. (1994). Epileptic seizure activity in the acute phase following cortical
impact trauma in rat. Brain Res. 637, 227–232.

Nimmerjahn, A., Kirchhoff, F., and Helmchen, F. (2005). Resting microglial cells
are highly dynamic surveillants of brain parenchyma in vivo. Science 308,
1314–1318.

Pandit, A. S., Expert, P., Lambiotte, R., Bonnelle, V., Leech, R., Turkheimer,
F. E., et al. (2013). Traumatic brain injury impairs small-world
topology. Neurology 80, 1826–1833. doi: 10.1212/WNL.0b013e318292
9f38

Pereira, P. M. G., Insausti, R., Artacho-Pérula, E., Salmenperä, T., Kälviäinen, R.,
and Pitkänen, A. (2005). MR volumetric analysis of the piriform cortex and
cortical amygdala in drug-refractory temporal lobe epilepsy. Am. J. Neuroradiol.
26, 319–332.

Piredda, S., and Gale, K. (1985). A crucial epileptogenic site in the deep prepiriform
cortex. Nature 317, 623–625.

Pitkanen, A., Immonen, R. J., Grohn, O. H., and Kharatishvili, I. (2009). From
traumatic brain injury to posttraumatic epilepsy: what animal models tell us
about the process and treatment options. Epilepsia 50(Suppl. 2), 21–29. doi:
10.1111/j.1528-1167.2008.02007.x

Povlishock, J. T., and Katz, D. I. (2005). Update of neuropathology and neurological
recovery after traumatic brain injury. J. Head Trauma Rehabil. 20, 76–94.

Proskynitopoulos, P. J., Stippler, M., and Kasper, E. M. (2016). Post-traumatic
anosmia in patients with mild traumatic brain injury (mTBI): a systematic
and illustrated review. Surg. Neurol. Int. 7, S263–S275. doi: 10.4103/2152-7806.
181981

Reeves, T. M., Kao, C.-Q., Phillips, L. L., Bullock, M. R., and Povlishock, J. T.
(2000). Presynaptic excitability changes following traumatic brain injury in the
rat. J. Neurosci. Res. 60, 370–379.

Reeves, T. M., Lyeth, B. G., Phillips, L. L., Hamm, R. J., and Povlishock, J. T. (1997).
The effects of traumatic brain injury on inhibition in the hippocampus and
dentate gyrus. Brain Res. 757, 119–132.

Reeves, T. M., Lyeth, B. G., and Povlishock, J. T. (1995). Long-term potentiation
deficits and excitability changes following traumatic brain injury. Exp. Brain
Res. 106, 248–256.

Rimel, R. W., Giordani, B., Barth, J. T., Boll, T. J., and Jane, J. A. (1981). Disability
Caused by Minor Head Injury. Neurosurgery 9, 221–228.

Santhakumar, V., Bender, R., Frotscher, M., Ross, S. T., Hollrigel, G. S., Toth,
Z., et al. (2000). Granule cell hyperexcitability in the early post-traumatic rat
dentate gyrus: the ‘irritable mossy cell’ hypothesis. J. Physiol. 524, 117–134.

Frontiers in Cellular Neuroscience | www.frontiersin.org 16 April 2019 | Volume 13 | Article 166

https://doi.org/10.1016/j.neuron.2011.09.027
https://doi.org/10.1371/journal.pone.0063454
https://doi.org/10.1016/j.jneumeth.2011.09.003
https://doi.org/10.1016/j.neuron.2013.08.018
https://doi.org/10.1016/j.neuron.2011.06.034
https://doi.org/10.1016/j.neuron.2011.06.034
https://doi.org/10.1016/j.expneurol.2015.05.019
https://doi.org/10.1097/NEN.0b013e3182189f06
https://doi.org/10.1097/NEN.0b013e3182189f06
https://doi.org/10.1073/pnas.1802428115
https://doi.org/10.1073/pnas.1519295113
https://doi.org/10.1016/S1474-4422(10)70065-X
https://doi.org/10.1016/j.nurt.2010.07.002
https://doi.org/10.1101/273342
https://doi.org/10.1089/neu.2012.2498
https://doi.org/10.1016/j.nbd.2012.12.015
https://doi.org/10.1212/WNL.0b013e3182929f38
https://doi.org/10.1212/WNL.0b013e3182929f38
https://doi.org/10.1111/j.1528-1167.2008.02007.x
https://doi.org/10.1111/j.1528-1167.2008.02007.x
https://doi.org/10.4103/2152-7806.181981
https://doi.org/10.4103/2152-7806.181981
https://www.frontiersin.org/journals/cellular-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-13-00166 April 25, 2019 Time: 16:15 # 17

Witkowski et al. Synaptic Changes in Mild TBI

Santhakumar, V., Ratzliff, A. D. H., Jeng, J., Toth, Z., and Soltesz, I. (2001). Long-
term hyperexcitability in the hippocampus after experimental head trauma.
Ann. Neurol. 50, 708–717.

Sheridan, D. C., Hughes, A. R., Erdelyi, F., Szabo, G., Hentges, S. T., and Schoppa,
N. E. (2014). Matching of feedback inhibition with excitation ensures fidelity
of information flow in the anterior piriform cortex. Neuroscience 275, 519–530.
doi: 10.1016/j.neuroscience.2014.06.033

Shitaka, Y., Tran, H. T., Bennett, R. E., Sanchez, L., Levy, M. A., Dikranian,
K., et al. (2011). Repetitive closed-skull traumatic brain injury in mice
causes persistent multifocal axonal injury and microglial reactivity.
J. Neuropathol. Exp. Neurol. 70, 551–567. doi: 10.1097/NEN.0b013e31821f
891f

Smith, C. J., Xiong, G., Elkind, J. A., Putnam, B., and Cohen, A. S. (2015). Brain
injury impairs working memory and prefrontal circuit function. Front. Neurol.
6:240. doi: 10.3389/fneur.2015.00240

Streit, W. J. (2000). Microglial response to brain injury: a brief synopsis. Toxicol.
Pathol. 28, 28–30.

Suzuki, N., and Bekkers, J. M. (2007). Inhibitory interneurons in the piriform
cortex. Clin. Exp. Pharmacol. Physiol. 34, 1064–1069.

Suzuki, N., and Bekkers, J. M. (2011). Two layers of synaptic processing by
principal neurons in piriform cortex. J. Neurosci. 31, 2156–2166. doi: 10.1523/
JNEUROSCI.5430-10.2011

Tagge, C. A., Fisher, A. M., Minaeva, O. V., Gaudreau-Balderrama, A., Moncaster,
J. A., Zhang, X.-L., et al. (2018). Concussion, microvascular injury, and early
tauopathy in young athletes after impact head injury and an impact concussion
mouse model. Brain 141, 422–458. doi: 10.1093/brain/awx350

Tang, A. C., and Hasselmo, M. E. (1994). Selective suppression of intrinsic but
not afferent fiber synaptic transmission by baclofen in the piriform (olfactory)
cortex. Brain Res. 659, 75–81.

Taylor, C. A., Bell, J. M., Breiding, M. J., and Xu, L. (2017). Traumatic brain
injury-related emergency department visits, hospitalizations, and deaths-
United States, 2007 and 2013. MMWR Surveill. Summ. 66, 1–16.

Tortorella, A., Halonen, T., Sahibzada, N., and Gale, K. (1997). A crucial role of the
α-amino-3-hydroxy-5-methylisoxazole-4-propionic acid subtype of glutamate
receptors in piriform and perirhinal cortex for the initiation and propagation of
limbic motor seizures. J. Pharmacol. Exp. Ther. 280, 1401–1405.

Turrigiano, G. G., Leslie, K. R., Desai, N. S., Rutherford, L. C., and Nelson, S. B.
(1998). Activity-dependent scaling of quantal amplitude in neocortical neurons.
Nature 391, 892–896.

Turrigiano, G. G., and Nelson, S. B. (2004). Homeostatic plasticity in the
developing nervous system. Nat. Rev. Neurosci. 5, 97–107.

Vismer, M. S., Forcelli, P. A., Skopin, M. D., Gale, K., and Koubeissi, M. Z. (2015).
The piriform, perirhinal, and entorhinal cortex in seizure generation. Front.
Neural Circuits 9:27. doi: 10.3389/fncir.2015.00027

Witgen, B. M., Lifshitz, J., Smith, M. L., Schwarzbach, E., Liang, S. L., Grady, M. S.,
et al. (2005). Regional hippocampal alteration associated with cognitive deficit
following experimental brain injury: a systems, network and cellular evaluation.
Neuroscience 133, 1–15.

Xiong, Y., Mahmood, A., and Chopp, M. (2013). Animal models of traumatic brain
injury. Nat. Rev. Neurosci. 14, 128–142. doi: 10.1038/nrn3407

Xu, L., Nguyen, J. V., Lehar, M., Menon, A., Rha, E., Arena, J., et al. (2016).
Repetitive mild traumatic brain injury with impact acceleration in the mouse:
multifocal axonopathy, neuroinflammation, and neurodegeneration in the
visual system. Exp. Neurol. 275(Pt 3), 436–449. doi: 10.1016/j.expneurol.2014.
11.004

Xue, M., Atallah, B. V., and Scanziani, M. (2014). Equalizing excitation-inhibition
ratios across visual cortical neurons. Nature 511, 596–600. doi: 10.1038/
nature13321

Yang, L., Afroz, S., Michelson, H. B., Goodman, J. H., Valsamis, H. A., and Ling,
D. S. (2010). Spontaneous epileptiform activity in rat neocortex after controlled
cortical impact injury. J. Neurotrauma 27, 1541–1548. doi: 10.1089/neu.2009.
1244

Yang, S. H., Gustafson, J., Gangidine, M., Stepien, D., Schuster, R., Pritts, T. A., et al.
(2013). A murine model of mild traumatic brain injury exhibiting cognitive and
motor deficits. J. Surg. Res. 184, 981–988. doi: 10.1016/j.jss.2013.03.075

Zanier, E. R., Lee, S. M., Vespa, P. M., Giza, C. C., and Hovda, D. A. (2003).
Increased hippocampal CA3 vulnerability to low-level kainic acid following
lateral fluid percussion injury. J. Neurotrauma 20, 409–420.

Conflict of Interest Statement: YG is currently an employee of Akuous, Inc.

The remaining authors declare that the research was conducted in the absence of
any commercial or financial relationships that could be construed as a potential
conflict of interest.

Copyright © 2019 Witkowski, Gao, Gavsyuk, Maor, DeWalt, Eldred, Mizrahi and
Davison. This is an open-access article distributed under the terms of the Creative
Commons Attribution License (CC BY). The use, distribution or reproduction in
other forums is permitted, provided the original author(s) and the copyright owner(s)
are credited and that the original publication in this journal is cited, in accordance
with accepted academic practice. No use, distribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Cellular Neuroscience | www.frontiersin.org 17 April 2019 | Volume 13 | Article 166

https://doi.org/10.1016/j.neuroscience.2014.06.033
https://doi.org/10.1097/NEN.0b013e31821f891f
https://doi.org/10.1097/NEN.0b013e31821f891f
https://doi.org/10.3389/fneur.2015.00240
https://doi.org/10.1523/JNEUROSCI.5430-10.2011
https://doi.org/10.1523/JNEUROSCI.5430-10.2011
https://doi.org/10.1093/brain/awx350
https://doi.org/10.3389/fncir.2015.00027
https://doi.org/10.1038/nrn3407
https://doi.org/10.1016/j.expneurol.2014.11.004
https://doi.org/10.1016/j.expneurol.2014.11.004
https://doi.org/10.1038/nature13321
https://doi.org/10.1038/nature13321
https://doi.org/10.1089/neu.2009.1244
https://doi.org/10.1089/neu.2009.1244
https://doi.org/10.1016/j.jss.2013.03.075
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/cellular-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles

	Rapid Changes in Synaptic Strength After Mild Traumatic Brain Injury
	Introduction
	Materials and Methods
	Mice
	Injury Model
	Behavioral Testing
	Immunohistochemistry
	Electrophysiology
	Data Analysis

	Results
	Mild Injury Induces Behavioral Deficits and Neuroinflammation
	Mild TBI Has Moderate Effects on Synaptic Input Onto Pyramidal Cells at 48 h
	Mild TBI Drives Rapid Loss of E-I Balance at 1 h Post-Injury
	Mild Injury Leads to Sensory Deficits in Odor Discrimination

	Discussion
	Early Injury Responses
	Injury and Excitatory-Inhibitory Balance
	Involvement of Piriform in Injury
	Outlook

	Ethics Statement
	Author Contributions
	Funding
	Acknowledgments
	References


