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A Subclass of Analytic Functions Associated with

Hypergeometric Functions

Santosh B. Joshi1, Haridas H. Pawar2∗, and Teodor Bulboacă3

Abstract. In the present paper, we have established sufficient
conditions for Gaussian hypergeometric functions to be in certain
subclass of analytic univalent functions in the unit disc U . Further-
more, we investigate several mapping properties of Hohlov linear
operator for this subclass and also examined an integral operator
acting on hypergeometric functions.

1. Introduction

Let A denote the class of functions of the form

(1.1) f(z) = z +

∞∑
k=2

akz
k,

which are analytic in the unit disc U := {z ∈ C : |z| < 1}, and are
normalized by the conditions f(0) = 0 and f ′(0) = 1. Also, denote by
S the subclass of A, which consist of functions that are univalent in U .

A function f ∈ A is said to be starlike of order α (0 ≤ α < 1), if and
only if

Re
zf ′(z)

f(z)
> α, z ∈ U ,

and is said to be convex of order α (0 ≤ α < 1), if and only if

Re

(
1 +

zf ′′(z)

f ′(z)

)
> α, z ∈ U ,
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and we denote these classes by S∗(α) and K(α), respectively. Note that
S∗ := S∗(0) and K := K(0), where S∗ and K are the classes of starlike
and convex functions, respectively (for details, see [12]).

The Hadamard (or convolution) product of the two power series

f(z) = z +
∞∑
k=2

akz
k

and

g(z) = z +

∞∑
k=2

bkz
k, z ∈ U ,

is defined by

(f ∗ g)(z) := z +

∞∑
k=2

akbkz
k, z ∈ U .

The following class D(α, β, γ) was defined and studied by Kulkarni
[10].

Definition 1.1 ([10]). A function f ∈ S is said to be in the class
D(α, β, γ), if and only if it satisfies the inequality∣∣∣∣ f ′(z)− 1

2γ (f ′(z)− α)− (f ′(z)− 1)

∣∣∣∣ < β, z ∈ U ,

where 0 < β ≤ 1, 0 ≤ α <
1

2γ
and

1

2
≤ γ ≤ 1.

To establish our results, we need the following lemma, which has a
straightforward proof (for the detailed proof, see [10]):

Lemma 1.2 ([10]). A sufficient condition for a function f defined by
(1.1) to belongs to the class D(α, β, γ) is that

∞∑
n=2

[1 + β(1− 2γ)]nan ≤ 2βγ(1− α).

The Gaussian hypergeometric function 2F1(a, b; c; z) is defined by

2F1(a, b; c; z) :=

∞∑
n=0

(a)n (b)n
(c)n (1)n

zn, z ∈ U ,

where a, b, c ∈ C \ {0,−1,−2,−3, . . . } and

(a)n :=

{
1, if n = 0,

a(a+ 1)(a+ 2) · · · (a+ n− 1), if n = 1, 2, 3, . . . .

The sum of the above power series represents an analytic function in U
and has an analytic continuation throughout the finite complex plane
except at most for the cut [1,∞). We note that 2F1(a, b; c; z) converges
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for Re(c − a − b) > 0 and is connected to the Gamma function by the
formula

2F1(a, b; c; z) =
Γ(c)Γ(c− a− b)

Γ(c− a)Γ(c− b)
.

Using the Gaussian hypergeometric function, let consider the func-
tions

G(a, b; c; z) := z ·2 F1(a, b; c; z), z ∈ U ,

Hµ(a, b; c; z) := (1− µ)G(a, b; c; z) + µzG′(a, b; c; z), z ∈ U (µ ≥ 0),

Jµ,δ(a, b; c; z) := (1− µ+ δ)G(a, b; c; z) + (µ− δ)zG′(a, b; c; z)

+ µδz2G′′(a, b; c; z), z ∈ U , (µ, δ ≥ 0;µ ≥ δ).

These hypergeometric functions were studied extensively by various au-
thors. We note that the mapping properties of functions Hµ(a, b; c; z)
and Jµ,δ(a, b; c; z) were investigated by Shukla and Shukla [14], Tang and
Deng [18] and recently by Aouf et al. [1].

In [6], Hohlov defined the linear operator Ia,b,c : A → A by the con-
volution product

(1.2) Ia,b,c(f)(z) := [z ·2 F1(a, b; c; z)] ∗ f(z), z ∈ U .

Also, Kanas and Srivastava [8], and Srivastava and Owa [17] showed
that the operator Ia,b,c is the natural extensions of the Alexander, Libera,
Bernardi and Carlson-Shaffer operators.

These functions and its various generalizations have large number
of applications in problems of physical science such as calculation of
fields and astrophysics to quantum mechanics, in proving combinatorial
identities, genarating function etc. Hypergeometric functions are also
having extensive applications in statistics and probability, differential
equations, number theory, geometry, topology and geometric function
theory (for details see [17]).

Silverman [15] studied starlikeness and convexity properties for hy-
pergeometric functions, and has also examined a linear operator acting
on hypergeometric functions. In fact, the more generalized operators
such as Dziok-Srivastava and Srivastava-Wright operators, while similar
type were rather extensively studied by Dziok and Srivastava [5, 4] and
Srivastava [16]. The reader can also refer to the works of Merkes and
Scott [11], Carlson and Shaffer [2], Kim and Shon [9], Ruscheweyh and
Singh [13], and Joshi [7] for the function 2F1(a, b; c; z) in connection with
various subclasses of univalent functions.

In the present paper, we determine sufficient conditions for the func-
tions G(a, b; c; z), Hµ(a, b; c; z) and Jµ,δ(a, b; c; z) to be in the class
D(α, β, γ). Furthermore, we obtained the mapping properties of Ia,b,c
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and we considered an integral operator related to the hypergeometric
function.

2. Main Results

Unless otherwise mentioned, we assume throughout this paper that

µ > 0, δ > 0, µ ≥ δ, 0 < β ≤ 1, 0 ≤ α <
1

2γ
and

1

2
≤ γ ≤ 1.

Theorem 2.1. Let a, b ∈ C∗ := C \ {0} and let c ∈ R+, such that
c > |a|+ |b|+1. Then, a sufficient condition for the function G(a, b; c; z)
to be in the class D(α, β, γ), i.e. G(a, b; c; z) ∈ D(α, β, γ), is that

(2.1)
Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

[
1 +

|a||b|
c− |a| − |b| − 1

]
≤ 2βγ(1− α)

1 + β(1− 2γ)
+ 1.

Proof. Since

G(a, b; c; z) = z +

∞∑
n=2

(a)n−1(b)n−1

(c)n−1(1)n−1
zn, z ∈ U ,

according to Lemma 1.2, we need to show that

(2.2)

∞∑
n=2

n [1 + β(1− 2γ)]

∣∣∣∣(a)n−1(b)n−1

(c)n−1(1)n−1

∣∣∣∣ ≤ 2βγ(1− α).

Since |(a)n| ≤ (|a|)n, then the left-hand side of (2.2) is less than or equal
to

∞∑
n=2

n [1 + β(1− 2γ)]
(|a|)n−1(|b|)n−1

(c)n−1(1)n−1
=: T1,

hence

T1 ≤ [1 + β(1− 2γ)]

∞∑
n=2

n
(|a|)n−1(|b|)n−1

(c)n−1(1)n−1

= [1 + β(1− 2γ)]

[ ∞∑
n=2

(|a|)n−1(|b|)n−1

(c)n−1(1)n−2
+

∞∑
n=2

(|a|)n−1(|b|)n−1

(c)n−1(1)n−1

]

= [1 + β(1− 2γ)]

[
|a||b|
c

∞∑
n=0

(|a|+ 1)n(|b|+ 1)n
(c+ 1)n(1)n

+

∞∑
n=1

(|a|)n(|b|)n
(c)n(1)n

]

= [1 + β(1− 2γ)]

[
|a||b|
c

Γ(c+ 1)Γ(c− |a| − |b| − 1)

Γ(c− |a|)Γ(c− |b|)

+
Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

− 1

]
= [1 + β(1− 2γ)]

Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

[
|a||b|

(c− |a| − |b| − 1)
+ 1

]
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− [1 + β(1− 2γ)] .

This last expression is upper bounded by 2βγ(1− α) if the assumption
(2.1) holds, and this completes the proof of Theorem 2.1. □

Theorem 2.2. Let a, b ∈ C∗ and let c ∈ R+, such that c > |a|+ |b|+2.
Then, a sufficient condition for Hµ(a, b; c; z) to be in the class D(α, β, γ),
i.e. Hµ(a, b; c; z) ∈ D(α, β, γ), is that

Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

[
1 + (1 + 2µ)

|a||b|
c− |a| − |b| − 1

+ µ
(|a|)2(|b|)2

(c− |a| − |b| − 2)2

](2.3)

≤ 2βγ(1− α)

1 + β(1− 2γ)
+ 1.

Proof. Since the power series representation of Hµ(a, b; c; z) is

Hµ(a, b; c; z) = z +

∞∑
n=2

[1 + µ(n− 1)]
(a)n−1(b)n−1

(c)n−1(1)n−1
zn, z ∈ U ,

according to Lemma 1.2, we need to show that

(2.4)

∞∑
n=2

n [1 + β(1− 2γ)]

∣∣∣∣[1 + µ(n− 1)]
(a)n−1(b)n−1

(c)n−1(1)n−1

∣∣∣∣ ≤ 2βγ(1−α).

Since |(a)n| ≤ (|a|)n, then the left-hand side of (2.4) is less than or equal
to

∞∑
n=2

n [1 + β(1− 2γ)] [1 + µ(n− 1)]
(|a|)n−1(|b|)n−1

(c)n−1(1)n−1
=: T2.

Hence,

T2 ≤ [1 + β(1− 2γ)]
∞∑
n=2

n [1 + µ(n− 1)]
(|a|)n−1(|b|)n−1

(c)n−1(1)n−1

= [1 + β(1− 2γ)]

[ ∞∑
n=2

[1 + µ(n− 1)]
(|a|)n−1(|b|)n−1

(c)n−1(1)n−2

+
∞∑
n=2

[1 + µ(n− 1)]
(|a|)n−1(|b|)n−1

(c)n−1(1)n−1

]

= [1 + β(1− 2γ)]

[ ∞∑
n=2

(|a|)n−1(|b|)n−1

(c)n−1(1)n−1

+(1 + 2µ)

∞∑
n=2

(|a|)n−1(|b|)n−1

(c)n−1(1)n−2
+ µ

∞∑
n=3

(|a|)n−1(|b|)n−1

(c)n−1(1)n−3

]
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= [1 + β(1− 2γ)]

[ ∞∑
n=1

(|a|)n(|b|)n
(c)n(1)n

+ (1 + 2µ)
|a||b|
c

∞∑
n=1

(|a|+ 1)n−1(|b|+ 1)n−1

(c+ 1)n−1(1)n−1

+µ
|a|(|a|+ 1)|b|(|b|+ 1)

c(c+ 1)

∞∑
n=2

(|a|+ 2)n−2(|b|+ 2)n−2

(c+ 2)n−2(1)n−2

]
,

T2 ≤ [1 + β(1− 2γ)]

[
Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

− 1

+(1 + 2µ)
|a||b|
c

Γ(c+ 1)Γ(c− |a| − |b| − 1)

Γ(c− |a|)Γ(c− |b|)

+µ
(|a|)2(|b|)2

(c)2

Γ(c+ 2)Γ(c− |a| − |b| − 2)

Γ(c− |a|)Γ(c− |b|)

]
= [1 + β(1− 2γ)]

Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

[
1 + (1 + 2µ)

|a||b|
(c− |a| − |b| − 1)

+µ
(|a|)2(|b|)2

(c− |a| − |b| − 2)2

]
− [1 + β(1− 2γ)] .

If the inequality (2.3) holds, then the last expression is upper bounded
by 2βγ(1− α), and the proof of theorem is complete. □

Theorem 2.3. Let a, b ∈ C∗ and let c ∈ R+, such that c > |a| +
|b| + 3. Then, a sufficient condition for Jµ,δ(a, b; c; z) to be in the class
D(α, β, γ), i.e. Jµ,δ(a, b; c; z) ∈ D(α, β, γ), is that

Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

[
1 + (1 + 2µ− 2δ + 4µδ)

|a||b|
c− |a| − |b| − 1

(2.5)

+(µ− δ + 5µδ)
(|a|)2(|b|)2

(c− |a| − |b| − 2)2
+ µδ

(|a|)3(|b|)3
(c− |a| − |b| − 3)3

]
≤ 2βγ(1− α)

1 + β(1− 2γ)
+ 1.

Proof. The power series representation of Jµ,δ(a, b; c; z) is

Jµ,δ(a, b; c; z) = z +
∞∑
n=2

[1 + (n− 1)(µ− δ + nµδ)]
(a)n−1(b)n−1

(c)n−1(1)n−1
zn,

for z ∈ U and according to Lemma 1.2, we need to show that
∞∑
n=2

n [1 + β(1− 2γ)]

∣∣∣∣[1 + (n− 1)(µ− δ + nµδ)]
(a)n−1(b)n−1

(c)n−1(1)n−1

∣∣∣∣ ≤ 2βγ(1−α).
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Since |(a)n| ≤ (|a|)n, then the left-hand side of (2.6) is less than or equal
to

∞∑
n=2

n [1 + β(1− 2γ)] [1 + (n− 1)(µ− δ + nµδ)]
(|a|)n−1(|b|)n−1

(c)n−1(1)n−1
=: T3.

Hence,

T3 ≤ [1 + β(1− 2γ)]
∞∑
n=2

n [1 + (n− 1)(µ− δ + nµδ)]
(|a|)n−1(|b|)n−1

(c)n−1(1)n−1

= [1 + β(1− 2γ)]

[ ∞∑
n=2

n
(|a|)n−1(|b|)n−1

(c)n−1(1)n−1

+
∞∑
n=2

n(n− 1)(µ− δ)
(|a|)n−1(|b|)n−1

(c)n−1(1)n−1

+
∞∑
n=2

n2(n− 1)(µδ)
(|a|)n−1(|b|)n−1

(c)n−1(1)n−1

]
,

T3 ≤ [1 + β(1− 2γ)]

[ ∞∑
n=2

(|a|)n−1(|b|)n−1

(c)n−1(1)n−1

+ [1 + 2µ− 2δ + 4µδ]
∞∑
n=2

(|a|)n−1(|b|)n−1

(c)n−1(1)n−2

+(µ− δ + 5µδ)
∞∑
n=3

(|a|)n−1(|b|)n−1

(c)n−1(1)n−3
+ µδ

∞∑
n=4

(|a|)n−1(|b|)n−1

(c)n−1(1)n−4

]

= [1 + β(1− 2γ)]

[ ∞∑
n=1

(|a|)n(|b|)n
(c)n(1)n

+ [1 + 2µ− 2δ + 4µδ]
|a||b|
c

∞∑
n=1

(|a|)n−1(|b|)n−1

(c)n−1(1)n−1

+(µ− δ + 5µδ)
(|a|)2(|b|)2

(c)2

∞∑
n=2

(|a|)n−2(|b|)n−2

(c)n−2(1)n−2

+
(|a|)3(|b|)3

(c)3

∞∑
n=3

(|a|)n−3(|b|)n−3

(c)n−3(1)n−3

]

= [1 + β(1− 2γ)]

[
Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

− 1

+ [1 + 2µ− 2δ + 4µδ]
|a||b|
c

Γ(c+ 1)Γ(c− |a| − |b| − 1)

Γ(c− |a|)Γ(c− |b|)
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+(µ− δ + 5µδ)
(|a|)2(|b|)2

(c)2

Γ(c+ 2)Γ(c− |a| − |b| − 2)

Γ(c− |a|)Γ(c− |b|)

+(µδ)
(|a|)3(|b|)3

(c)3

Γ(c+ 3)Γ(c− |a| − |b| − 3)

Γ(c− |a|)Γ(c− |b|)

]
,

T3 ≤ [1 + β(1− 2γ)]
Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

[
1

+ [1 + 2µ− 2δ + 4µδ]
|a||b|

(c− |a| − |b| − 1)

+ (µ− δ + 5µδ)
(|a|)2(|b|)2

(c− |a| − |b| − 2)2

+(µδ)
(|a|)3(|b|)3

(c− |a| − |b| − 3)3

]
− [1 + β(1− 2γ)] .

This last expression is upper bounded by 2βγ(1 − α) whenever (2.5)
holds, which prove our result. □

Theorem 2.4. Let a, b ∈ C∗ and let c ∈ R+, such that c > |a|+ |b|+2.
If the following inequality holds

Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

[
1 +

3|a||b|
c− |a| − |b| − 1

+
(|a|)2(|b|)2

(c− |a| − |b| − 2)2

]
(2.6)

≤ 2βγ(1− α)

1 + β(1− 2γ)
+ 1,

then the operator Ia,b,c maps the class S∗ to the class D(α, β, γ), that is

Ia,b,c (S∗) ⊂ D(α, β, γ).

Proof. If f ∈ A has the form (1.1), from the definition formula (1.2) we
deduce

Ia,b,c(f)(z) = z +

∞∑
n=2

(a)n−1(b)n−1

(c)n−1(1)n−1
anz

n, z ∈ U ,

and according to Lemma 1.2, we need to show that

(2.7)

∞∑
n=2

n [1 + β(1− 2γ)]

∣∣∣∣(a)n−1(b)n−1

(c)n−1(1)n−1

∣∣∣∣ |an| ≤ 2βγ(1− α).

Since |(a)n| ≤ (|a|)n and using the fact that |an| ≤ n if f ∈ S∗ (for
details, see [3]), it follows that the left-hand side of (2.7) is less than or
equal to

∞∑
n=2

n2 [1 + β(1− 2γ)]
(|a|)n−1(|b|)n−1

(c)n−1(1)n−1
=: T4.
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Hence,

T4 ≤ [1 + β(1− 2γ)]

∞∑
n=2

n2 (|a|)n−1(|b|)n−1

(c)n−1(1)n−1

= [1 + β(1− 2γ)]

[ ∞∑
n=3

n
(|a|)n−1(|b|)n−1

(c)n−1(1)n−2
+

∞∑
n=2

n
(|a|)n−1(|b|)n−1

(c)n−1(1)n−1

]

= [1 + β(1− 2γ)]

[ ∞∑
n=2

(|a|)n−1(|b|)n−1

(c)n−1(1)n−1
+ 3

∞∑
n=2

(|a|)n−1(|b|)n−1

(c)n−1(1)n−2

+
∞∑
n=3

(|a|)n−1(|b|)n−1

(c)n−1(1)n−3

]
,

T4 ≤ [1 + β(1− 2γ)]

[ ∞∑
n=1

(|a|)n(|b|)n
(c)n(1)n

+ 3
|a||b|
c

∞∑
n=1

(|a|+ 1)n−1(|b|+ 1)n−1

(c+ 1)n−1(1)n−1

+
(|a|)2(|b|)2

(c)n

∞∑
n=2

(|a|+ 2)n−2(|b|+ 2)n−2

(c+ 2)n−2(1)n−2

]

= [1 + β(1− 2γ)]

[
Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

− 1

+3
|a||b|
c

Γ(c+ 1)Γ(c− |a| − |b| − 1)

Γ(c− |a|)Γ(c− |b|)

+
(|a|)2(|b|)2

(c)2

Γ(c+ 2)Γ(c− |a| − |b| − 2)

Γ(c− |a|)Γ(c− |b|)

]
,

and

T4 ≤ [1 + β(1− 2γ)]
Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

[
1 + 3

|a||b|
(c− |a| − |b| − 1)

+
(|a|)2(|b|)2

(c− |a| − |b| − 2)2

]
− [1 + β(1− 2γ)] .

If the inequality (2.6) holds, this last expression is upper bounded by
2βγ(1− α), which completes our proof. □

In the next theorem we obtained a result for the particular integral
operator acting on 2F1(a, b; c; z), by considering the function

G(a, b; c; z) :=
∫ z

0
2F1(a, b; c; t)dt.
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Theorem 2.5. Let a, b ∈ C∗ and let c ∈ R+, such that c > |a| + |b|.
Then, a sufficient condition for G(a, b; c; z) to be in the class D(α, β, γ),
i.e. G(a, b; c; z) ∈ D(α, β, γ), is that

(2.8)
Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

≤ 2βγ(1− α)

1 + β(1− 2γ)
+ 1.

Proof. The power series expansion of G(a, b; c; z) is given by

G(a, b; c; z) = z +
∞∑
n=2

(a)n−1(b)n−1

(c)n−1(1)n
zn, z ∈ U ,

and according to Lemma 1.2, we need to show that

(2.9)

∞∑
n=2

n [1 + β(1− 2γ)]

∣∣∣∣(a)n−1(b)n−1

(c)n−1(1)n

∣∣∣∣ ≤ 2βγ(1− α).

Since |(a)n| ≤ (|a|)n, then the left-hand side of (2.9) is less than or equal
to

∞∑
n=2

n [1 + β(1− 2γ)]
(|a|)n−1(|b|)n−1

(c)n−1(1)n
=: T5,

hence

T5 ≤ [1 + β(1− 2γ)]

∞∑
n=2

n
(|a|)n−1(|b|)n−1

(c)n−1(1)n

= [1 + β(1− 2γ)]

∞∑
n=2

n

n

(|a|)n−1(|b|)n−1

(c)n−1(1)n−1

= [1 + β(1− 2γ)]
∞∑
n=1

(|a|)n(|b|)n
(c)n(1)n

= [1 + β(1− 2γ)]

[
Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

− 1

]
= [1 + β(1− 2γ)]

Γ(c)Γ(c− |a| − |b|)
Γ(c− |a|)Γ(c− |b|)

− [1 + β(1− 2γ)] .

Using the fact that this last expression is upper bounded by 2βγ(1−α)
if the assumption (2.8) holds, which complete the proof. □

3. Conclusion

We have obtained the sufficient conditions for the functions G(a, b; c; z),
Hµ(a, b; c; z) and Jµ,δ(a, b; c; z) to be in the class D(α, β, γ). More impor-
tantly, we obtained the mapping properties of Ia,b,c and a result for the
particular integral operator acting on 2F1(a, b; c; z). The results derived
in this paper are universal in character and expected to find certain
applications in the theory of special functions.
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