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Abstract. We study how to set the initial evolution of general cosmological fluctuations at
second order, after neutrino decoupling. We compute approximate initial solutions for the
transfer functions of all the relevant cosmological variables sourced by quadratic combinations
of adiabatic and isocurvature modes. We perform these calculations in synchronous gauge,
assuming a Universe described by the ACDM model and composed of neutrinos, photons,
baryons and dark matter. We highlight the importance of mixed modes, which are sourced
by two different isocurvature or adiabatic modes and do not exist at the linear level. In
particular, we investigate the so-called compensated isocurvature mode and find non-trivial
initial evolution when it is mixed with the adiabatic mode, in contrast to the result at
linear order and even at second order for the unmixed mode. Non-trivial evolution also
arises when this compensated isocurvature is mixed with the neutrino density isocurvature
mode. Regarding the neutrino velocity isocurvature mode, we show it unavoidably generates
non-regular (decaying) modes at second order. Our results can be applied to second order
Boltzmann solvers to calculate the effects of isocurvatures on non-linear observables.
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1 Introduction

The importance of understanding the early Universe cannot be overstated. It would not only
provide us with some insight into the complete history of the Universe, but would also allow
one to probe new physics at energy scales beyond the capabilities of any other exploration
method. However, the fact that the early Universe is not directly observable complicates



its understanding considerably, since the only properties that can be accurately probed are
the initial conditions for the stage in which the laws of physics are known. It is those
initial conditions for the radiation dominated era that contain information about the state
and evolution of the early Universe and it is through the measurement of their statistical
properties that one can distinguish different models of the earliest epochs.

Observations of CMB anisotropies measured by the Planck satellite [1], as well as mea-
surements of the Large Scale Structure on complementary scales [2, 3], indicate the initial
conditions to be adiabatic up to the uncertainty of the experiments [4]. The measured proper-
ties of this adiabatic mode have shown it to have a nearly scale invariant power spectrum and
undetectably small non-Gaussianity [5]. This has provided strong support for inflation, which
generally predicts such adiabatic initial conditions to have nearly scale invariant properties.

However, many models of inflation with multiple fields, such as the curvaton model [6—
8], also predict the existence of non-adiabatic modes [9, 10], which, if measured in the future,
would be essential in distinguishing different inflationary scenarios. Furthermore, there are
certain non-adiabatic modes that can escape detection by conventional means. These are the
so-called compensated isocurvature modes [11-14], which evade most of the constraints at the
linear level by not producing an overall matter isocurvature mode. They are also conjectured
to contribute to the flattening of the peaks of the CMB angular power spectrum for short
scales, being degenerate with lensing [13, 14]. Non-Gaussianity has remained undetected so
far, and it is conceivable that it exists at similar levels for both adiabatic and non-adiabatic
modes [15-17]. In summary, non-adiabatic modes are still observationally relevant and their
detection could open new windows into the physics of the early Universe.

Linear isocurvature modes have been the subject of many studies in the literature due to
their potential to reveal more about the early universe [18-20]. One of the first works on the
general initial fluctuations was by Bucher, Moodley and Turok [21], which defined the initial
conditions after neutrino decoupling for a system with massless neutrinos, baryons, dark
matter and photons. This was further extended to include more species such as primordial
magnetic fields [22, 23] and massive neutrinos [24]. Among other results, these works defined
the different isocurvature modes and calculated the initial evolution for a set of variables
at first order in cosmological perturbation theory. This was then applied in a variety of
Einstein-Boltzmann solvers [25-27] and later to the WMAP and Planck data to constrain
isocurvature modes.

As observational efforts move towards increasing precision, new observables will become
available, whose predictions require calculations at non-linear orders in perturbation theory.
Examples include the intrinsic bispectrum [28-30], magnetic field generation during the pre-
recombination era [31-34] and vorticity production [35-38]. In order to compute some of
these observables, the initial evolution at second order for adiabatic modes has been cal-
culated [28-30]. However, these observables could also receive a sizeable contribution from
isocurvature modes, in particular if the isocurvature spectrum is strongly blue or has fea-
tures [39]. This is relevant also because of the mode mixing that occurs at non-linear orders
in perturbation theory, which allows for an adiabatic mode to mix with an isocurvature one
and generate contributions which are not present at linear order. These contributions should
be the largest ones that involve isocurvatures at second order and should be the easiest to
constrain or detect. These are the reasons that motivate us to investigate isocurvature modes
at second order in a systematic way.

In this paper, we calculate the initial evolution of cosmological fluctuations at second or-



der in the presence of isocurvature modes. These calculations are essential for initializing
Boltzmann codes at second order [30] and thus to calculate observables with the required
accuracy for comparing with experiment. We begin in Section 2 with the definitions and
conventions we use in the remainder of the paper. In Section 3, we describe the general dif-
ferential system under study and how to split its perturbative solutions into different modes.
After that, we introduce a clear definition of the isocurvature basis in Section 4 as used in
previous literature and present our results for the initial time evolution in synchronous gauge
in Section 5. We then discuss our results and conclude in Section 6. We also consider gauge
transformations and calculate the specific transformation of our results into Poisson gauge
in appendix A and discuss the Liouville equation at second order in appendix B.

2 Cosmological perturbation theory

In this first section, we introduce our notation and conventions for the metric and stress-
energy tensors that will be used in the rest of the paper. We follow most of the notation of
Ref. [40], except for the coefficient of the tensor mode in the definition of the metric, as is
clear in Eq. (2.5) below.

All quantities, T', are expanded as

T=T1O 4670 4 %6T(2) + ., (2.1)

with the superscript denoting the order in perturbation theory. We drop the Oth order
superscript for simplicity of presentation.

We assume an FLRW background spacetime with zero spatial curvature throughout the
paper, and use conformal time. Greek indices, u,v, A, etc., range from 0 to 3, while lower
case Latin indices, i, j, k, denote spatial indices ranging from 1 to 3.

The metric tensor can be split in several different ways, which vary in the way the spa-
tial part of the metric is arranged [41]. The version that we will use in the calculations below
takes the following form, at all orders

goo = —a’ (1+2¢) , (2.2)
gio =a* (B; — S;) ,
9ij ZCLQ (51J + QCZ']') , (2.4)

in which ¢ is the perturbation to the lapse, B and .S; are, respectively, the scalar and vector
parts of the shift and Cj; is the perturbation to the spatial part of the metric, which is further
split as
in which v is the curvature perturbation, £ and F; are, respectively, the scalar and vector
potentials of the traceless part of the spatial metric and h;; is the tensor potential, usually
understood to represent gravitational waves.

As for the total stress-energy tensor, we choose the so-called energy frame to represent
it [42, 43]!, and include anisotropic stress:

Ty = (P +p) upty + PG + T (2.6)

!This frame is defined by the condition that the 4-velocity, u*, is an eigenvector of T}, with eigenvalue p.
This is equivalent to setting the energy flux, ¢", to zero.



with
mt, =0, and myuut =0. (2.7)
The perturbative expansion is the standard one, as given in Ref. [40] and in Ref. [41] for 7.

(1)

We reproduce here the scalar-vector-tensor (SVT) splitting of ;"

M _ 2 g™ g 1o o
my) = a? [T TG T — 26,V nw| (2.8)
where the quantities 1I, II; and II;; are, respectively, the scalar, vector and tensor parts of
the linear piece of the anisotropic stress tensor. We also define the variable o, at all orders,

o) — — L g2 : (2.9)
2p
which is more appropriate here as it is more directly linked to the conventions used in the
literature and, as we shall see below, has growing mode solutions.

The stage of the evolution of the Universe we study in this work is the radiation domi-
nated epoch at the time following neutrino decoupling. At this stage, (in the ACDM model)
there are four matter species that are present in the Universe, namely, neutrinos (v), photons
(7), baryons (b) and cold dark matter (¢). We construct the total stress-energy tensor by
adding those of each species, labelled by the index s,

790 =Y 17, (2.10)
s
which are given by
T8 = pasuf, (2.11)
177 = pyuguy (2.12)
T,?’B = %pvu%@ + %pygaﬁ, (2.13)
100 = Spuigul + 5pyg™ + 7. (2.14)

It is clear from these expressions that only neutrinos have anisotropic stress, as it is assumed
that photons are tightly coupled with baryons at this time and dark matter is too cold to
have appreciable anisotropic stress. We thus set it to zero. Note as well that all species
have been written in their specific energy frames given by each 4-velocity vector u$. This
implies that the calculation of the total fluid quantities, such as the total energy density, is
not a simple sum of those variables defined in each frame. We perform this calculation by
projecting the stress-energy tensors of each species into a global energy frame, labelled by the
4-velocity vector u¥. After this change of frame, we find the total energy density, pressure
and anisotropic stress are given by

1 1

p=repe+ %+ 5 (495 = 1) py 5 (490 = 1) o+ 7 uaus (2.15)
1 1 1 1 1

P=2(3Z=Dpet (0% = Do+ 5 (475 = 1) py + 5 (495 = 1) pw + gﬂﬁ‘ﬁuaum (2.16)

1
7B =g _ g(gaﬁ + duuP )iy,

1 1
+) (1 +ws) <3(1 — 3¢ + S0 Ay uuP + uguf) Ps (2.17)
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while the 4-velocity of the energy frame can be related to that of each fluid by solving the
following equation for u®:

S+ we)peys (u —7eu®) — wPus — P uugut =0, (2.18)

S
which is obtained from the energy frame condition, i.e. by setting the momentum transfer
vector ¢% to zero. In the absence of neutrino anisotropic stress, one would find the following

solution for u®:
« — Zs(l + ws)ﬂs’)’s“?

> os(L+ws)psvi
This result is still correct at first order, but is not sufficient at second order. In all expressions

(2.19)

above, ws = Ps/ps is the equation of state parameter and -, is the Lorentz factor for changing
between the energy frame and each species’, which is given by
Yo = —uduy. (2.20)

All these equations are fully covariant and are therefore valid at all orders in perturbation
theory. In the following we will use them at second order.

2.1 Evolution equations

To describe the evolution of this system we assume Einstein gravity,

G = 8rGTF (2.21)
and describe the evolution of each fluid by:

VeI’ =CS, (2.22)

VTP =0, (2.23)

VIt = -C3, (2.24)

VTP =0. (2.25)

where we have included the interaction of photons with baryons, represented by Cf;b. How-
ever, we will assume the tight coupling approximation (TCA) is valid, which means that
the velocity of the photons and baryons is equal. For the case of the neutrinos, we also
introduce an equation for the anisotropic stress, which is derived from the Liouville equation.
We shall write these equations below in their perturbed versions. We write only the second
order equations as the first order ones can be obtained straightforwardly by setting all the
non-linear terms to zero. Furthermore, we write all equations in the synchronous gauge, since
that is the gauge we will use in most of the paper. We also include only scalars as we are
only studying second-order scalar modes sourced by first-order scalars. We leave the study
of vector and tensor modes for future work.

We begin by writing the field equations for the two scalar potentials available in syn-
chronous gauge. The only ones we require are the constraint equations, given by

Vi) + HVE — 3HY — g’H? > Q0 = 6HYY — g(w’ﬁ — 4pVp — %w,iw
2 / Ino2 1/ 2 i 2 2 i 1 2 72
—2WVIE) + ¢'VIE' + VBN + VIEV Y 4 B — VPEVRE (2.26)

1 ) 1 1 . 3 .
+ ZVZE,NQE” +2HE BV + L BB — EE,ijkE7lﬂk + 57{2 D (14 we) Qg vy,

S



and

) 1
- ;%2 D (Ut w) Qs = —2(V2) — 4yl + VB + SVIE'VY

s

| 1 ] .
+VPEVH + B 4 S B 4 SVEE VPR — B B (2:27)
— SHEY QL+ ws) [2((6 — 20)0)  + (e BV
S
— QH? [(ov))i — 3(V 200, 4]

in which Qg = 87Gps/3H? is the standard density parameter for each species, 65 in the
density contrast for each species, defined by ds = dps/ps, vs is the corresponding velocity
fluctuation and o, represents the scalar part of the neutrino anisotropic stress. The energy
conservation equations for the fluids are given by

+ 0505 — (L +wy)vy (20); + 055 — 30 + V2E,; + (1 — 3w,)Hus,;) (2.28)

2 ) -
+ §6Z [20,,iv;) — o, VH(E' +v,) + 3V 20,,;(E + v,)Y]

where we have assumed that each fluid has a constant equation of state and have aggregated
all possible cases for the four species under study. %, appearing the last line of Eq (2.28), is
the Kronecker delta symbol and is unrelated to the density contrast.

Concerning the momentum conservation equations, we only have to write them for the
neutrinos and the photon-baryon plasma. This is due to having chosen the synchronous
gauge, which allows one to set the cold dark matter velocity to zero to fix the residual gauge
conditions. Furthermore, since we assume the TCA is valid, there is only one equation for
the common velocity of photons and baryons, vy,. This equation is obtained by summing
the two momentum conservation equations for baryons and photons and is given by

V2 [(380% + 492, v}, + Q8 + 3QHuy, | = —49Q, (5711;;;') 30, (5,,11;;;‘)

g 52

i 20 8
-+ ’Ul’)z7 [Q-\/ (41/}72' - EVQE; — 3V2Ub%i> + Qb (61/}71 - 6V2E’/i — SVZUb%i — 3H5b71):|

=20 (40 = EV0y5)  + Vv, [Qv (W TV 3v2vm> + (%/ - 251))}
— vpy (49 + 3) (2B + vhyif) (2.29)

while the one for neutrinos is given by

1/ - J
=z (5’$ (Ei5 — dij) — iy, (4B + 2%,@']‘))

1
20,/ -
V [vy+45y~l—ay] 5

L =5+ V2E + Vu,)v) — 6,0)°) (2.30)

- (6
1 3 -2 1 Jo—2 A
+ 1#01,72' + §'¢,i0u — 51/}’ \V4 Ouyij — 5(01,111,’@' — 31];/ AV Ul,ﬂ'j)
1
2

) 4 . . i
<3V2Ea,,7i + E 00 — §V2E,io—y + 5BV 20, ik + 4V2E’JV_2U,,7Z-J-> :



The equation for o, is derived from the Liouville equation, as explained in Appendix B,
following most of the conventions of Ref. [30]. In synchronous gauge, that equation is given
by

1/2 g
§w+<&mm—5<¥MQJW¥—M@>&OGW—CW—A%I@ (2.31)
10 .. 1 g L L 8 g
— 470 — ié@ﬂA’;lEjkl + (6A§Zv2E’ + 5A5}1E7',j + 5A?Ej,j) + BAOE’ i

2

8 « i 1
— —AgOIVIE — [4ALE + =
500V < T”+5<3

@ﬁ“—ﬁﬁ—ﬁﬁ)AQ¢k
8 ij i kg 1 ij ( ik kl /

in which the A variables are perturbations to the different moments of the distribution
function of neutrinos and are called here brightness tensors. Their expressions are given in
detail in appendix B. While the third and higher rank tensors are defined solely in terms of
the integrals of the distribution function, the first three can be related to the stress-energy
tensor as follows:

6T,
Ag=——20 (2.32)
P
. TI .
N:—fy@+qy (2.33)
i1 k_ Lokme \ (sl si o sl pi sl
ATj:; Tuz—§5lTur <5j5k+5jE,k_5kE,j)’ (2.34)

in which p, is the background neutrino energy density. Because we are only dealing with
scalar modes, we compute the scalar part of Eq. (2.31) by applying the differential operator
0'07. Due to its complexity, we refrain from showing the final evolution equation for o, here.
It can be calculated straightforwardly from the scalar equation by using the conversion from
the scalar part of AT§ to o, shown at the end of appendix B.

This concludes the description of the evolution equations. In the next sections we will
describe this differential system in general and provide details about its formal solution.

3 Differential System

It is straightforward to show, after applying a Fourier transform, that the differential system
presented in the previous section can be described by the following generic equation at any

specific non-background order:
DX = Q7). (3.1)

in which D; is a linear differential operator, X is a vector including all the variables to evolve
and Q(7) includes all the non-linear terms, which act as a source at orders higher than the
first, while at the linear level we have Q) = 0, by definition. For example, at second order,
the source term is a convolution of squares of the first order (or linear) solutions,

Q) (r k) > / X0 (G-HxO(g), (3.2)



in which we introduce the notation

/q:/(gi‘ig. (3.3)

In order to solve such a system, one begins by solving the first order equations. Being
linear, the solutions to those equations can be written as a sum of particular solutions, the
number of which is the same as the dimension of the solution space, D. The solution can
therefore be written as

XO(r, k) = ZTT]C Wy, (3.4)

in which 7;(7, k) are transfer functions and I;(k) represent the initial conditions of certain
variables of interest. These variables will be called the defining variables of a mode, since
they are non-zero only when a specific mode is present. Each of the 7; is a vector (just like
X) while each of the I; is a scalar. The I; are usually random variables which encode all the
statistical information of the initial conditions, and, given that the evolution of the transfer
functions is classical, they will allow us to calculate the statistics of X(1) at any time. The
fact that each of the 7;(7) is an independent solution of the differential system also means
that we can separate the numerical solution of the equations mode by mode, solving each one
separately and later calculating the required statistics by summing all the modes. This is
especially useful, since it allows for a solution of the equations without the need to specify the
amplitude of each initial condition, leaving those parameters to be constrained by experiment.
At second order, the general solution is

ZT (r, k) I ( +Z/ T2 (7 kb, ko) 1 (k)LD (k) (3.5)

k1,k2

in which the first term is the homogeneous solution to Eq. (3.1), i.e. it is the same solution

as the first order one, only with different coefficients I Z-(2). Given that fact, the total solution,
up to this order, can be written as

k) (3.6)
—Z”’f( <>% ®)+ Z/ kb )L () ).

(2)

which shows that one can absorb the term I; 2
setting IZ-(Z) = 0. In this case the defining variables I; = Ii(l) + %Ii(z) are set by the initial
conditions of the full X and not just its first order part. This is also more natural, as many
times, the initial conditions will not be split into different orders, unless they have different

(2)

properties, such as non-Gaussianity. An alternative scenario is to write I;
W
i g

previous case, because nothing constrains 7;;2) from including terms proportional to 7;.
To numerically solve the differential system in question one may also separate the so-

into the first order part Ii( or, equivalently,

as a sum of

, effectively including it into the second term above. This is also equivalent to the

lution of the different transfer functions 7;§-2), in order to find solutions which are valid for
any values of the amplitude of the initial conditions. To see why this split can be performed,



we begin by analysing the source Q(7,k). It can also be written in terms of the defining
variables as:

Q¥ (k) =) | Si(mkska k) Tk (k) (3.7)
i,j 1,R2

in which §;; are the equivalent of transfer functions for the source terms Q®@. It can be
shown, due to the linearity of the differential system, that there is a particular solution to
the second order system which is a sum of the solutions of similar systems with the source
Q? substituted for each of the terms in the sum above. Hence, to find the evolution of each
7;(2) one needs only to solve those similar systems in which only the {7, j} defining variables
are non-zero.

The question that we are concerned with in this paper is that of the initial evolution of
7;52), to be used in setting up its numerical evolution. The aim is to find an approximation to
the transfer functions that is valid when all Fourier modes of interest are still super-horizon
during the radiation dominated Universe. In the following section, we precisely define the
isocurvature basis.

4 Definition of isocurvature basis

In the radiation dominated Universe and after neutrino decoupling at z ~ 10°, the species
that are relevant are (nearly) massless neutrinos, the dark matter fluid and the tightly coupled
baryon-photon plasma. In the case that those species can be represented by barotropic perfect
fluids, one can show that the total number of evolving scalar degrees of freedom is 8. This
is due to the fact that, for each fluid, the perturbed energy conservation equation and the
momentum conservation equation allow us to derive a second order ODE (in k-space). In
an appropriate gauge, such as flat gauge [36], one may use the Einstein constraint equations
to eliminate the metric potentials, and arrive at a system only in terms of fluid quantities,
such as energy densities, pressures, etc. To close the system, one uses the barotropic and
perfect nature of the fluids to set the entropy and anisotropic stress fluctuations to zero.
Finally, one specifies an equation of state, relating pressure and energy density, which results
in a second order ODE for the density perturbation of each fluid. Thus, for each barotropic
perfect fluid there are 2 independent modes, hence 8 in total?. Naturally, there may be more
modes, if, like the neutrinos, the fluids are not perfect. However, it is unlikely that those
modes are present if the fluid has been tightly coupled in the past, as such a stage brings any
anisotropic stress to negligible values. After decoupling, an anisotropic stress perturbation
will be generated, but only after horizon re-entry.

However, as is well known in the literature [21], only 5 of the 8 modes are growing
modes in the standard case. This reduction from the total 8 degrees of freedom is due,
firstly, to tight coupling, which forces the velocities of baryons and photons to be equal, or,
in other words, constrains the mode generated by their difference to be a rapidly decaying
mode. Two more modes are also decaying modes, and, in synchronous gauge, arise due to the
presence of a non-zero total density contrast and total velocity, as can be seen by analysing

2The situation is slightly different in synchronous gauge. In that case, one of the metric potentials cannot
be completely eliminated from the final equations in terms of the density contrasts. Therefore an extra
equation for that potential is required, which appears to increase the number of degrees of freedom to 9. This
is a peculiarity of this gauge, for which the coordinate freedom has not been exhausted. The 9th mode is in
fact a gauge mode, which is often eliminated by setting the initial velocity field of the dark matter fluid to
Z€ro.



the first order versions of Egs. (2.26) and (2.27). Setting those quantities to zero eliminates
the corresponding decaying modes at first order. The five remaining independent modes
are usually represented in the so-called isocurvature basis, in which one defines an adiabatic
mode and 4 isocurvature modes: dark matter, baryon and neutrino density isocurvatures as
well as the neutrino velocity isocurvature, which are labelled in accordance to the defining
variable, I; that is non-zero in each mode. All observational evidence points towards the
adiabatic mode being the dominant one and that is why it is used to define this basis. The
other modes could possibly be split in different ways, but we stick here to the conventions of
the literature, as this parametrisation is commonly used in observational studies.

At second order, an interesting issue arises. Looking again at Eqs (2.26) and (2.27), we
see that the terms proportional to H? are responsible for generating decaying solutions, since
H ~ 7! during radiation domination. In order to make sure those terms are disabled, we
actually require 6 = v = 0 and v = § = 0 at the initial time. At first order, however, the
condition on the derivatives is a consequence of the original condition, § = v = 0, as can be
shown by checking the total energy and momentum conservation equations:

1
&+ (1 +w) (2%5 + V2 — ,Hv%z)) =0, (4.1)
4
(1+w)v + (1 +w)(1 - 3w)Hv + wd — §020, (4.2)

in which w = P/p is the equation of state parameter for the total fluid. To show that these
imply v/ = 6’ = 0 when § = v = 0, we first note that H~! ~ 7 and as a consequence the term
with v is negligible initially. The second and crucial step is noticing that ¢ is initially zero
at first order, because it is proportional to the neutrino anisotropic stress. At second order,
this is no longer true, since the total anisotropic stress depends on the velocity fluctuations
of each species, as can be shown from Eq. (2.17)3. Therefore, the conditions required for
non-decaying solutions are not satisfied at second order in all cases. In particular, we expect
the neutrino velocity mode to have a decaying component at second order, since it is the
only one for which the velocities of particular species are initially non-zero. For this reason,
we choose not to perform any calculations at second order with the neutrino velocity mode.
We now describe the standard way of performing the general decomposition, including the
description of the neutrino velocity mode, for completeness.

We begin with the adiabatic mode. It is defined to be the mode whose initial conditions
have vanishing entropy perturbations and vanishing velocity for all species. At first order,
the gauge invariant relative entropy perturbation is given by ([44])

Ssr = 3(Cs - Cr) ) (4'3)

in which r and s label the species in question and (; is the partial curvature perturbation of

species s, which is given by
ds

Cs = _1/} + m > (4.4)

where we have assumed that energy transfer is negligible. In order to define any general
mode one must give five initial conditions, as that is the number of growing modes present in
the system. However, we wish to leave one of those initial conditions free — the amplitude

3Contributions from non-linear terms appearing in the second order version of Eq. (4.2) are not important
for this argument as they can be shown to be initially zero for all possible growing modes at first order.

~10 -



of the corresponding mode — so that it may later be fixed by measurement. Thus, we only
present four conditions for each mode. For the adiabatic one, the conditions are, in terms of
the relative entropies:

SC'y|T:O = Su'y|7':0 = Sb’y|7‘=0 = S(/:]/|T:0 = 07 (45)

In synchronous gauge, in which these conditions were originally defined, the adiabatic mode
is given in terms of density contrasts and the neutrino velocity:

50’7:0 - 51/‘7':0 = 5b’7:0 - UV|T:0 =0. (46)

We can show that these conditions are equivalent to the ones for the entropies as é,|r—o = 0
due to the total density contrast being set to zero to avoid decaying modes. The defining
variable in this case is ¥|;—9 = —(|r=0.

For the isocurvature modes, instead of the initial entropy being zero, these modes require
the initial curvature perturbation, ¢, to vanish. The different density isocurvature modes are
then distinguished from each other by the fact that at least one of the density contrasts (or
neutrino velocity) is initially non-zero.

We summarize here all the conditions for the isocurvature modes at first order in per-
turbation theory, written in synchronous gauge:

Baryon isocurvature:

50’7:0 = 61/‘7’:0 = 1/”7:0 = UV|T:O = 07 (47)
Defining variable: dy.

Cold dark matter isocurvature:

5b”r:0 = 51/‘7':0 = w‘T:O - 'Uu|7':0 = 07 (48)
Defining variable: §..

Neutrino Density Isocurvature:

5c|7':0 = 5()‘7':0 = 1/1‘7':0 = UV|T:0 = 07 (49)
Defining variable: d,,.

Neutrino Velocity Isocurvature:

50’7:0 = 5b|7':0 = 51/’7:0 = ¢|T:0 = O, (410)
Defining variable: v,.

As with the adiabatic mode, similar conditions can be defined with other gauge invariant
variables, such as the partial curvature perturbations (s. For example, a new set of conditions
would be obtained simply by substituting every ds for the corresponding (s and 1 for the
total (. However, the new modes would not form a orthogonal basis in initial condition space,
since choosing the (; as defining variables would imply that the adiabatic mode contains a
contribution from each of the density isocurvatures. The choice we present above is only one
choice of variables which generate an orthogonal basis for the solution space. Many other
choices are certainly possible, but this is the one used in the original literature [21].

The conditions at second order are now already automatically set by stating that the
Eqs. (4.6)—(4.10) apply to the "non-perturbative” variables and not only to their first order
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parts. This is because, by definition, when we choose the component of the vector X to be
one of the defining variables, we have:

Li(r k) =Y T (r.k)I;(k) + Z/ T i (7 K, Koty o) I (K1) 1 () (4.11)
J m,j

k1,k2

and thus, the obvious condition of equality, I; = I;, forces 7;2 = (5;'-, as well as Tn"lj =0, when
the index ¢ corresponds to a defining variable. So, the condition is simply that the initial
second order part of the defining variables is exactly zero, for all cases. The choice of defining
variables plays a crucial role in the form of the results, as it determines which variables one
chooses to be initially zero at second order. A different choice would result in equivalent
results, but with a different functional form.

An additional condition must be set regarding the metric potential E. At linear order,
the initial value of E is not relevant for the evolution of the other quantities, but at second
order, this is not the case, i.e. the first order E|,—¢ does appear in the quadratic source
terms and would seem to influence the evolution. However, it can be shown that the initial
condition of E (or the value of E at any one time point) can be fixed by the labelling of the
spatial coordinates at that time point [40]. Therefore, it is fully consistent to set E|.—o = 0
and that is what we do throughout the paper.

With these conditions, one is now able to calculate the initial time evolution for the
transfer functions in each mode. This will be done in the next section.

Before showing those results, a few important points must be made regarding the adia-
batic nature of the second order modes. Firstly, it should be noted that, at second order, the
different linear modes mix together. Thus, what we will later call the second order adiabatic
mode is the one which is sourced by quadratic combinations of adiabatic linear modes only.
Other modes exist which are sourced by one adiabatic component and another isocurvature
one. We will label all those modes, mized modes. The second point is that, when this “adi-
abatic mode” is defined in this way, it is not obvious that the entropy perturbation, given

by

@) @ )
5@ =% Tt (5) (4.12)

T :1+w8 14w, (14 wg)?

(1) (1)
L2 swsm oy 2 sy 9T O
14+ws ° 7 3(1+ws)H ° 1+ws 14w, ]’

should vanish at second order, since this condition was not enforced in any way. All the non-
linear terms vanish since all the first order J; are initially zero when the mode is adiabatic. By
the arguments following Eq. (4.11), we know that all second order densities are zero initially,
except for the photon density, which is unconstrained by those arguments. However, the
presence of a total density contrast can also be shown to generate decaying modes at second
order. Therefore, since we are not considering decaying modes, by Eq. (2.15), the photon
density contrast is zero at second order as long as all first order velocities are zero. The mode
considered here obeys this condition and is thus a true adiabatic mode.

In different gauges, the vanishing of the entropies may require different conditions for
the density contrasts, particularly if they do not vanish initially at the linear level. For
example, Ref. [30] uses the following conditions, which should be valid in a general gauge, at
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second order:

3 3 2
25@)), 2 — = (5§1>) =00 =0 = 6| =o. (4.13)

67 rmo = 8l = | =

Similar arguments apply to the isocurvature modes. Again, it is not obvious that the

gauge invariant curvature perturbation, ¢, will always vanish in all isocurvature modes, for
the same reasons as above. For reference, in the large scale limit, ¢ is given by

C(Z) - _ ¢(2) +

5 1+ 3w 2
- ( (1)) (4.14)

314+w) 901 +w)

A sogmy 2 s [y Y
3(1+ w) 3(1+ w)H 3(1+w) )’

where, for brevity, we are presenting only the variable which is invariant under changes of
slicing. We can see that it depends only on the total density contrast, §, and not on the
individual ones for each species. As explained above, ¢ is zero for growing modes, which
added to the choice that 9|,—o = 0 for isocurvature modes, results in ¢ (2) = 0, confirming
also that all modes sourced only by isocurvatures are also true isocurvature modes.

5 Approximate initial time evolution

In order to calculate the initial evolution for each mode, we expand every variable in powers
of 7:4
X =Xo+ X7+ Xor? + X373 + .. (5.1)

This assumes we are neglecting decaying modes, as before. To find the solutions for each
mode we apply one of the initial conditions given in Eqgs. (4.6)-(4.10) to the expansion of the
variables {1, 0p, d¢, 0., v, }, generating a series of constraints on specific X;. This constrained
expansion is then substituted into the evolution equations, Eqgs. (2.26)-(2.31), resulting in a
set of algebraic equations for the coefficients, X7, order by order in 7. This will describe the
initial solution to the equations of motion for each growing mode. We begin by applying this
procedure at first order and recover the results found in Refs. [21, 24]. We substitute those
results into the second order equations of motion and apply the same procedure to find the
initial evolution for the second order transfer function. This is the final step to obtain our
main results, which we show below.

We begin, however, by giving an example at linear order. We show here the results for

4To make this expansion well defined, one should use a dimensionless expansion parameter, instead of
7, which has dimensions of time (or length, with ¢ = 1). In practice, as will be clear in the results, the
expansion parameter will either be k7, k;7 or wr, with w = QaH/vQr. The first two are very small for
modes deep outside the horizon, while the last one is small for sufficiently early times, given that the constant
w is O(lO_ﬁ)Mpc_l. Thus, the expansion in 7 is correct as long as 7 is sufficiently small.
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the sum of the two matter isocurvature modes in synchronous gauge:

1 1 1 1
1 =R, (—wT + (w7)2> 80 + Ry, (—wT + (w7)2> oy,

TG TG
15— 4R, 3\ o 15— 4R, 4\
—(R—2"2" 3 i AP
<R 7205+ 2R )% <R”72(15 2R, ) b

R Ry
L= (- c 120073 ) 50 B 2wrd ) s
7 < 6(15+ 2R, " ) et ( 6(15 +2R,) T ) %>

in which w = QuH/VQr, Rc = Qc/QU, Ry = Q0 /Qr, Ry = Q,/Qr and the Q are the
usual density parameters. We have also used the total matter and total radiation density
parameters, respectively given by Qy; = Q. + , and Qr = Q, + ,. This implies that
R.+ Ry =1 as well as R, + R, = 1. We have also abbreviated the initial values of the cold
dark matter and baryon density contrasts, d.|,—¢ and d|,—o, to 60 and Jp for simplicity of
notation. We also do this for all other defining variables in all modes presented below.

This example is particularly useful because it also allows us to analyse a combination
of modes called the compensated isocurvature mode [11]. This mode is defined by the choice
of initial conditions for which all variables cancel in the equations above, except the matter
density contrasts. It is given by the following condition

0 Re (o
0, R g - (5.3)
When the initial conditions are exactly related in this way, no other variables are generated
at linear order. As we will later verify, this is no longer true at second order, due to mode
mixing.

Another property that we can see in this example is that, at first order in perturbation
theory, there is a hierarchy between the brightness tensors in terms of their order in 7: it
is clear here, that 6, > v, > o,. This can be shown using the evolution equations for
those variables — the first order versions of Egs. (2.30)—(2.31) — from which one deduces
that v, [ d,dr and 0, x [wv,dr. This implies that one can safely neglect the higher rank
brightness tensors, as they will certainly be smaller than the ones shown. At second order,
this is not so straightforward, as all variables are sourced by non-linear terms, which do not
have to obey such a hierarchy. In order to test this, all the results below include one extra
variable, the scalar part of the rank 3 brightness tensor, Az. Should this variable be of the
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same order in 7 as o, one may assume that all other brightness tensors are of a similar size.
Should that be the case, they may not be negligible, since they may affect the evolution of
all other variables. In practice, as we show below, none of the modes under study suffer from
this problem and this hierarchy is preserved.

We now present the second order results for all growing modes, excluding the neutrino
velocity mode, as it includes decaying contributions at second order, as discussed above. In
all of the results shown, we abuse the notation and use the names of the variables to denote
the transfer functions multiplied by the defining variables (for example 1(?) = Tii1i1;) i.e.
we show only the integrand of the second order part of the variable. We begin by showing
the pure adiabatic mode and show the results for the isocurvature modes after that by
“activating” each of the four linear growing modes separately.

5.1 Pure adiabatic mode

We find the following results for the initial evolution at second order and at leading order in
7, when including only the quadratic source composed by the adiabatic first order solutions,
in synchronous gauge:

50— AR, K*(3k* + ki 4+ k3) + 5 (3(kf — k3)? + k2 (kT + k3))
B 24(4R, + 15)k*
5 (9Kk* — 3(k% — k3)? + 2k% (k1 + k3))

(BT)*4k, ¥k, »

0 I TR PRy »
— L 50+ ) ol
% (3K% + 5(kT + K3)) T2, VR, -
5 = L sk 1508+ 19) ol
RIIEENErNY o
vﬁ) :721k2 (3" + 2(k{ — k3)* + TR (KT + K3)) 7200, U, »
W@ —_ 23 T4l (K" + 2(kT — k3)? + TK* (kS + k3)) 7209, R, »

Y T2(4R, + 15)k2
(9K — 3(kT — k3)% + 2K2(KF + K3))

2 2,0 .0
9 3Tk + 9(k? — k2)? — 6k (k? + k2)
Ag) _ (ki 3) (ki 2 T3¢21¢22,

42(15 + 4R, )k*

These results for the adiabatic mode were already known in Poisson gauge [28, 30] and
one can check that they match ours by using the gauge transformations given in Appendix
A. We see here that o, is initially larger (in order of 7) than v,. This was not the case at the
linear level. However, we also note that As is again higher order in 7, giving us confidence
that higher rank tensors can be neglected.

~15 —



5.2 Pure cold dark matter isocurvature mode

For the mode that is sourced by the quadratic dark matter isocurvature first order solutions,
the initial evolution is given by:

2 2 (W) (W)’ 0 o
w( ) :RC ( 48 - 72 6C,k16€,k27

E® 20(74)

59) =R, (—wT + 18—27531%0(407)2 + 160k + k) _7;(5](6 + 1TRe)” ) 8¢ k15c k2 1

o =12 (B r? = L)) 82,8

o =1 (Sm? - S(r)?) 0,

o) =2 (r)? - S i, 8%, (5.5
(2 o

v(?) =R? <—7ﬁj + w;?) 00 1y Oy

o) 20(74) ,

5.3 Mixture of adiabatic and cold dark matter modes

When both the adiabatic mode and the dark matter isocurvature are present, a mixed mode
is generated, for which the initial evolution is:

1 1
w(Q) :RC <3WT - 8(WT)2> Ck‘lwkg 9

E(Q) —fm/)(k klv ]{‘2)0)7—350 k1 wk&

1
5@ = <_4k372 + ﬁ(—2(/9 — BEDR, + E2(9 + 4130))m3> S0y Ry

5@ = 73(3k* — 15k7 — 29K3)00 1, ¥, .

~120¥
R,
o5 = - G0 (3k% — 15kt — 34K3)0¢ 4, U, »

62 = — ffo wrd(3k? — 15k% — 34Kk3)00 . ¥R, » (5.6)
o = Re o o o0 o R(Ry+3Rp) o5 .9 o9 2 3
'yb = <12]{;2(k +]€' kQ)(/JT —W(k +]€'1 —k2>w T Ck1¢k27

R, R,
~ 9 9 Lo\ 9 2,12 12y 2.3
vl = (12k2(k + k1 — k3) A8%2 (k" + ki — ky)wr > ckldj’@’
o) =12 (e, oy, ko )wkP T30 1 Up,

AP =0,
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with the following kernels:

R
cy c 2\ 7.4
= — 225 + 720R,, + 32R2)k
E 576(15 4 4R,)(15 + 2R, ) k1 [(225 + +32R,)

+ 3(675 + 240R,, — 32R?) (k% — k3)?
+2k%((—1125 — T20R,, + 32R2)kT + (—225 + 240R, + 32R2)k3)] |
feb — _ R (1354 8R,)k* + 3(5 — 8R,)(k? — k3)? + 2k2((—75 + 8R, )k} + (65 + 8RR, )k3)]
7 48(15+ 4R, )(15 + 2R, )k* '

Note that to get the full results for the mixed mode one would have to add the complementary
solution obtained by switching k; <> ka2. We can see that there exist growing mode solutions
for these mixed modes, thus showing that they must be taken into account if one is to have an
accurate understanding of the effect of isocurvature modes on non-linear observables. This
is even more important in the particular case shown, since this mode includes a contribution
from the adiabatic mode, which should make this mixed mode more relevant than the pure
isocurvature one, presented before.

5.4 Pure baryon isocurvature mode

We now move on to the introduction of the baryon isocurvature mode:

wT 2 wT 3
w(Z) :Rz (( 48) _ ( 72) ) 5(())’]61 687162 7

E® =0(r*)

3 17
5@ 2 (<m>2 - 48<m>3> Oy Obks

18 + 23R 16(k? + k2) + 20k2 — 15(6 + 17R,)w?
* bWT+ ( 1 * 2)+ ( * C)w 7—2> 627k1 I(D],kzy

(2) _ _
oy —wa7'< 1+ 13 20

3 5
52 —R? (4(w7)2 - 9<wr>3) O Sk

3 )
(5](/2) :Rg <4(OJ7')2 - 9((,‘)7')3) 519,]{:151()),]62 5 (57)
2

@ oo (TR, =16 5 4 Ry(69—15R,) +16R2 , ,\ ,

U’yb —Rb (144R7 wT” + 576R/2y ’Yw T 6b,k15b,k27

v?) =R? —Lw273+iw374 50, 59

v b 144 36 b,k1Yb,k2 >
o =0(r"),

This mode is very similar to the “pure” dark matter isocurvature, as it is already at first
order. In this case, however, the application of the compensated isocurvature condition,
Eq. (5.3), would not lead to cancellations when this mode is summed to the dark matter one,
due the quadratic nature of these modes. Furthermore, some terms are completely different
in the two modes, namely the matter densities and the baryon-photon velocity. However, in
order to completely analyse the initial evolution of the compensated isocurvature mode, we
must still investigate the mixed mode between the baryon and dark matter isocurvatures.
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5.5 Mixture of baryon and cold dark matter modes

This mixed mode is given by

RyR, 2
»®@ —te <(OJ7')2 - 3(WT)3> (Sl())Jfl(sng )

48
E® =0(r*)
1 9+ 23R, 16k% — 15(3 + 17R.)w?
(5£2) :Rb <—2W7' + T(W7)2 + 1 720 (JJTS 519,/?1 58,k‘2 s
9 1 9+ 23R, 10k2 — 10k? 4 26k2 — 300w? + 255 R .w?
(5;) ) =R, <—wT + — 8 (WT)2 + 1 ;20 wr3 61?,k153k2 ,
52 =RyR §((m')2 - §((m—)s 69, 60
v bl 4 9 b,k1%c,ka
3 5
(51(,2) =Ry R, <4(w7')2 — 9(w7)3> ‘51?,k152k2 ) (5.8)
2 _ RoR:(9(kf — k3) — (23— 14R,)k?) 5 5.0 0
Yo : 238 R, k2 T Ok Ocks
TRyR,
01(12) = — WWQTK?(S?’]‘:I 68’]€2 P}
UV2) :0(7—4) )
AP =0(r%).

Adding all the matter modes together and applying the compensated isocurvature condition,
Eq. (5.3), we can show that again, the compensated isocurvature mode has vanishing initial
evolution even at second order. This is not surprising, since, if only these matter isocurvature
modes are active and do not evolve at linear order, they would only source the second order
evolution if terms like 62, 52 or 6.0, existed in the evolution equations. Having concluded
that a pure compensated isocurvature mode does not evolve initially, it remains to be seen
whether it can mix with the adiabatic mode and generate additional contributions.
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5.6 Mixture of adiabatic and baryon modes

To test what happens when one mixes a compensated isocurvature with the adiabatic mode,
we first need the mixed mode between the baryon isocurvature and the adiabatic mode:

1 1
1/}() Rb<3 T—8(A)T>6bk1¢k2,

:fg’w(kj? kl? k2)WT358,k1 1/}22 I
Ry,

(ng) = — @UJT?)(—ZIQQ + 101{;% + 41k§)52k1¢22 )
1
52 = (—4k: + ﬁ)((15&2 +29k3 — 3K%) Ry + 6k3 )wr > O Vi
Ry
o) = — Shwr (3K — 15kF — 34K3)00, 08,
53 = — %w73(3k2 — 15k — 34k3)6) 1, VR, (5:9)

2 Ry Ry(R, + 3Ry)
vy = (1%2 (K + ki — k3)wr? — W(k@ + kT — k3)w?T® ) 6 p, U2,

R Ry
) b oo 9 9 2 2 2y 2.3\Y<0 0
o) = (12k2(k + k= Br® — 5 (8 + k= ks )5””“%’

oD =12k K,k )k® 700, 08,

with the following kernels:

Ry ..
O (k) Ky, key) = R” Y (k, k1, k2)

C

R,
130 (ko ko) = S S50 (b )

It is immediately clear from the relationship between the kernels for F and o, that cancella-
tions will occur when the compensated isocurvature condition, Eq. (5.3), is applied. However,
there are some terms that do survive and are given by

1
59) - _ %kgq-Q(S — w7)5%1,k11/122 )
R,
51()2) 0R, k‘ (5 — WT)5?JI k1 w’(f)2 ) (510

9 R k24 k2 — k2
g”) "R, W%fz w08 ky YRy -
Y

in which 5?31’161 is the initial density contrast of dark matter in the compensated isocur-
vature mode. We see here that the compensated isocurvature condition is conserved, i.e.
(52(,2) = —%59 , but we also see that the velocity fluctuation of the baryon-photon plasma is
generated by this mode, which was non-existent at linear order. We confirm here that the

compensated isocurvature mode does have an effect on the evolution at second order, even
at these early times.
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5.7 Pure neutrino density isocurvature mode

We now introduce the modes sourced by the neutrino density isocurvature. First we show
the results for the “pure” mode:

B =177 (ke kr k) (R7) 200 1, S0,

E® =1 (k, ky, ko) 7260 1, 00, »
) = o T8 = 307+ Kur e,
O =3f;% (TR = 3(k3 + K3))760) 1,0,
59 :15}% (k’Q - k‘% - k2) 5u k15y ko
B2 =0 (4 = 1 = K)700,,0%, (511)

2
@ ([ Ry 3RbR

02 :75 59

l/kl l/k27

& f””(k Ky, ko) (k)60 5., 00
AP =17 (k, by, ky) 7360, 89

S)

Vk‘g’
Vkl l/k:27

in which the kernels abbreviated above are given by

_ RY[(27 + 68R, )K" — (91 +4R,) (3(k] — k3)* — 2k° (kT + £3))]
96 R, (4R, + 15)2k* ’

fo! (b, K, ko)
E‘V(k:7k17 k?) = - 3fZV(k:,k.17 k?)a

1
vk, Ky, ko) = —
Jo" (ks k. k) 96 R (4R, + 15)2k*

+(225 — 153R,, + 4R2) (3(kf — k3)* — 2K* (k7 + k3))] .
» R, [(—51+32R,)k* + 3+ 16R,) (3(k} — k3)* — 2k* (k3 + k3))]
RV (ky k1, ko) = — 2 :
84R, (4R, + 15)2k

[(—225 — 39R, + 188R2)k*
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5.8 Mixture of adiabatic and neutrino modes
The mixed mode between the neutrino density isocurvature and the adiabatic mode is given
by

O =% (k, ko) (k)00 1, 08,

E®) = £ (k, kv, ka) 7260 1, 0,

RyR,
oY = 160R,, (k* = 5kY — k3 )wr?0, 5, U, »

(2) Rl/ 2
o = 16R, (0 = B =) G

R,
52 = — ToF (k* = 5(k} + k3))7260 1, ¥p, -
1

52 :E(/-e2 — 5(k{ + k3)) 7260 1, ¥R, » (5:12)
S Ry(k2+k%—k‘%)7_ 3RbRy(k‘2+k%—k2) -2 77[)

b ARk’ 16RIk? e

o _ (KK k)
0@ = - T Oy iy »

o) =120 (k, k1, ko) (k7)200 1, ¥R, »
AP =L (ke et ko) 300 4, 00,

The kernels are given by

R, [(45 +4R,)k* — 3(5 + 4R,) (k% — k3)% + k2((—30 + 8R,)k? + 2(25 + 4R, )k2)]

o == 24(4R, + 15)2k* ’
ng_ng?b,
3
v v
fo— — Ryfw (k7k17k2)7
1
v 6 2 2\3
=— 154 16R,)k 1 4R, (ki — k
fa 336(15 + ARV )2kE [(55—i—3 6R,)k” + 35(15 + 4R, ) (k] 5)

—3Kk* (kT — k3)(3(65 + 28R, )k} + (225 + 28R,)k3) + k*((675 + 37T2R, )k} — 5(147 4 52R,,)k3)] .
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5.9 Mixture of dark matter and neutrino modes

Now we show the neutrino-dark matter mixed mode:

1/)(2) _f (k kl’kQ)WkQ 35u kléc koo
E®) = vk, ky, ko)wr>8° 1Ok

RyR,
2 2
5£): 80R k (511161561627
5 R,R.
5 = - 2R, (—5k2 + 20k% + 5k3)wr?00,, 00, »
R,R. (2 1
2)  Awiie
5’(y)_ R’y <3WT_4( ) >6uk150k27
2R, R,
o) = (-2t 4 B r)?) 004, 0%,. (5.13)
S0 BB (B 4k -k N (9B, — AR,) — (ki — k3)(4Ry + 15Ry) 5 3\ 50 40
b R, 32k2 384 R k> vrk Cerka )
o _ (R +kf—K)R:. 5 (K + k] — k3R, W23
w? _< 322 T 96k? oot
o) =Lk, ky, ka)wk?T°6) ), 00,
AP =0(r),

with the following kernels:

R,R.
144(2R, + 15)2(4R, + 15)k*
—2k%((225 + 90R,, + 2R2)ki — 3(—75 + 10R, + 2R2)k3)] .
7k, ke ko) = = 3f5C(k, Ky, ka)
R, 3(
96(2R, + 15)2(4R,, + 15)k*
+2k%((675 + 300R, + 4R2)kT + 3(525 + 20R, — 4R2)k3)]

Freh, ki, ko) = [(675 4+ 90R, — 6R.)(k* + (ki — k3)?)

—1125 — 180R,, + 4R%)(k* + (k? — k3)?)

[k, k1, k2) =
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5.10 Mixture of baryon and neutrino modes

Finally, the results for the neutrino-baryon mixed mode are

B = FiP (ke bt ko )k 7860 1, 60,
E® = (k, k1, ka)wr60 1 00,

RyR,
&= 160R,, (K + k7 = k3)wr’6) 1, Oy »
9 R,
65 ) _ 16R (kz + k;2 k2) 51/ kldb,kz ’
R, Ry 1
=" <3M_ 2@ >5”’“6bk2’
@) 2 1
0 =Ry | —gwr+ 3 (@) ) 8, G G-14)
2) _ (K + k] — k) RyR, (R, — 4) v
vib’ = ( : 322R2k;2 wr? + [ (kK k2)w T ) 60 0k,
Y
(K2 4+ k2 — k2) (K* + k2 — k2)

o =20k, ki, ka)wk? 7360 ), 0,
AP =0(r"),

with the following kernels:

RyR
vb biw 2 3\ 7.4
_ 3(1125 + 3750R,, + 620R2 — 4R3)k
1 1440Ry(2R,, + 15)2(4R,, + 15)k* [3( v v)

—30(225 — 195R,, — 32R% + 2R3)(k} — k3)?
+K%((14625 + 2700R,, — 860R2 + 8R3)ki + 3(—1875 — 3500R,, — 140R2 + 24R3)k3)] |

vb :& ve
E RC E >
R,R
frh = 384R322 [k*(=5+ R, + 4R2 + 9Ry(5 + R,))

+(kf — k3)(—5 + Ry(69 — 15R,) + R, + 4R2)] ,
Ry
f;b :7']001/(: )
R,

We can also analyse here if the compensated isocurvature generates an extra contribu-
tion when mixed with the neutrino isocurvature. We find that it does and present below the
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initial evolution for that mixed mode, showing only the non-zero variables:

R, R.
o = o, & TR w8 B
R,
3 =gor (Rell? + b = 1) = 2Rokf) wr 001, 021,
2 RuRc 2 2
= Tor R ) s
R, R.(6 — R,)
2 vilce 12 2 2
D T G k) A T
R,R.
9 9 2 2y 350 50
o) = 120R, — (K + kT — k3)wT 0, 1, 0¢ 1 ks » (5.15)
o SRR AR —KG  as0 g0
0 TR T R vhiTCLk
R,R,
) = = S = 0,

We see that the mixture of these two modes is far more consequential in this case than it
was when the compensated isocurvature mixed with the adiabatic mode. In particular, the
compensated isocurvature relation, Eq. (5.3), is not conserved at second order and many
other quantities are generated besides the matter density perturbations, in clear contrast to
what happens at the linear level.

We also note that in all the modes above, the hierarchy between v,, o, and Ag is
maintained, i.e. v, 2 0, = Ag, in terms of their order in the expansion in 7. This gives us

confidence that we can neglect the initial evolution of the higher brightness tensors for all
the modes under study.

6 Conclusion

We have studied the approximate initial solutions for the transfer functions of the most rele-
vant variables used in the initialization of Boltzmann solvers at second order in perturbation
theory. In order to do this, we have described the differential system and precisely defined
the different modes under study. We have concluded that the number of purely growing
modes is smaller at second order, as we have shown that the neutrino velocity mode sources
decaying solutions due to its contribution to the total anisotropic stress. Furthermore, we
have highlighted the importance of the solutions sourced by multiple modes, which have
no first order counter-part. We show that these solutions exhibit growing behaviour, thus
making them essential for the accurate evolution of the cosmological variables.

We also investigated in detail the consequences of a compensated isocurvature mode,
the mode which is constrained the least at the linear level. We confirm that a pure compen-
sated isocurvature mode does not generate any evolution both at first and second order in
cosmological perturbations. However, we show that, when mixed with other modes, there
are additional contributions to many variables, which do not exist at linear order or in the
pure compensated mode. In particular, we noted that the mixed adiabatic and compensated
isocurvature solution conserves the relation between the baryon and dark matter contrasts
given initially, but also causes the compensated density fluctuation to grow, as well as the
baryon-photon velocity. Considering the other possible mixture, with the neutrino density
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isocurvature, we find that the curvature perturbation, density contrasts and velocity pertur-
bations receive a contribution from this mixed mode, but no higher multipoles are affected.

Our results can be applied to initialize second order Boltzmann codes to evaluate the
effects of isocurvatures on a variety of observables. In the future, we aim to apply the same
techniques developed here to study the initialization of vector modes, which are known to
be sourced when multiple degrees of freedom are present. This would be an interesting
application for the mixed modes found in this work.
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A Gauge transformations to Poisson gauge

In order to apply the results of this paper in other settings in which the synchronous gauge
is not used, one has to perform a gauge transformation from the synchronous gauge to
the desired gauge. We present the general transformations here, as well as the specific
transformations to the Poisson gauge applied to each mode.

We begin by defining a gauge generator, £#, to parametrise the gauge transformation.
The effect of a gauge transformation on a tensor field T is given by ([40, 47-49])

T =eteT, (A1)

in which £¢ is the Lie derivative in the direction of {. Expanding the relation above order
by order, one finds, up to second order,

5T, = 0Ty + £¢, Ty , (A.2)

0Ty = 6Tp + Le,To + L3, Ty + 2L, 0T, (A.3)

where we have expanded the gauge generator order by order as &* = &' + %55 +.... We
decompose it further into scalar and vector parts as

¢ =(a, 8" +7") . (A.4)

With these definitions and the metric defined in the main text in Eqgs. (2.2)-(2.4), the
first order gauge transformations of the metric variables are given by

61=¢1+Har +a), =1 — Ha, (A.5)
Ey=E1+p, By =Bi — a1+ f], (A.6)
Fl = Fl +4i, Si=8i— 47, (A.7)
hi =nf, (A8)

http://www.xact.es
Shttp://www.xact.es/xPand/
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and those of the fluid quantities are

01 =061 — 3H(1+ w)on (A.9)

v = — ﬁi ) ”%/1 = U%/l - ’Y%Z (A.10)

which are valid for any of the species presented above.
The synchronous gauge, used in the main text, is defined via

$=B=0, Si=0, (A.11)

which means that to apply a gauge transformation from a general gauge to synchronous
gauge, the appropriate gauge generators are given by

= —2 </ a¢prdr — Ca(:vi)> , (A.12)
b1 = / (Oél — Bld’T) + Cﬁ(ﬁcz) R (A13)
= /SidT + ny(x’) . (A.14)

The constant functions Cjz and C% can be fixed by a choice of coordinates at the initial
hypersurface. The function C,, however, represents a residual gauge freedom that exists
in this gauge and can be unambiguously chosen by setting the initial dark matter velocity
perturbation to zero, as is done throughout this paper.

The Poisson gauge, to which we want to convert our results in this appendix, is specified
by the following choices

E=B=0, Fi=0, (A.15)

which implies that the gauge generator components are, at first order,

a1 = Bl — i s (A.16)
p1=—En, (A.17)
V= —F}. (A.18)

In this work, we are interested in a transformation from synchronous to Poisson gauge, thus
we may simply re-write the first equation above as a%QP = —Ef?’ . Therefore the gauge
transformations for the scalars depend only on the metric potential Fy. For that reason, the
difference between variables on both gauges depends on the size of E in each mode, in orders
of 7. For example, in the CDM isocurvature mode shown in the main text in Eq. (5.2),
the metric potential E is O(7%). However, it enters o with a time derivative and is usually

multiplied by H, thus the gauge transformation will make a difference of order O(7) in most
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variables. At leading order, the CDM isocurvature mode is now given in Poisson gauge by

R.(4R,, + 15)

_ 0
V= Ry 2R,) OO
_R.(4R,—15)
O =815+ 2R, T
3R(AR, +15) \
= (12 T ) 0,
g ( 8(15 + 2R,) M) e
5 BRGR,415)

8(15 + 2R,) ¢
5o R.(4R, + 15)M§0
T 2(15+2R)) ¢’

R.(AR, + 15)

5, = — e T 0 g0 Al
2(15 1 2R,) e (A-19)
R.(15—4R,) 5.

c= o o S WT 0,
YT 24(15 + 2R,) T %
15RC 20
S L))

P T815 + 2R,) T e

15R,

Uy :75}% wr?6?,
8(15 + 2R,)

oy =— _ M E2wr360 .

6(15 + 2R,)

In other modes, the transformation is similar, but can introduce additional issues. For
example, in the case of the neutrino velocity isocurvature, some variables will have decaying
solutions already at linear order, as E is O(7) in that case. This is described, for example,
in Ref. [24], in which the potentials ¢ and 1 are given in Poisson gauge for all five linear
growing modes. We do not comment further on this issue, as we do not study the neutrino
velocity mode at second order, for the reasons explained in the main text.

At second order, the transformation rules become more complex, but can be similarly
constructed. They can be consulted in Ref. [40] and, for brevity, we shall not reproduce
them here. In practice, they are very similar to Egs. (A.5)—(A.10), with the addition of non-
linear terms. As before, one can then calculate the form of the gauge generators required to
transform from synchronous gauge to Poisson gauge. Applying those transformations to the
results in the main text, we find the results for Poisson gauge, which we show in the same
order as before, starting with the adiabatic sourced mode. Note, however, that the defining
variables (e.g. w21w22) still refer to those variables in synchronous gauge.
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A.1 Pure adiabatic mode

b =Lk,

20(35+ 8R,) -
¢ = ((154—41'31/)2 —2f,p ¢21¢22 )
15(35+ 16R,
0e =0p = <—W + 3f:ﬁ)3> wglw& )
40(15 + 8R,,
5y :51/ = <_(1(5-i-4%)2) + 4f$ffo> ¢21¢22 ) (A-QO)

10104 3R)  ww) o 0
emvn=o= (=5 pamgp ) ook

9kt — 3(k? — k3)% + 2k (k% + k3)

_ 2.0 /0
oy = 3(15 + 4R, )kt (kT) Vg, Vhy 5
with,
)
Y
Pl = s rryE 25+ ORK! = (54 Ru) (3065 — )* — 20053 + 1))

We can very easily verify that the adiabatic condition at second order, given in Eq. (4.13),
is indeed verified in this gauge, as it must. Furthermore, we can now directly compare these
results to those given in Refs. [28, 30]. They do not exactly match, due to a different choice
of defining variable — we choose ¥ = —(, while they choose (p = ¢ + (2, as defined, for ex-
ample, in Ref. [41]. Applying this transformation to the general solution in terms of transfer
functions, we find

X(rk) = TOPw) + 5 [ TOWO (k) (a.21)
k1,k2
—-TOGE 45 [ (T TE) Blrh),  (A22)

which shows that, in terms of {p, the second order transfer functions receive an extra con-
tribution of twice the linear transfer function. This is exactly the difference we find between
our results and those of Refs. [28, 30], confirming the match between all results. Care must
be taken, however, when these results are applied to situations in which one assumes the
initial conditions to be Gaussian. In that case, one must make clear which of the variables
has that property, since should {(p be Gaussian, { will not be and vice versa.
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A.2 Pure cold dark matter isocurvature mode

5(15+ 4R, 1
¢—<—MR2 bP)( ) 5ck15ck27

64(15 + 2R,))?
8325 + 2280R, + 272R% )
= : > 60, 80
"= < 64(15 4 2R,)? fe fb7P>( 7) 0k, Ocrks
_ (315 +4R,) 3(675 + 230R, + 8R2) N N o o
o= (St + (e o 2+ 57) 1) R
0p =i (WT) 0k, 0,
(15 +4R,) , 4
O =0 =\ 6015 4 2R, 2 e T 370 0o ki Oy A23
! (16(15+2Ru)2 e T gfip ) (@ ™0 O (A.23)
5(1305 + 360R,, + 32R2) ;1
e=\" 7360, 6%,
v < 192(15+2R )2 R 3 bP c,k1%c, ko
2925 + 780R,, + 64R2 2 Lo
U’Yb =Vy = <— 64(15 T 2RV) R 3 b,P> 66 kléc ko
Ov =Jo R2 2k2 450k160k27
with,
3R? , .
88875 4 42150R,, + 6160R2 + 256 R3 )k

b = 128(25 + 2R,)(15 + 21, )2k* I
+15(—225 4+ 110R, + 16R2) (3(k7 — k3)* — 2k* (kT + K3))] ,

v 5(855 + 138R,, + 4R2)k* + (825 + TOR, — 4R2) (3(k? — k%)% — 2k*(k? + k3))

ob = 48(15 + 2R,)2(25 + 2R,) '

A.3 Mixture of adiabatic and cold dark matter modes

) =f5 pwrdly U,
b= ( 75+ 8R,(20 + 3R,)

R, — 3ffﬁ;> w7527k1w22 ,

2(15+2R,)(15+ 4R,)
=(amram (P i ram sy T o)
o = <—m30 + 3f$pp) w7527k11/)22 ,
5, =6, = ( %R + 4 P) wrdd, UL | (A.24)

2 2
ve = (‘ = +2iﬁy5)f s ) ffiﬁa) w280 00,
Uy =y = fv PWT ck1¢k2 ;
ov =, pwk?r35) Ry
with,

fa//Y _ Rc
P 16(15 4+ 2R,) (15 + 4R,k

—45(=5 + R,) (k2 — k3)? + 30k*((—5 + 3R, )k} — (5 + R,)K2)]

- [(375 + 315R, + 64R2)K*
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5R.
T16(15 4 2R,)(15 + 4R, )k? I
—9(=5+4 Ry) (ki — k3)* + k*((30 + 38R, )ki — 2(45 + 13R,)k3)] |
o = e (
P 12(15 4+ 2R,) (15 + 4R, k4
—3(=5+4R,)(k — k3)* + K*((—70 4+ 8R, )k} + 2(25 + 4R,)k3)] .

135 4+ 19R,)k*

75 + 4R,k

A.4 Pure baryon isocurvature mode

5(15 + +4R,)? 1 v
o= (g B+ 3 ) s,
8325 + 2280R,, + 272R2 ,
”= < 64(15 + 2R,)? Ry — fng> (W) Gy, Doy »

6 - CP(WT) 619,/{:151?,]627
3(15+ 4R, 3(675 + 230R,, + 8R2
5_<_< + >mw (é +230R, +8R})

R+ fé’,’}o) w) 8 0

4(15+2R,) 16(15 + 2R, ) (25 + 2R,
(15+4R,)2 ., 4 4 v
(1 6(15 + 2R Rb t3ler (WT) 0,1, Ob sy (A.25)

5(1305 + 360R, + 32R}) 1
e < 192(15 + 2R, )? Ry + fé’f};) W0y 1y Op ks
o _ (3825~ 1905R, — T00R} — 64R}
L 64R, (15 + 2R, )?
2025 + 780R, + 64R% _,
v <_ 64(15 + 2R,)? R+ 31 31)1’) WA T8y gy Oy »

C 2 212 _4¢0 0
Oy = g,Pwa ket 5b7k15b,k2’

2,350 0
f > w'T 6b,k15b,k2 s

with,

2
f cc
P = Rg bP
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A.5 Mixture of baryon and cold dark matter modes

b 250 <0
=L p(WT) 0y gy Oy »

3(1275 — 40R,, — 16 R2
_ ( ( VRbRC _ 4f'llZfP> (WT)Qég,klég,kz )

64(15 + 2R, )2
0c = [—3Rbmw7 + (fgc(Rb) i 3fllZ)C,P> (wT)Q] 5§,k153,k2 ,
0p = [—3Rcmw + (feRe) + 315p) <m)2} 50,00,
b =0 = (‘W&Rc + 4f5f,P> (w7)20p 1y Oy (A.26)
o <_mRbRc t ffoP) W30} o Ocky 5

vy = <_ (1125 — 7T50R,, — 94R2 + 8R3)k? — (15 + 2R, )*(k? — k3)
b=

be 2350 0
32R7(15 + 2Ry)2k2 RbRC + fTZJ,P) w'T 5b,k1 5c,k2 )

450 + 45R,, — 4R?2
v, = (_ : RyR. + ff;fp> W T8 1 00 ey

16(15 + 2R,)?
oy ngprgw2k27'452’kl 5((:),1%;2 ,
with,
RyR
be b=le 2 314
=- 32625 — T650R,, + 240R2 + 64R3)k
Ti.p 128(25 4 2R, ) (15 + 2R, )2k* I + , T 64R})
~15(—225 + 110R, + 16R}) (3(k{ — k3)* — 2% (ki + k3))]
() 3R, (48375 — 5Ry(25 + 2R, )(15 + 4R,)? + 2R, (13425 + 4R, (545 + 24R,)))
S 64(25 + 2R, )(15 1 2R, )2 :
RyR
be bLlc 9\ 14
= 5(855 + 138R,, + 4R2)k
Jo.r 48(25 + 2R,) (15 + 2R, )2k* [5(855 + +4Ry)

— (=825 — TOR, + 4R2) (3(k} — k3)* — 2k> (kT + £3))] .
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A.6 Mixture of adiabatic and baryon modes

b
(0 :fwfprle?,kl ¢22 )
o= 75 +8R,(20 + 3R,)
- \2(15+2R,)(15 + 4R,)

3(5+ 8R,) " o

By =315 ) wrti, vl

15 3(75(1+ R.) +4R,(20+ (35 +8R,)R,
- (205 a0+ Y AT LI

15+ 4R, 8(15 + 2R,)(15 + 4R,)

4R, b 0 .0
b =0 = <_15+2R1,RC I WD) T Vi

35+ 8R,) (k% + k¥ — k3)
‘< 24(15 + 4R, )k?
U’Yb :vl/ = fq?jZ}PWTQ(sl?,kl ¢22 bl

by 2_3¢0 0
Oy :meWk T 6b,k’1¢k2 y

b
Ry + fvfé}a) WT25g,k1¢22 ;

with,
b _ Ry ey
w.p =R tup
b _ Ry ey

v, P _R v,P>
c

o _ By ey
o,P Rc o,P

A.7 Mixture of adiabatic and compensated modes

Ry 15 15(15 + 16R,) 0 o
50 = — 75 s — _ 6 ’
R, b < 15+ 4R, 8(15+2R,)(15+ 4RV)WT) CLky Vhy
k? — K 4+ k3) Re
b :( 961R ]4:22) kSWT46%Lk1¢22 :
gl
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A.8 Pure neutrino density isocurvature mode

w f I/kl I/k‘g’

4R?
= —2" 2
¢ ((15+4Rl,) 1. ) s Oy

15R2

12+7R) »
:< R,(15+4R,)? 4f¢vP> oisbse
/SR 15+7R)
_< o ARl ) 001,001 (A.29)
2R?2 0
_< 5+ 4R, )2 I ) oSt
R2(233 + 8R, (13 + 3R,)) 1, 50
AR2(15+4R,)? 0O
3(75 + 8R, (5 + Ry))
v = 5 )
v < 4(15—|—4R ) f Vk:l v,ka

oy =f2 (k)26 1, 00 1y
with,
R2 ((1—96R,)k* +285(k} — k3)? — 190k? (k% + k3))
Jop == 16R, (15 + 4R,)2k4
vv 1
oP U8R, (15 + 4R, )2k* I
+(225 — 153R,, + 4R2) (3(k} — k3)* — 2k2(k{ + k3))] -

A.9 Mixture of adiabatic and neutrino modes

1/} f?’;P Z/klwkz Y
16R,(5+ Ry) "
?= (‘WW + %,P) s
5. =g, — (3Ev(5+8R,)
15+ 4R,)?
4R, (754 4R, (7 — 2R,)) -
0y = 4

( R’y(15 + 4Ry)2 + f%P Vk11/}k2 )

5, = (_4(75 +4R,(5—2R,)) 4]%) 504, 00 (A.30)

)

—225 — 39R,, + 188R2)k*

+ 3le;?63) y kﬂbkz ;

(15 +4R,)?

Ve f p75yk1¢k2a

Ro2+ 12— k) .,
o ( wmgr ”fﬁ’> o Vi

K2+ k2 —k3
o= (- ) rott.

Ty :fy"gb (kT) 61, k1 ka 5
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with,

R, ((—55 — 32R,)k* + 45(k? — k3)% 4 10k*(—T7k3 + k3))

%
€3
I

4(15 4 4R, )2k*
fr _Ry ((85 + 16R,)k* + 45(k% — k3)* + 2k*((—5 + 8Ry )k} — (25 + 8R, )k3))
vP 4(15 + 4R,)2k*
1
% (15 7 4R, )7 (45 4+ 4R,)k* — 3(5+ 4R,) (kT — k3)

+k*((—30 + 8R, )k} +2(25 + 4R,)k3)] -

A.10 Mixture of dark matter and neutrino modes
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5 (BuRO05 4 8R,)
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32R k?
v kl(s

Oy = UP(kT) 51/]6‘150]6‘27

vc 2
+ fv,P) wT 51/ k150 ko
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with,
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P T64(15 + 2R, )2(15 + AR, )k

—15(135 + 22R,) (k} — k3)? + 10k*((105 + 26R, )7 + 3(55 + 6R,)k3)] |

e 15R, [
vP T 64(15 + 2R,)2(15 + 4R, ) k4
+ 3R, (135 4 22R,)(k? — k3)?

—2k*(15(15 + 11R, + 2R2)ki + (—225 4+ 105R, + 14R2)k3)]

vc RC
P ™ 48(15 + 2R, )2(15 + 4R, ) k* 3(

~2k*((=675 — 210R,, + 8R})kY + (~1575 — 90R,, + 8R})k3)] -
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3(—1125 — 150R,, + 8R2)(k* +

)

3R, (5Ry(15 + 4R,) — 105 — 16R,, o
(5B ( ) ) + 3f¢,P) WT) 5y k158k2 ;
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A.11 Mixture of baryon and neutrino modes

(0 :fi;?PWT(SB,kl‘Sg,kQ )
b= R, Ry(105 + 8R,)
4(15+2R,)(15+4R))

3f'{/j?P> w7537k1527k2 y
15R, Ry
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A.12 Mixture of compensated and neutrino modes

o0~ L) (24— or’ o, 80,
s R T
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2:0 <0
Uyp = 32R2 k2 WT 0y 1, 00T iy
Y
25R, R,
v =~ 384R2 (k? + ki — k%)WT46g7k15glvk2 ’
8l

S0 _ R,R.(25 — 2R,)
¢ 960R,(75+ 4R,)

(K? + k§ — k3)wT 69 1. 01 e, -

B Liouville equation in terms of brightness tensors

In this appendix we derive the Liouville equation (collisionless Boltzmann equation) for
neutrinos at second order in cosmological perturbation theory, in synchronous gauge, and
define the different moments of the distribution function and the method to obtain evolution
equations for each of them in real space. We follow the notation and conventions of Ref. [30],
except where indicated.

We are interested here in the evolution of neutrinos after decoupling, i.e., after collisions
have become negligible. Then, the Boltzmann equation reduces to the Liouville equation:

a _

= B.1
o=, (B.)

in which f is the distribution function for neutrinos and X is the affine parameter labelling
the geodesics followed by the neutrinos.

We begin by defining a tetrad basis, which will make some calculations easier. In general,
it is defined such that the metric is the Minkowski metric 74, when evaluated in this basis:

Guv€hep = Nab - (B.2)

The components of the basis vectors, el, then represent all the information included in the
metric. There are, however, more degrees of freedom in the tetrad components (16) than in
the metric (10) and the remaining ones represent 3 Lorentz boosts and 3 rotations. In order
to fix the ambiguity in the choice of frame, we set eé = 0 and eg = ez- [30]. In synchronous
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gauge, the remaining components are given by

1
egza, e%:a, (B.3)
ep =0, ey =0, (B.4)
eg:(), e%:O, (B.5)
el == |6 —C + ckcﬂ ] e=a [5§ +C7 - ic’gofk : (B.6)

We use this basis to parametrize the 4-momentum vector as

p® = (p,pn’), (B.7)

in which we assumed neutrinos to be massless and we defined the magnitude of the momen-
tum, p, and the direction of propagation, n’. As with any other vector, the components of the
4-momentum in the coordinate basis are related to those in the tetrad basis via p* = ehp%.
Using this basis, we are now able to write the Liouville equation by expanding the total

derivative: 9f 0fdst  9fd 9f dn'
ZI:Z p nl
- . , =0. B.
or * ozt dr T dp dr * on' dr 0 (B-8)
Using the definition of the 4-momentum we find
dx’ P’ i i j
From the geodesic equation, we get
ldp i ik
[H(Skl + Ck‘l C k‘Cil C ZC”J nmn., (B].O)
p dr
and I
n' ik _ ik rol
= (5 ) [Ckln +zp,k} . (B.11)

We also integrate the Liouville equation, Eq. (B.8), in the momentum magnitude p and
rewrite the equation in terms of the brightness fluctuation A, defined by

fdpp (vaap_aﬁ)_f(ﬂp))
[ dpp*f(7,p) ’

where f is the background neutrino distribution function. The momentum integrated Liou-
ville equation in synchronous gauge is therefore given by

AT, 2, 1) =

(B.12)

A"+ A (85— C)n? +4(1+ A)nFnl (Cyy — C.Cl — CHCH) (B.13)
0A ik z k
gt (0" =) [Chan' +v] =0,

This is a partial differential equation in 7, 2° and n’. In order to simplify its solution, we
integrate out its angular dependence. This procedure will generate a set of equations, each
of which obtained by a different weight in the angular integral. The most common way to
do this is to project the Liouville equation in multipole space as is done in Ref. [30]. In this
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work, however, we choose to do something slightly different, and introduce instead a tensorial
projection. The main difference is that, instead of using spherical harmonics as weights, we
use the direction vector n’ in different powers. To clarify, the projectors being used here to
extract each equation are given by

dQ
n

purin — [ Zophpgin B.14
N A1 ( )
in which the integral is over all possible angular directions and the measure, %, is such that

1l % = 1. The application of these projectors to the brightness fluctuation generates the
brightness tensors, shown here up to rank 3

dQ2
Bo=PolA] = [ A i), (B.15)
Al = Pi[A] :/i?n’A(r,f,ﬁ), (B.16)
o o, oo
AY = PJA] :/4n’n3A(T,x,n), (B.17)
7
ijk ijk e ; ik 2 =
AU = PIRA] = [ nindnfA(r ). (B.18)
7

Note that these tensors appear to describe more degrees of freedom than the usual multipoles.
For example, A¥ is a symmetric 3-tensor, thus having in total 6 degrees of freedom, while
the ¢ = 2 multipoles only represent 2¢ + 1 = 5 degrees of freedom. This discrepancy can
be understood by noticing that the brightness tensors are related amongst each other. The
extra d.o.f. in this example is actually in the trace of A%, which is obviously equal to Ay,
since n;n’ = 1. Therefore, it is the traceless part of each of these tensors that includes the
same information as the usual multipoles. For that reason, it is useful to also define traceless
brightness tensors:

g I
A7 =AY — §5UA0, (B.19)
. 3
AUE _ Aiik 2 565 AK) B.20
T 5 ’ ( )
Aézkl YN ﬁé(ijA{}l) _ 15(ij5k‘l)A0 (B.21)
7 5 ’
Azjzkzm — Aliklm _ 305(”&}[ ) _ %5(215klAm) . (B.22)

These are the tensors for which we are interested in finding evolution equations. In order to
do that, we simply project the momentum integrated Liouville equation, Eq. (B.13), with
the projectors Py defined in Eq. (B.14). For each value of N this procedure will result in
an evolution equation for the corresponding brightness tensor of rank N. Obtaining the
equations for the traceless tensors is straightforward by subtracting the corresponding trace
equation. Eq. (2.31), was obtained through this method and using it for N =0 and N =1
would reproduce the conservation of the stress-energy tensor for neutrinos. This can be seen
by noting that the relation between the stress-energy tensor and the distribution function is
given by

T, = /d?’pp;pbf. (B.23)
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This relation was used to derive Eqgs. (2.32)-(2.34), describing the lowest rank brightness
tensors in terms of the perturbed stress-energy tensor components in the coordinate basis.
We now show the explicit version of that relation, specialising only to the scalar parts of
brightness tensors:

4 )
Ao = 5,, + gvy,ivﬁ R (B.24)
4 4 4 1 , 1. A
V2A; = gv%y + 0 [(3(@ — )% + 3B+ p—(ngﬁj - 35;.V2HV)> v;}] , (B.25)
A .9 . 6 . 1 .
V2V2 Ay = — 2V2%0, + ;07 [211,,,]'115 — gv,,,kv’ykcsg + ;¢ <H;j7j — 35;~V2H1,> (B.26)
14

1 /3 3k ; 1 .
o (2HV7jkEv’" + §H;f7kE,’j - VL E; + <3v2n,,v2E — HMME’“> 5;)] .
The scalar variables denoted above by Ay are the scalar parts of the brightness tensors of
rank N. They are obtained by performing the scalar-vector-tensor decomposition of those
tensors. We now describe that decomposition for the brightness tensors up to rank 3, which
are used in the main text. For the rank 1 and 2 tensors, we use the same decomposition as
for the velocity and anisotropic stress, respectively:

AP =AY+ AL (B.27)
AF = Ay = 28IV Ay + ALY + A (B.28)

The labels v and t denote the transverse vector and transverse and traceless tensor parts.
As for the rank 3 tensor, there are, in total, 7 degrees of freedom split into one scalar, one
vector, one rank 2 tensor and one rank 3 tensor. They are defined via
Aijk’ o A,ijk 36(1]V2A:k) A(i:jk) 15(ljv2Ak) A(ijvk) Aijk B.29

A 3 T 83 5 3ot A3+ A3 (B.29)
The functional form of this splitting was derived by writing the most general expression in-
cluding all the degrees of freedom and then applying the traceless and symmetric conditions
in all indices to find the appropriate coefficient values.

Finally, we address the issues related to the projection of the distribution function in terms
of brightness tensors and its relation to the more common projection in multipole space. We
aim here to find a relation between the two so that our results may be translatable to that
formalism and vice versa.

We begin with the definition of the multipole projection of the brightness fluctuation,

20+ 1
Ag = i/ 4; /dQngA, (B.30)

in which Y;*  is the complex conjugate of the spherical harmonic Yy ,,. To explicitly demon-
strate the connection to our formalism, we apply the appropriate transformations to our
definitions to obtain a new version in terms of the multipole decomposition. Since we are
only interested in the scalar variables, we begin by taking N spatial derivatives in a rank N

A:
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brightness tensor to extract its scalar part. In Fourier space, this is equivalent to contracting
those tensors N times with ¢k’. For the example case of rank 1, this results in

oo AR
Zk‘iAZ = Z/Mk'znZA . (B31)
By definition of the scalar product we have k;n’ = kcosf and it can be easily verified that
cos B o Yig. After some algebra, we can transform Eq. (B.31) into the form of Eq. (B.30) for
¢ =1 and m = 0, thus showing that

Ajg = —3kA; . (B.32)

Generalising this procedure for higher ¢ and correspondingly higher rank tensors is concep-
tually straightforward and it can be shown that the general relation is simply given by

Ag = (=D 20+ 1DEA,. (B.33)

With this simple relation, the interested reader can translate all our results into the multipole
formalism with ease.
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