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Rethinking Outage Constraints for Resource
Management in NOMA Networks

Fangyu Cui, Zhijin Qin, Yunlong Cai, Minjian Zhao, and Geoffrey Ye Li

Abstract—In non-orthogonal multiple access (NOMA) systems,
the outage is regarded to happen when a user cannot correctly
decode the messages for users with higher decoding order and
hence cannot perform the successive interference cancellation
(SIC). However, in this case, the user may still correctly decode
its message by treating the uncancelled signal as interference
and avoid the outage. By considering this behavior, the outage
probability should be redefined. In this paper, we investigate user
scheduling and power allocation for a downlink NOMA system
with imperfect SIC by using the alternative outage probability
as a constraint. In order to tackle the complicated non-convex
resource allocation problem, we propose a two-phase algorithm,
in which the user scheduling is first optimized through a matching
theory based algorithm, and then power allocation is performed
with the aid of the branch and bound (BB) technique and the
concave-convex procedure (CCCP) method. Simulation results
show that the performance of the proposed low-complexity algo-
rithm is near-optimal and the algorithm based on the alternative
outage probability outperforms that based on the traditional one
when the residual interference from imperfect SIC significantly
affects the decoding.

Index Terms—NOMA, resource allocation, probabilistic con-
straints, imperfect SIC.

I. INTRODUCTION

Non-orthogonal multiple access (NOMA) has attracted
much attention recently since it can effectively improve the
capacity and support massive connectivity [1]-[6]. In tradi-
tional orthogonal multiple access (OMA), users are assigned
to individual orthogonal resource blocks (RBs) to avoid the
interference. While NOMA allows multiple user sharing the
same RB with different power levels. At the receiver, suc-
cessive interference cancellation (SIC) is employed to detect
and decode the desired message. As a result, the number of
supported users is increased with the cost of higher receiver
complexity.

The basic concept of NOMA has been first proposed in [8].
Then, various aspects of the NOMA technique have been
investigated. Usually, each user has a target rate determined
by its required quality-of-service (QoS). An outage happens
if the transmission rate is below the target rate. Hence, the
outage probability becomes an important performance metric.
In [9], stochastic geometry has been employed to analyze
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the performance of NOMA systems by assuming that users
are randomly distributed. Moreover, NOMA has been applied
to other techniques, such as multiple-input multiple-output
(MIMO) [10], cooperative communication [11], and hetero-
geneous network [12], for further performance improvement.
A general framework for MIMO-NOMA has been proposed
in [10], where the outage performance has been analyzed for
both the uplink and downlink transmission. In [11], coopera-
tive NOMA has been investigated as an approach of improving
the outage performance by taking NOMA users closer to the
base station as the relay. In [12], NOMA has been applied in
a large-scale heterogeneous network to improve the spectrum
efficiency. In [13], artificial noise (AN) has been applied to
reduce the secrecy outage probability of NOMA systems.
In [14], two effective schemes have been proposed to disrupt
the potential eavesdropping in NOMA networks through joint
precoding and jamming optimization.

In the aforementioned work on performance analyses, trans-
mit power for each NOMA user is usually fixed. In order
to further utilize the potential of NOMA, resources have
been optimized to improve the system performance. Power
allocation in NOMA systems has been investigated in [15]
to maximize the sum rate. In [16], NOMA users have been
carefully grouped to improve the throughput. In [17], the
number of NOMA users in a cluster has been maximized by
optimizing power allocation under the QoS and transmit power
constraints. Furthermore, power allocation and user schedul-
ing have been jointly optimized for NOMA systems [18]—
[20]. In [21], channel assignment and power allocation have
been optimized to maximize the energy efficiency of NOMA
systems. In [22], user scheduling and power allocation have
been optimized to improve the sum rate of a downlink
millimeter wave (mmWave) NOMA system. Most of the
works on resource allocation are based on the channel state
information (CSI). However, in certain situation, average CSI
is more realistic due to limited CSI feedback [23]. In [24], the
outage balancing problem for NOMA systems with average
CSI has been investigated. In [25], the power allocation has
been considered to minimize the transmit power under the
outage probability constraint. Moreover, in order to guarantee
the user fairness, the transmission rate of the worst NOMA
user has been maximized subject to the constraints of outage
probability and transmit power.

The outage for a NOMA user can happen in the following
cases according to the traditional outage probability defini-
tion [9], [25].

e The user cannot correctly decode the messages for the
users with higher decoding order and hence cannot per-
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form the SIC successfully.

o The user cannot decode its own message even if it can
decode the messages for users with higher decoding
order.

However, even if a NOMA user cannot successfully perform
the SIC, it may be still able to correctly decode the message
by treating the uncancelled signal as interference. Therefore,
the outage behavior has been redefined in [26] to provide a
more accurate outage probability for the performance analysis
of the NOMA system. As discussed in [26], the alternative
outage probability is usually lower than the traditional one
due to its more accurate definition. Hence, resource allocation
based on the alternative outage probability, instead of the
traditional one adopted in [25], should be able to achieve
better performance and is worth investigating. Motivated by
this, we investigate user scheduling and power allocation for
a downlink NOMA network subject to the alternative outage
probability constraints. Moreover, to make the problem more
realistic, we consider imperfect SIC, i.e., there still exists
residual interference after the cancellation process due to
potential sources of errors such as channel estimation errors
and decoding errors [26]-[30]. The main contributions are
summarized as follows.

1) We formulate the user scheduling and power allocation
problem for a downlink NOMA network to minimize
transmit power subject to the alternative outage proba-
bility constraints under imperfect SIC assumption.

2) To handle the complicated problem, we decouple user
scheduling and power allocation and propose a two-phase
low-complexity suboptimal algorithm. The proposed user
scheduling algorithm is based on matching theory [31].
The proposed power allocation algorithms are based
on the branch and bound (BB) technique [32] and the
concave-convex procedure (CCCP) method [33].

3) Based on our simulation results, the performance of the
proposed matching theory based algorithm is close to
that of the exhaustive search. Moreover, the total transmit
power optimized based on the alternative outage probabil-
ity is much lower than the traditional one, especially when
the NOMA system is significantly affected by imperfect
SIC.

The rest of the paper is organized as follows. In Section II,
the system model is described and the problem is formulated.
In Section III, a matching theory based user scheduling algo-
rithm is proposed and its stability and complexity are analyzed.
Section IV, power allocation algorithms are developed. The
simulation results are shown in Section V and the conclusion
is presented in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

After introducing signal model and outage probability, we
formulate the problem of user scheduling and power alloca-
tion.

A. Signal Model

We consider a downlink NOMA transmission scenario in
a single cell, which consists one base station (BS) and 2K

users. The users are assumed uniformly distributed around the
BS. Moreover, they are divided into K orthogonal pairs and
each pair is randomly assigned to a single RB. Without loss of
generality, it is assumed that the distance ordering of the 2K
users obeys r; < --- <71 <o <o

If a user is assigned to RB k and its decoding order
is m, we can denote its user index as mp(m). The signal-
plus-interference-to-noise ratio (SINR) of user 7 (1) when
decoding the message of itself can be expressed as

PP, (1) Ary (1) P (1)

= ; (1
PP 2)Arp (1) Pm 1) +1

Ve,1
where o2 is the power of additive white Gaussian noise
(AWGN) and p = % P (m) 1is the power for
user g (m), hr, (m) ~ exp (1) and Ax, () refer to small-scale
fading coefficient and large-scale fading coefficient between
the BS and user 7 (m), respectively. The large-scale fading
coefficient is assumed as Ar, () = W;:Zm)’ where 7 is a
frequency dependent factor, 7, (,,) is the distance between
the BS and user 7 (m), and « is the path loss exponent.

As for user 7(2), it will first decode the message of
user 7 (1) with the following SINR,

PP () Ari () P (2)
PP, ) Amp @) Pry2) +1

Ve,2—1 = 2)
Then with SIC, user m(2) cancels the interference from
user 7, (1). If the SIC process is successful, the SINR of
user 7 (2), when decoding its message, can be expressed as
PPr.2)Ar,2) Py (2)

2= . (3)
T P A m e + 1

Here we model the residual interference as e, ~ CA(0,w),
where w denotes the variance of error [27]. Hence, the power
of the residual interference follows the exponential distribu-
tion, i.e., hy, £ |e,|? ~ exp(L). If the SIC process fails,
user 7 (2) can decode the message of itself by directly treating
the signal for user 74 (1) as interference. As such, the SINR

can be expressed as

PPr, @ Am @ Pm(2)
PPr, () A2 Pry2) +1

Vk,2—2 = €]
B. Outage Probability

The outage occurs when the receiving SINR of the user is
below the required target SINR. Based on the above expression
of SINR, the outage probability of user 7 (1) can be expressed
as

Pty =Pr{ve1 < ¢r1y}

=Pr {hwk(l) <

i (1) }
PAr (1) (Pry(1) = G (1) Py (2))

P (1)

=1—¢ P (1) (Pregy (1) =g (1) P () , 3)

where ¢, (1) = 2f=) — 1 is the target SINR, and R, (1)
denotes the target rate of user mx(1).

As for the outage probability of user 74 (2), there are two
definitions as described below:



1) Traditional Outage Probability: Consider a pair of users
assigned to the RB k. In the traditional definition, the outage
for user 7 (2) can happen in the following two cases [9].

o User 7 (2) cannot decode the message of user 7 (1).

e User m;(2) can decode the message of user 7 (1) and
perform the SIC successfully, but cannot decode its own
message.

From the outage behaviors analyzed above, the traditional
outage probability of user m;(2) can be expressed as in (6),
where ¢, (2) = 2F=i —1, and g (Pﬂk(l), Pﬂk(g)) is defined
in (7).

2) Alternative Outage Probability: In the first outage case
of the traditional definition, the outage will not happen if
user 7 (2) directly decode its own message successfully by
treating the signal from user (1) as interference. In that
case, the outage for user 7 (2) can happen in the following
two cases [26].

o User 14 (2) cannot decode the message of user 7 (1) and
cannot decode its own message by treating the signal of
user 7 (1) as interference.

e User m;(2) can decode the message of user 7 (1) and
perform the SIC successfully, but cannot decode the
message of itself.

By rethinking the outage behavior, the alternative outage
probability for user 74 (2) can be expressed as in (8).

It is worth noting that the alternative outage
probability is different from the traditional one only
when Py (2) Py (1)

Pry (1) =Pr, (1) Pry(2)

the optimal order leads
[25], then

by (2) by (1)
Py 2)=¢mp2) Prp1) Py (1) =¢m), (1) Pry (2)
the two outage prolf)ablhty definitions become the same. As a
result, the alternative outage probability may outperform the
traditional one when the SIC is imperfect.

Pry (2) = Pmp,(2) Pry (1)
If the §IC is perfect,

C. Problem Formulation

This paper aims to minimize the total transmit power
subject to the outage probability constraints for each user by
optimizing user scheduling and power allocation. The problem
can be formulated as

min Py (m (9a)
[Pr e ()} v; K
s.t. P;g(tm) < €np(m)s (9b)
Prym) 20, (%)
m e I, Vk, m, (9d)

where €, () denotes the maximum allowed outage proba-
bility for user m(m), and II denotes the set of all possible
user scheduling, including the RB allocation and the decoding
order in each RB.

The entanglement of user scheduling and power allocation
makes the mixed-integer non-convex problem complicated.
Hence, we decouple them and propose a two-phase algorithm.
In the first phase, the user scheduling is optimized with given
power allocation. In the second phase, the power allocation
is optimized with given user scheduling obtained in the first

phase!. The more details are introduced in the following two
sections.

III. MATCHING THEORY BASED USER SCHEDULING
ALGORITHM

In this section, we propose a low-complexity matching
theory based user scheduling (MTUS) algorithm to avoid the
high complexity of exhaustive search [31], [34], [35].

For given power allocation, the user scheduling problem can
be formulated as

P1 min P, (m (10a)
*y mie(m) V;n L)
st (9b) — (9d). (10b)

With fixed power allocation, the objective function will not
vary with different user scheduling schemes. However, user
scheduling affects the outage probability for the system. (P1)
aims to search for the user scheduling scheme that makes
the outage probability of each user low enough to satisfy
the QoS constraints with fixed power allocation. Therefore,
we heuristically minimize the system outage probability, i.e.,
maximize the system coverage probability and formulate the
following problem instead of (P1):

(P2)  max I1 (1—P;g(fm)) (11a)
Vk,m
st. mell (11b)

Note that (P2) is not completely equivalent to (P1). However,
they intuitively have the same purpose, i.e., reducing the out-
age probability by optimizing the user scheduling with fixed
power. Moreover, since we aim to find a suboptimal solution
with low complexity, (P2) is adopted in the optimization of
user scheduling. Moreover, the user to be decoded first is
not necessarily allocated more power than the second user.
Therefore, we only assume the fixed power allocated to the
two pairing users in the k-th RB as Py , > Py ;. The allocation
of the fixed powers Py , and Py, to the pairing users 7y (1)
and 7 (2) should be searched in the matching theory based
algorithm proposed later.

A. Preliminaries of Many-to-One Matching

We first define the many-to-one matching model in this
subsection. The sets of users and RBs are denoted as N and K,
respectively. As a result, the user scheduling problem can be
regarded as matching the users in A/ with the RBs in K.
Hence, we can define a many-to-one matching ® as in [34].
If user n € A and RB k € K are matched, we have n € ®(k)
and ®(n) = k.

In order to model the decision process of the matching, we
define the preference relations =, over K and >~ over N for
user n and RB k, respectively. The preference value for user n
under the matching @ is defined as the coverage probability

U,(®)=1- P, (12)

IThere is no iteration between two phases since we aim at a low-complexity
suboptimal algorithm instead of obtaining global optimal solution.
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=Pr {hﬂk(l) < min(

(1)
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P (2) (Prp(1) = Gr (1) Pri2)” PAR(2) (Pry(2) — P2 Pri (1))
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=1—¢ P (@) (P (1) =g (1 P (2)) Py (2) (Pregy(2) O (2) P (1)) + gr (Pﬂk(l),P,rk(Q)) . 8)

where P2“! denotes the outage probability for user n under
the matching ®. The relation that user n prefers to match with
RB k = ®(n) instead of k' = ®'(n) can be expressed as

(k, ®) =, (K, ®) < U, (®) > U, (). (13)
Similarly, the preference value for RB k is defined as
i@ = [ a-pr. (14)

ne®(k)

The relation that RB & prefers to match with the user set C =
® (k) instead of C' = ®'(k) can be expressed as

(C,‘i’) >k (C', ‘I)/) = Uk(ql) > Uk(@/). (15)

Due to the interference between pairing users, changing the
matching of one user will also affect the preference values of
other users and hence the stability of the matching cannot be
defined straightforwardly. To tackle this problem, two-sided
exchange stability in [35] is employed in the design of the
matching theory based algorithm. To better describe the two-
sided exchange stability, we first define swap matching as
follows.

Definition 1. Given the matching ® with k = ®(n)
and k' = ®(n’), a swap matching for ® is defined as ®' =
{8\{(k, ), (1, )} U {(k, ), (', m)}}, where & = ®(n')
and k' = ®(n).

Note that the preference values cannot be directly updated
after a swap operation between two users since the decoding
order and the allocation of the fixed power coefficients are
not determined. When user n is swapped to match with a
new RB K/, there are four possible cases for the allocation of

decoding order and power coefficients for user n, which are
listed as below.

1) User n is allocated with power Py , and the first to be
decoded;

2) User n is allocated with power P, and the second to
be decoded;

3) User n is allocated with power Py ; and the first to be
decoded;

4) User n is allocated with power Py ; and the second to be
decoded.

We denote the preference values for user n and RB k' as Ul
and U},, respectively, in the i-th case. Here, i € {1,2,3,4}.
Then we have the following definition.

Definition 2. Given a pair of users (n,n') and a matching ®,
where k = ®(n) and k' = ®(n’), if there exist the cases i,j €
{1,2,3,4} such that

) Vz e {nk} UL(P)
(0 k), UJ(@) > U, (#);

2) 3z € {n,k'} such that UL(®') > U,(®), or Jy €
{n', k} such that UJ(®') > U,(®),

then the swap matching ®' is approved, and (n,n') is defined
as a swap-blocking pair in ®.

> Uy(®), and Yy €

Definition 2 states that if the swap matching is approved,
the preference values for all users will not decrease and the
preference value of at least one user will increase. Moreover,
the decoding order and power coefficients will be allocated
according to the case that approves the swap matching. If a
swap-blocking pair exists in the current matching ®, we can
swap them to improve system performance. After a number of



Algorithm 1 Proposed matching theory based user scheduling
(MTUS) algorithm

1. Initialize a matching ®. Set the decoding order and power
coefficients for each RB.

2. Repeat
3. ForVneN,k=®(n)
4. For Vn' € {N'\ ®(k)}, k' = ®(n')
5. If (n,n’) is a swap-blocking pair then
6. Update the matching ®.
7. Update decoding order and power coefficients.
8. End if
9. End for
10.  End for

11. Until No swap-blocking pair exists.
12. Output the matching ®

swap operations, all swap-blocking pairs are tackled and the
matching achieves the two-sided exchange-stable (2ES).

B. MTUS Algorithm

In this subsection we propose the MTUS algorithm accord-
ing to the definitions introduced above. The proposed algo-
rithm searches the swap-blocking pair in the current matching
and approves the swap matching until a 2ES matching is
obtained.

Before the swap operations, an initial solution should be
generated. For simplicity, we pair user n with user 2K —n +
1, i.e., the strongest user with the weakest user, for fairness.
Moreover, the user with lower channel gain is allocated with
the larger power coefficient and will be decoded first according
to the optimal scheduling for NOMA with perfect SIC [25].

After the initialization, the BS checks all possible pairs of
users to search the swap-blocking pair. If a swap-blocking pair
is found, the BS swaps the users and updates the corresponding
decoding order and power coefficients to improve the system
performance. If no swap-blocking pair can be found, the final
2ES matching is obtained. The proposed algorithm can be
summarized in Algorithm 1.

For the proposed matching theory based algorithm, we have
the following proposition on the complexity.

Proposition 1. The complexity of the proposed MTUS algo-
rithm is upper bounded by O(N*).

Proof. The complexity of proposed MTUS algorithm is
mainly determined by the number of iterations and tests of
swap matching. Duplicate swaps between a pair of users is
avoided since the swap matching is approved with strictly
increase of performance. Therefore, the maximum number
of swap operations is O(N?), which limits the number of
iterations to O(N?). For one iteration, the number of tests
for each user is limited by O(N). Therefore, the maximum
number of tests for one iteration is O(N?). In summary, the
complexity of the proposed MTUS algorithm is upper bounded
by O(N*%). O

The complexity of the exhaustive search method increases
exponentially with the number of users. Therefore, the com-

plexity of the proposed MTUS algorithm is much lower than
the exhaustive search method.

IV. POWER ALLOCATION

After user scheduling is performed, we need to allocate
transmit powers for NOMA users sharing the same RB. Since
each user has been allocated with a fixed RB and a fixed
decoding order after performing the MTUS algorithm, we
can write Pﬂ'k(m) = Pk,m’ P‘/?:Esm) =
Akems Pry(m) = Pkym» and €q, (m) = €km Without loss of
generality. The power allocation problem can be formulated

P Aem) =

as
P3 ' Py, 16
(P3) Jin v%:n 3 (162)
st PO < g, (16b)
Py >0, Vk, m. (16c)

The problem that minimizes the transmit power subject to
the traditional outage probability constraints has been investi-
gated in [25]. However, perfect SIC is assumed in [25] so that
the algorithm cannot be applied to solve the problem (P3). In
order to handle the influence of imperfect SIC, we propose
a BB based optimal algorithm for power allocation with the
traditional outage probability. The more details can be found
in Section IV-A. For the alternative outage probability, we
can observe that its expression in (8) contains the difference
of exponential functions, which makes it more difficult to
obtain an optimal solution. Therefore, we apply the CCCP
method to find a suboptimal solution for power allocation with
alternative outage probability. The more details can be found
in Section IV-B.

A. Power Allocation with Traditional Outage Probability

We first employ the traditional outage probability in the
outage constraints. The problem (P3) can be written as

(i %;(Pm + Peo) (17a)
_ Pk,1
st 1—e Pea(Prazenafis) <o (17b)
_ Pk,1
1—e Pra(fha=tuiriz) 4 g (Pr1, Pr2) < €r2,
(17¢)
Py1>0,P;2 >0, Vk. (17d)

We can easily observe that the constraint (17c) can be equally
converted to the following two constraints,

B Pr,1
1—e #2k2(Pra =0k, Pk 2 ) < €k,2, (18)
and P k.2
1 k,2 e Pr2Prz < €k,2- (19)

a P2+ Ppiwor 2

It is worth noting that power allocation for each RB is inde-
pendent for fixed user scheduling and can be decoupled into K
subproblems. Therefore, we choose the power allocation for
RB £k as the typical one to analyze. Without loss of generality,
we can omit the RB index k in subsequent discussion.



After a series of transformations, the power allocation
problem for a typical RB can be expressed as
(P4) min P+ P (20a)
st. P —¢1P> —L, (20b)
pA1log(l —€1)
P

P—p1 P> 20

L — Q1P > alogd =)’ (20¢)
Py )

1— ——F——e 7R2P2 <o, 20d
Py + Prwgs =" (20)
P >0,P, >0. (20e)

The non-convex constraint (20d) makes the problem non-
convex and difficult to solve. However, with the help of the
BB technique introduced in [32] and [36], we can still develop
an algorithm to obtain an optimal solution.

Before using the BB technique, we should first convert the
problem to the standard BB form. By introducing the auxiliary

o
variable ¢ = e~ Par3, (P4) can be equivalently transformed
into the following problem

. (1+ ¢p1)02

PS - 21
(PS) yow pAs log(t) +5 (21a)
s.t. P :¢1P2+B, (21b)
t = e*%, 21c)

Py

- —2 <6, 21d
P+ Py @l
P >0,P, >0, (21e)
where § = max (— p)\llo(gzlfq),—p& 10231752))' The proof

of equivalence between (P4) and (P5) is provided in Ap-
pendix A.

If we denote the objective function and feasible set of ¢ for
the optimization problem (P5) as L£(¢) and ¥, respectively,
the problem can be converted to

(P6) mtin L(t)
st. teWw.

(22a)
(22b)

By observing the problem (P5), we can find 0 < ¢ < 1.
Therefore, the objective function L£(¢) is a non-decreasing
function. As a result, if we find a feasible point ¢, the feasible
set can be reduced to ¥/ = {¢|t € ¥, ¢ < ¢y} without affecting
the optimality. In order to formulate the standard form for the
BB method, we define the following extended function

~ if o’
£(t) = L(t), ifte v, (23)
L(tp), otherwise.
If we define the function
F(¢T) = inf £(), (24)

which is the infimum of function £(t) in the feasible set II,
we can have the following relationship

fI) = f(H¥) = p*,

where ¥/ C II and p* denotes optimal objective function
value. From constraint (21d), the variable ¢ is lower bounded

(25)

by 1 — €. Therefore, the extended feasible set can be chosen
as IT = {t|1 — e2 <t < to}. Furthermore, the problem (P6)
can be converted to minimizing the function £(t) over the
extended set II.

The BB method is to iteratively divide the feasible set II
into smaller subsets for searching, which is organized as a
binary tree. At each leaf node, we can calculate the upper
bound and lower bound for the function f. By removing the
leaf nodes whose lower bounds are larger than the minimum
value over all upper bounds, the gap between the upper and
lower bound is reduced. By repeating the procedure until the
accuracy requirement is satisfied, a global optimal solution
will be obtained.

By utilizing the monotonic increasing feature of func-
tion £(t), we can refer to [32] and construct the lower bound
function for the set IT = {¢|t <t <t} as

L), ifteV,
sy = {40 . 26)
L(tg), otherwise,
and the upper bound function as
— L), ifteVw,
t|n) = 27
S {E(to), otherwise. @7

The key step to calculate the bound function is to check
whether ¢ € W’. By considering the constraints (21b)
and (21c), we set

P2

P, = — = 28
2 p)\2 log(t)’ ( )
and
102
pP=-——>-"_ . 29
= les® TP @

If the constraint (21d) is satisfied with (28), (29), and t = ¢,
the condition ¢ € ¥’ is guaranteed.

Based on the above definitions and discussions, we can
describe the proposed power allocation algorithm as follows.
First, we calculate a feasible point ¢y based on Algorithm 2
and initialize the feasible set as II; = {t|1 —ex < ¢ < tp}.
For the i-th iteration, we divide the feasible set II; into
two subsets II; ; and II; » and calculate the corresponding
lower and upper bounds, respectively. Due to the monotonic
increasing feature of the function L(t), there will always be
a subset whose lower bound is greater than or equal to the
upper bound of the other one. By removing the subset with a
larger lower bound, we can reduce the search space without
affecting the optimality. When the gap between the lower
bound and upper bound is small enough, the iteration stops and
a global optimal solution is obtained. The proposed algorithm
is summarized in Algorithm 3.

The calculations in Algorithm 2 and Algorithm 3 are scalar
based. Therefore, the complexity of the proposed algorithm for
a typical RB can be denoted as O (I; + I3), where I and I
denote number of iterations in Algorithm 2 and Algorithm 3,
respectively. There are K RBs so that the total complexity of
the proposed algorithm can be expressed as O (K (1 + I2)).



Algorithm 2 Calculation of the initial feasible point ¢

1. Seti=1;
2. Repeat
3. to=1- 5
- _ é

4. B= P)\zqﬁlozg(to)
5. .Pl : pA2 log(to) + ﬂ
6. =1+ 1.

. P
7. Until 1 — mtog €2
8. Output the feasible point g

Algorithm 3 Proposed BB based algorithm for (P4)

1. Calculate a feasible point ¢ty based on Algorithm 2.
Initialize the feasible set as Iy = {t|1—ex <t < #p}. Set
tolerance parameter § > 0 and iteration number ¢ = 1.

2. Repeat
3. Divide the set II; into two subsets II; ; and II; ».
4.  Calculate the lower and upper bounds for the two sub-
sets, i.e., i(tlni,1)5 i(t|1'[i,2), f(tlni,l), and f(t|HZ"2).
5.  Calculate the global lower bound
li = min (i(t|H,71),i(t|Hz,2))
6.  Calculate the global upper bound
u; = min (f([T 1), F(t|T2))
7. Update the feasible set 1I;,;; by removing the sub-
set II; ; that meets f(¢[IL; ;) > u;.
8. i=i+1.
9. Until % < 4.
10. Calculate power allocation {P;, P>} according to (28),

(29) and output the result.

B. Power Allocation with Alternative Outage Probability

By employing the alternative outage probability in the
outage constraints, (P3) can be rewritten as

min P11+ P 30a

{Pr,1,Pr,2} g( m k’Q) G0
_ Pr,1

st. 1—e P*k,l(Pk,1*¢k-,,1PA-,,2) < €kl (30b)

Pr,1 k.2

— min s
1—¢ PM-,,Q(PI«J*‘Pk,lPk,z) P>‘k,2(Pk,‘2*¢k,2pk,l)

+ gk (Pr,1, Pr2) < €r2,
(30c¢)

Piy 20, Pz > 0, Vk. (30d)

Similar to the scheme with the traditional outage probability,
power allocation for each RB can also be decoupled. Hence,
we omit the RB index and formulate the power allocation
problem for a typical RB as

(P7) 113{17111312 P+ P (31a)
b1
S.t. — 1Py > — (31b)

)
p)\l log(l — 61)
$1 b2 )
pA2(P1—¢1P2) " pra(P2—¢2P1)

+9g (P, ) <€, (3lo)
(31d)

— min(

1—e

P >0,P, >0.

)

As discussed in the previous section, the alternative out-
age probability is different from the traditional one only
When % < % . Therefore, we can di-
vide (P7) into two subproblems to handle the complicated

P2
term e PA2<P1 ST e (P3P in constraint (31c).
The first subproblem is to optlmlze power allocation with the
$2
constraint 77 —5- ) > 7 which is similar to (P4)

and can be solved via the BB metﬂod The second subproblem

is with the constraint ( P2_¢¢2 Py < 1 Pl—d)dn 75 and can be

formulated as
(P8) }){1’111312 P+ P (32a)
s.t. (31b),(314d), (32b)

[
1 — e a5 4 g(Py, Py) < es, (32¢)
G2(P1 — 91 P2) < p1(Po — ¢ Pr). (32d)

By comparing the solutions for the two subproblems and
choose the one that leads to lower objective function value,
we can obtain the solution of the original problem (P7). Note
that we can omit the constraint 7 ¢2 ) > Pr—orP3) for
the first subproblem without influencing the optlmahty If the
solutlog fall within the area sziﬁz ) T Plf VAL the
alternative outage constraints will lead to better performance,
which indicates that the solution of the second subproblem is
better.

Constraint (32c) is highly non-convex, which makes it
difficult to obtain an optimal solution for subproblem (P8).
Therefore, we propose an iterative algorithm based on the
CCCP technique, which monotonically improves the perfor-
mance and converges to a stationary solution [33]. Before
applying the CCCP method, we first transform the complicated
constraint in (32c) to a more tractable yet equivalent form. By
introducing auxiliary variables {01, 02,1, %2, %2, 2}, (P8) can
be equivalently converted to the following problem

(P9) min P+ P (33a)
s.t. (31b), (31d), (324d), (33b)
1—e % 40y <eo, (33¢)
¢2
PO — 33d
b= pA2(P2 — o Py) (3
02 >0, 0y > e —ty, (33e)
- o1
i < , 33
P pPA2(P1 — p1P) (330
~ D2
>
t2 el p>\~2P2’ (33g)
Iy < etz (33h)
P.
ty < 2 (33i)

L
Py + Piwgs ?

where Z £ {Py, P»,01,05,t1,15,%2,t2} denotes the set of
variables. The proof of equivalence between (P8) and (P9) is
provided in Appendix B. After the transformation, the highly
coupled non-convex constraint (32c) is divided into several
simpler constraints (33c)-(33i), which are easier to handle.
However, some of the constraints are still non-convex, which
complicate the problem, such as (33c), (33f), (33h), and (33i).



Algorithm 4 Proposed CCCP-based algorithm for the prob-
lem (P8)

1. Initialize a feasible point Z. Set the tolerance of accu-
racy ¢ and iteration number i = 0.

2. Repeat

3. Update the variables by solving the problem (P10) via
CVX.

4.  Update the iteration number :

Until 223 < 5

6. Output the solution {P;, P>}

1 =1+ 1.

9,1

We can write the non-convex constraints as difference-of-
convex (DC) forms and then approximate them as convex
constraints through the first-order Taylor expansion. By tak-
ing the non-convex constraint (33i) as an example, we then
rewrite (33i) into the DC form in (34). By applying the
first-order Taylor expansion to linearize the subtracted convex
functions, an approximated convex constraint can be obtained
as in (35), where P}, Pi, t4, and t, denote the current points of
the variables Py, P, to, and 1o, respectively. Furthermore, the
approximated convex constraint can be written as the second-
order cone (SOC) form in (36). By applying the same method,
the non-convex constraints (33c), (33f), and (33h) can be
approximated as the convex ones in (37)-(39), respectively.

l—e+e (0 -6 —1)+0, <0, (37)

and

t_g + 6_&" (1?2 — 1?12 - 1) <0. 39)

Moreover, the constraints (33d) and (33g) can be reformulated
as the following SOC constraints

MV:& (0, — uzf@a M &+uz—@a»,
and
55 32

(40)
Finally, we obtain the approximated convex problem for (P9)
in the i-th iteration expressed as

(41)

(P10) min P+ P, (422)
st. (31b),(31d),(32d),(33e),  (42b)
(36) — (41). (42¢)

We can solve the convex problem (P10) via the convex
programming toolbox CVX [37] in each iteration. The CCCP
based iterative algorithm is summarized in Algorithm 4,
where £(Z) denotes the objective function value.

By combining the optimization algorithms for the two
subproblems, we can obtain the overall power allocation
algorithm for the alternative outage probability summarized
in Algorithm 5.

For a typical RB, the complexity of solving the first sub-
problem (P4) has been analyzed in the previous subsection,

Algorithm 5 Power allocation algorithm for the problem (P7)

1. Solve the problem (P4) by Algorithm 3 to obtain the
solution Z; = {P, P>} and objective value L(Z;).
2. Solve the problem (P8) by Algorithm 4 to obtain the
solution Z5 = { Py, P»} and objective value L£(Z5).
If £(Zl) S C(ZQ) then
Output the solution Z;.
Else
Output the solution Zs.
End if

Nownkw

which can be expressed as O (I + I2). The variables in the
CCCP based algorithm for the second subproblem (P8) are
scalars. Therefore, the complexity of Algorithm 4 can be ex-
pressed as O (I3), where I3 denotes the number of CCCP iter-
ations. Based on the complexity analyses for the two subprob-
lems, we can denote the complexity of the overall algorithm
for (P7) summarized in Algorithm 5 as O (I; + I + I3). For
the system with K RBs and 2K users, the total complexity of
power allocation can be expressed as O (K (I; + I + I3)).

V. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
algorithm through simulation. We assume that 2K users are
divided into K orthogonal pairs and assigned to K RBs.
Moreover, we set K = 3 generally. The users are uniformly
distributed within a circle with radius r. = 10 m. For simplic-
ity, the noise power is normalized and set as 0 = 0 dB. The
frequency dependent factor and the path loss exponent are set
as 7 = 1 and o = 2. Moreover, we assume that all users have
the same QoS constraint, i.e., R, = Rand ¢, = ¢ forn € N.
The fixed power coefficients used in the MTUS algorithm

are chosen as P, = 10lg (—m) dB and P, =
101 (_Wéﬂ—é)) dB for k € K, where ¢ = 2 —1

and A = 5 Z?f; An. The tolerance accuracy of the iterative
algorithm is set as 6 = 1076,

Fig. 1 and Fig. 2 show the convergence performance of
the proposed BB and CCCP based algorithms, respectively.
The users are randomly paired. The target rate is set as R =
0.1 bits/s/Hz, and the variance of the residual interference
is w = —10 dB. Fig. 1 presents the minimized total transmit
power versus the number of iterations for the BB based algo-
rithm summarized in Algorithm 3. From the figure, the gap
between the lower bound and upper bound becomes smaller
with the increase of iteration numbers. Fig. 2 presents the
minimized total transmit power versus the number of iterations
for the CCCP based algorithm summarized in Algorithm 4.
From the figure, the minimized total transmit power decreases
with the increase of iteration numbers and converges finally.
Moreover, the algorithm converges fast with loose outage
probability constraint.

Fig. 3 illustrates the required transmit power versus the
outage probability constraint for different user scheduling al-
gorithms. The variance of the residual interference is assumed
as w = —10 dB, and the target rate is set as R = 0.1 bits/s/Hz.
We mainly consider the following algorithms for comparison:
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Fig. 1: The convergence performance of the proposed BB based
algorithm: minimized total transmit power versus the number of
iterations.

o Exhaust: optimize power allocation for all possible user
scheduling and choose the scheme with minimum power.

e MTUS: apply the MTUS algorithm to obtain user
scheduling and then optimize power allocation.

e Random: randomly choose user scheduling and then
optimize power allocation.

Here AL and TR denote the schemes based on the alter-
native outage probability and traditional outage probability,
respectively. Note that the exhaust algorithm optimizes power

Iteration number

Fig. 2: The convergence performance of the proposed CCCP based
algorithm: minimized total transmit power versus the number of
iterations.

allocation for all candidate user scheduling, which results in
extremely high complexity. In the MTUS algorithm, power
allocation is only optimized once so that the complexity is
much lower. However, the MTUS algorithm can still achieve
near-optimal performance as shown in the figure. Moreover,
the alternative scheme with MTUS algorithm can even out-
perform the traditional scheme with exhaust algorithm under
strict outage constraints.

Fig. 4 compares the required transmit power versus the
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Fig. 3: Minimized total transmit power versus outage probability
constraint €, with w = —10 dB and R = 0.1 bits/s/Hz.

outage probability constraint with different target rates for
the algorithms based on the traditional outage probability and
the alternative one. The variance of the residual interference
is w = —10 dB. From the figure, the gap between two
schemes becomes larger with the decreasing outage probability
constraint. That is to say, the superiority of the algorithm based
on alternative outage probability is more significant when the
tolerance of outage is lower. The reason is that the residual
interference only affects the user to be decoded second in
NOMA and becomes the major limiting factor for the perfor-
mance when the outage probability constraint is low. Hence,
the required power for the user to be decoded second can be
larger than that for the user to be decoded first. As a result,
the condition Oy O 1)
(Prp2)=Prp ) Prp (1) 7~ (Prp) =0 (1) Py (2))

more likely to achieve, which indicates that the algorithm
based on the alternative outage probability has better per-
formance. Moreover, with higher target rate, the minimized
total transmit power is higher as expected and the gain of the
algorithm based on the alternative outage probability is also
larger.

Fig. 5 compares the required transmit power versus the
variance of residual interference with different target rates for
the algorithms based on the traditional outage probability and
the alternative one. The outage probability constraint is set
as € = 0.01. From the figure, the required transmit power
increases with the residual interference variance as expected.
Moreover, the performance gap between the two schemes also
becomes larger with increasing residual interference.

Fig. 6 compares the required transmit power versus the
outage probability constraint with different RB numbers for
the algorithms based on the traditional outage probability and
the alternative one. The variance of the residual interference
is w = —10 dB. From the figure, the required transmit power
increases with the number of RBs. However, the algorithm
based on the alternative outage probability still achieves bet-
ter performance and the performance gap between the two
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Fig. 4: Minimized total transmit power versus outage probability

constraint €, with different target rates and w = —10 dB.
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Fig. 5: Minimized total transmit power versus variance of residual
interference w, with different target rates and € = 0.01.

schemes is approximately stable.

Fig. 7 compares the required transmit power versus the
outage probability constraint for the proposed NOMA and con-
ventional OMA algorithms. The RB number is set as i = 3
and the target rate is set as R = 0.1 bits/s/Hz. From the
figure, the performance of NOMA degrades when the variance
of residual interference increases. Moreover, the impact of
imperfect SIC is more significant when the outage probability
constraint is smaller. NOMA outperforms OMA when the
residual interference caused by imperfect SIC is moderate. If
the residual interference is too large, the outage probability
of the user to be decoded second in NOMA will be greatly
impaired and OMA achieves better performance.
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Fig. 6: Minimized total transmit power versus outage probability
constraint €, with different RB numbers and w = —10 dB.
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Fig. 7: Minimized total transmit power versus outage probability
constraint €, with K = 3 and R = 0.1 bits/s/Hz.

VI. CONCLUSION

In this paper, we have investigated the impact of an al-
ternative outage probability on user scheduling and power
allocation for the NOMA system with the imperfect SIC.
Specifically, we have minimized the total transmit power
where the constraints based on both the traditional outage
probability and the alternative one are considered. In order
to handle the highly coupled non-convex problem, we have
proposed a two-phase algorithm where user scheduling is
first addressed via the proposed matching theory based user
scheduling algorithm and then power allocation for each
pair of NOMA users sharing the same RB is optimized.
Simulation results have shown that the proposed algorithm
with the alternative outage probability outperforms that of the
traditional one when the residual interference from imperfect
SIC significantly affects the decoding.

APPENDIX A
PROOF OF EQUIVALENCE BETWEEN (P4) AND (P5)

By combining the constraints (20b) and (20c), we can
equivalently convert them to the following constraint

P> ¢ P+ 5. (A.1)

Moreover, we can observe that the left side of the con-
straint (20d) is monotonically increasing with P;. That is to
say, the constraint (20d) is easier to be satisfied if P; is smaller.
On the other hand, the objective function of problem (P4) is
to minimize the sum of P; and Ps. Therefore, we can choose
the minimum Py, i.e., take the equality in (A.l), without
influencing the optimality. As a result, problem (P4) can be
equivalently transformed as

1,2
S.t. Pl = (7251P2 —+ ﬁ, (A2b)
Py __%2
1—— "2 o 7amm <e, A2c
P2+P1w¢)2e Tre=e (A-20)
P, >0,P, > 0. (A.2d)

In order to handle the exponential function in the con-

. . . . __P2
straint (A.2c), we introduce the auxiliary variable t = e #3272
and rewrite the problem in (A.2) as

Prlr,llggl,t P+ P (A.3a)
st. P =¢1P+ 0, (A.3b)
®

t = e‘ﬁ, (A.3¢)

P
- — "2 ¢<e, A3d
P+ Pwgy — ( )
Pl ZO,PQZO (A3e)

According to the equality constraints (A.3b) and (A.3c), we
can write

_ 9
P = pAo log(t)’ (A4)
and
19
Pi= e o (A5)

By taking (A.4) and (A.5) in the objective function of (A.3),
we can obtain (P5). The proof of equivalence between (P4)
and (P5) is completed.

APPENDIX B
PROOF OF EQUIVALENCE BETWEEN (P8) AND (P9)

Let us first introduce variables 6; and 6 as the upper bounds

of W and g (Py, Py), respectively. Problem (P8)

can be equivalently expressed as

mgn P+ P (A.62)
s.t.  (31b),(31d), (32d), (A.6b)
1—e 46, <e, (A.6¢)
®2
P E— (A.6d)
L (P — 6oP)
05 > 0, (A.6e)
92 > e P>\2(P1¢1¢1P2) — Leiﬁ . (A6f)
- Py + Piweo ’



In order to handle the fraction forms in the exponent in (A.6f),

we introduce auxiliary variables ¢; and ¢ as the lower bound
1 @2 :

and upper bound of' o (PL—3.7%) and AP respectively. As

a result, the constraint (A.6f) can be equivalently converted to

; o1

h<—% (A7)
LS oha(P— 61 Py)

; o2
to > ——— A.8
2 > Py’ (A.8)

and P
o>l - 2 ot A9
2= P2+P1w¢2e (A9

Finally, we tackle the product of fraction and exponent in (A.9)
by introducing f» as the lower bound of e~ and t; as

the lower bound of %w 3 ta. The proof of equivalence

+
between (P8) and (P9)2 is completed.
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