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## Abstract

In this thesis, we consider a collection of problems in extremal and probabilistic combinatorics, specifically graph theory.

First, we consider a close relative of the Cops and Robbers game called Revolutionaries and Spies, a two-player pursuit/evasion game devised by Beck to model network security. We show that on a 'typical' graph, if the second player has fewer pieces than are required to execute a particular trivial winning strategy, then the game is a first player win.

Second, we consider the emergence of the square of a Hamilton cycle in a random geometric graph process, and show that typically, the exact instant at which a simple local obstacle is eliminated at every vertex, is the exact instant at which the graph becomes square Hamiltonian. This is in stark contrast to the 'normal' Erdős-Rényi random graph process, in which square Hamiltonicity is both not 'local' in this sense, and occurs only once the graph is reasonably dense.

Finally, we study an extremal problem concerning tournaments, that of maximising the number of oriented cycles of a fixed length. A 'folklore' result states that for 3 -cycles one cannot do significantly better than a random tournament. More recent work shows that same is true for 5 -cycles, and perhaps surprisingly that this is not true for 4 -cycles. We conjecture that one can significantly beat the random tournament in expectation if and only if the length of the cycle is divisible by four, proving the 'if' statement, as well as a variety of new cases of the 'only if' statement, including the case that the graph is sufficiently close to being regular.
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## Chapter 1

## Introduction

In this thesis we consider three problems in extremal and probabilistic combinatorics, each related to a different random graph model, and all with an emphasis on large-scale or asymptotic behaviour-what is often described as the 'Hungarian' style of combinatorics. First, in Chapter 2, we look at a pursuit/evasion game on the 'ordinary' binomial random graph. Then, in Chapter 3, we investigate the emergence of the square of a Hamilton cycle in a random geometric graph. Finally, in Chapter 4, we turn our attention to an extremal problem regarding tournaments, asking for which lengths it is possible for a tournament to have many more cycles of a fixed length than the random tournament.

We begin by giving a short overview of each of the problems addressed in the following three chapters, detailing some of the main results and providing a brief account of some related work by other authors.

Our notation is largely standard, with the exception of some alternatives to standard asymptotic notation-see 1.4.2. The reader may refer to Section 1.4 for details, as well as for a brief description of the random graph models with which we are concerned, principally the binomial random graph $G(n, p)$, the edge model $G(n, m)$ and the Gilbert model $G(n, A)$. We remark that certain definitions will be reiterated in the chapters in which they are used most heavily.

### 1.1 Spy-maximality in Revolutionaries and Spies on Random Graphs

Perhaps one of the most well known open problems in graph theory is Meyniel's conjecture concerning the Cops and Robbers game. Introduced independently by Quilliot 73] and Nowakowski and Winkler [65], the Cops and Robbers game is a perfect information pursuit/evasion game played on a connected graph $G$ on $n$ vertices, by two teams, one of a collection of Cops, and one of a single Robber. Initially, first each Cop, and then the Robber, may choose a starting vertex. In each round, first each Cop, and then the Robber may either move to an adjacent vertex, or stay where they are. The Cops win if the Cops ever 'catch' the Robber, that is, if some Cop moves to the same vertex as the Robber, and the Robber wins otherwise.

We write $c(G)$ for the Cop number of a graph $G$ (introduced by Aigner and Fromme [2]), that is, the minimum number of Cops for which the Cops can guarantee to win with perfect play, regardless of the Robber's strategy. Meyniel's conjecture is the assertion that $c(G)=O(\sqrt{n})$. The first non-trivial bound on the Cop number, due to Frankl [27, states that $c(G)=O\left(n \frac{\log \log n}{\log n}\right)$. This was later improved by Chiniforooshan 16 to $c(G)=O(n / \log n)$. At the time of writing, the state of the art, due independently to Scott and Sudakov [78] and Lu and Peng [58], and later given an alternative proof by Frieze, Krivelevich and Loh [34, is the bound $c(G) \leq n 2^{-(1+o(1)) \sqrt{\log n}}$.

Perhaps in light of somewhat slow progress towards a proof or disproof of Meyniel's conjecture, a number of authors considered the Cops and Robbers game on $G(n, p)$. In particular Bonato, Prałat and Wang showed that if $2 \sqrt{n} \log n \leq n p<(1-\Omega(1)) n$, then a.a.s. $c(G)=\Theta(n \log n / n p)$-verifying Meyniel's conjecture up to a log factor for dense random graphs. Later, Bollobàs, Kun and Leader showed that, if $n p \geq(2+\Omega(1)) \log n$, then a.a.s. $n^{\frac{1}{2}-9 / 2 \log \log n p} /(n p)^{2} \leq c(G)=O(\sqrt{n} \log n)$-verifying Meyniel's conjecture for random graphs up to a $\log$ factor almost down to the connectivity threshold, in particular showing that a.a.s. $c(G)=\Theta\left(n^{\frac{1}{2}-o(1)}\right)$ for $(2+\Omega(1)) \log n \ll n p=n^{o(1)}$. Then

Łuczak and Prałat [59] found $c(G)$ to within a $\log$ factor for $n^{\Omega(1)}=n p=n^{1-\Omega(1)}$, showing that it exhibited a peculiar 'zig-zag' behaviour (see page 63). Later, Pratat and Wormald [72] proved that if $n p=(1 / 2+\Omega(1)) \log n$, then a.a.s. $c(G)=O(\sqrt{n})$, and in 71] similarly verified Meyniel's conjecture for random $d$-regular graphs with $d=d(n) \geq 3$.

In Chapter 2 we consider the Revolutionaries and Spies game, a pursuit/evasion game devised by Jósef Beck in the nineties (cited as a personal communication in [45]). It is a perfect information game played on a graph on $n$ vertices by one team of $r$ Revolutionaries and an opposing team of $s$ Spies. Initially, each Revolutionary and then each Spy chooses a starting vertex. In each round, first each Revolutionary and then each Spy may move to an adjacent vertex or stay still. The Revolutionaries win if they ever have an unguarded meeting, that is, if at the end of some round some vertex is occupied by at least $m$ Revolutionaries and no Spies. The Spies win if such a meeting never occurs.

The Spies can certainly win if $s \geq r-m+1$, since then the Spies can guarantee that at most $m-1$ Revolutionaries are ever unguarded. Of course, $n$ Spies are always sufficient. In the other direction, the Spies certainly require at least $\min \{\lfloor r / m\rfloor, n\}$ team members to prevent a Revolutionary victory at the end of the first round.

Playing on the binomial random graph $G(n, p)$, we show that if $\log ^{3} n \ll n p \ll n / \log n$, $r-m \ll n p / \log ^{3} n$ and $r-m \ll n / n p \log n$, then a.a.s. the Revolutionaries can win whenever $s \leq r-m$. That is to say, in this range of parameters, a.a.s. the Spies cannot guarantee to win with fewer team members than required by the trivial strategy mentioned earlier.

Observe that, in particular this implies that if $\sqrt{n} \lesssim n p \ll n / \log n$ and $r-m \ll$ $n / n p \log ^{3} n$, then a.a.s. the Revolutionaries can win whenever there are fewer than $r-$ $m+1$ Spies. By a result of Mitsche and Prałat (Theorem 1.1 of [61])—which implies that for $\log ^{3} n \ll n p \ll n / \log n$, if $r-m \gg n / n p \log n$ and $r-m=(1+\Omega(1)) r / m$, then a.a.s. the Spies can win with $r-m$ team members-our result is best possible up to the $\log$ factors in the bound on $r-m$ when $n p \gtrsim \sqrt{n}$. Moreover, our result reaches a natural
barrier of $s=r-m \approx n p$ up to log factors otherwise, beyond which a Revolutionary at an arbitrary vertex cannot guarantee that they will not be guarded by the end of the next round.

In 61] Mitsche and Prałat showed that on $G(n, p)$, the Revolutionaries can a.a.s. guarantee to win when $s \leq r-m=O(1)$ if either $\log ^{3} n \leq n p \ll \sqrt{n \log n}$ or if $\sqrt{n \log n} \ll n p \leq$ $(1-\Omega(1)) n$. Their proof methods were unable to address the case that $n p=\Theta(\sqrt{n \log n})$, leading them to explicitly question whether or not the Revolutionaries can guarantee to win a.a.s. when $s=r-m=O(1)$ and $n p=\Theta(\sqrt{n \log n})$-our result answers this question in a strong sense. See Chapter 2 for a more detailed account of the other results obtained in 61.

There are a number of papers concerning the Revolutionaries and Spies game in the literature. Broadly speaking, they are concerned, not with the typical behaviour on a random graph, but with the Spy-number for fixed graphs $G$ as the parameters $r$ and $m$ vary. Particular interest has been taken in those instances in which the Spy-number is close to, or equal to, the trivial lower or upper bounds for a large range of $r$ and $m$. Indeed, some steps have been taken towards characterising those instances in which Spy-number is $\lfloor r / m\rfloor$.

In particular, exact results are known for: trees [20], unicyclic graphs [20], the $d$ dimensional integer lattice [45], for graphs containing a rooted spanning tree whose complement is constrained [15], the $d$-dimensional hypercube [15], or $k$-partite graphs with sufficiently large parts [15]. Moreover, for $G(n, p)$ with $p$ constant, a phase transition of sorts is established in (15).

### 1.2 Square Hamilton Cycles in Random Geometric Graphs

The reader is encouraged to refer to Subsection 1.4 .3 for details of the three random graph models discussed in this section, particularly the Gilbert model $G(n, A)$ of a random
geometric graph-the principal model of importance to this section and correspondingly Chapter 3

We define a graph property $\Pi$ to be a collection of graphs and say a graph property is monotonic if for all $H$ and $G$ such that $H \in \Pi$ and $H \subset G$, we have $G \in \Pi$.

Given a random graph model and a graph property $\Pi$, it is natural to ask when the property $\Pi$ typically holds. From the outset, it is not clear what would constitute a satisfactory answer to this question. In their foundational papers on the theory of random graphs, Erdős and Rényi [24] showed that asymptotically many graph properties exhibit a rapid phase transition when crossing a certain 'threshold'. More accurately, we say $\widetilde{p}=\widetilde{p}(n)$ is a (weak) threshold for a monotone property $\Pi$ in the $G(n, p)$ model if:

$$
\lim _{n \rightarrow \infty} \mathbb{P}(G(n, p) \in \Pi)= \begin{cases}0 & \text { if } p \ll \widetilde{p} \\ 1 & \text { if } p \gg \widetilde{p}\end{cases}
$$

Of course, such a threshold function is unique only up to multiplication by a constant. Nonetheless, as is common, we will often refer to the threshold of a graph property. Weak thresholds $\widetilde{m}=\widetilde{m}(n)$ and $\widetilde{A}=\widetilde{A}(n)$ for the $G(n, m)$ and $G(n, A)$ models are defined similarly.

Bollobás and Thomason [11] showed that every monotone graph property has a threshold. Once one has found the threshold for a property, one could investigate how 'sharp' the transition is. As is reasonably common we say $\widetilde{p}=\widetilde{p}(n)$ is a sharp threshold for a monotone property $\Pi$ in the $G(n, p)$ model if for all $\varepsilon>0$ :

$$
\lim _{n \rightarrow \infty} \mathbb{P}(G(n, p) \in \Pi)= \begin{cases}0 & \text { if } p \leq(1-\varepsilon) \widetilde{p} \\ 1 & \text { if } p \geq(1+\varepsilon) \widetilde{p}\end{cases}
$$

Sharp thresholds $\widetilde{m}=\widetilde{m}(n)$ and $\widetilde{A}=\widetilde{A}(n)$ for the $G(n, m)$ and $G(n, A)$ models are defined similarly.

Many familiar properties such as connectivity and Hamiltonicity have sharp thresholds, while many do not, such as the properties "contains a triangle", "contains a 4-cycle", or "contains either a triangle or a 4-cycle". Friedgut's celebrated characterisation of 'coarse' thresholds states roughly that all coarse thresholds may be approximated arbitrarily closely (in likelihood) by a property of broadly this form-see Friedgut (with an appendix by Bourgain) [29] for details.

Much more is now known. Complementing the result of Bollobás and Thomason [11], Friedgut and Kalai [31] investigate the 'width' of a symmetric graph property - that is, a property with respect to which all vertices 'look the same', or more accurately, for which the automorphism group (the subgroup of the group of permutations of the vertex set under which the property is invariant) is transitive. They show that if $p$ is such that $\mathbb{P}(G(n, p) \in \Pi)>\varepsilon$, then $\mathbb{P}(G(n, q) \in \Pi)>1-\varepsilon$ for some $q$ with $q-p \lesssim \log (1 / 2 \varepsilon) / \log n$. A more precise analysis of this width can be found in 14 . See also [13, 28, 40 for further refinements.

In the Gilbert model, Goel, Rai and Krishnamachari 38 show that for all monotone graph properties if $r$ is such that $\mathbb{P}\left(G\left(n, \pi r^{2}\right) \in \Pi\right)>\varepsilon$, then $\mathbb{P}\left(G\left(n, \pi s^{2}\right) \in \Pi\right)>1-\varepsilon$ for some $s$ with $s-r \lesssim \log ^{3 / 4} n$ for an implicit constant depending upon $\varepsilon$-a much sharper transition than in the $G(n, p)$ model.

In Chapter 3 we are primarily interested in a further type of refinement. Let us take connectedness as an example. In their seminal papers Erdős and Rényi [23] proved the now well-known fact that the threshold for connectivity in $G(n, m)$ is $m=\log n / 2 n$, from which one can deduce that the threshold for connectivity in $G(n, p)$ is $p=\log n / n$. In both cases this matches the threshold for having no isolated vertices-certainly a necessary condition for connectedness. In light of this, it is natural to hope to somehow compare the emergence of these two properties. This can be achieved by considering random graph processes defined as follows.

First the random geometric graph process. Given a fixed point set $\mathcal{P}$ we may of course
just as easily define a geometric graph with vertex set $\mathcal{P}$ by joining points within distance $r$. Then we obtain a random graph process by first choosing a random point set and then increasing $r$ (or equivalently $A$ ), beginning from zero. The Erdős-Rényi graph process on the other hand is a random sequence of graphs $G_{i}$ for $0 \leq i \leq\binom{ n}{2}$, constructed by taking $G_{0}$ to be the empty graph, and for $i<\binom{n}{2}$, obtaining $G_{i+1}$ from $G_{i}$ by adding one of the edges not in $G_{i}$, uniformly at random.

We may then define the hitting radius (respectively hitting time) of a graph property $\Pi$, a random variable defined to be the minimum $r$ (respectively $i$ ) for which $G(\mathcal{P}, A)$ (respectively $G_{i}$ ) has the property $\Pi$.

Again in [23], Erdős and Rényi prove that a.a.s. the hitting time for connectedness is the same as the hitting time for having no isolated vertices. Similarly, in the random geometric graph process it is known that the hitting radii of these two properties are whp equal [66.

Another property of importance in the development of the theory of random graphs is Hamiltonicity. In the binomial random graph the threshold for Hamiltonicity was found in the breakthrough papers of Pósa [70] and Korshunov [55] to be $p=\log n / n$. Later, Komlós and Szemerédi [53] found an exact formula for the probability of Hamiltonicity in the limit as $n \rightarrow \infty$, before the hitting time was found by Bollobás [8] to be a.a.s. the same as that of minimum degree at least two.

In the Gilbert model the (weak) threshold for Hamiltonicity was found by Petit [46], this was then proven to be a sharp threshold by Díaz, Mitsche and Pérez [21]. Then the hitting radius result was proven by three different groups independently, resulting in the two papers Balogh, Bollobás, Krivelevich, Müller and Walters [6] and Müller, Pérez and Wormald [62].

In fact, it follows from [6, 62 that Hamiltonicity has a much 'sharper' threshold than was proven in [21], that is, it has a 'strong' threshold, where we say $\widetilde{A}(n)$ is a (strong)
threshold for a monotone property $\Pi$ in the $G(n, A)$ model if:

$$
\lim _{n \rightarrow \infty} \mathbb{P}(G(n, A) \in \Pi)= \begin{cases}0 & \text { if } A=\widetilde{A}-\omega(1) \\ 1 & \text { if } A=\widetilde{A}+\omega(1)\end{cases}
$$

Strong thresholds $\widetilde{m}=\widetilde{m}(n)$ and $\widetilde{p}=\widetilde{p}(n)$ for the $G(n, m)$ and $G(n, p)$ models are defined similarly.

Moreover, many properties have a strong threshold, such as connectedness, $\kappa$-connectedness and "minimum degree at least $\kappa$ " (for $\kappa$ fixed). We often omit 'strong' and, unless stated otherwise, all thresholds stated for the Gilbert model are strong thresholds.

Of course, every strong threshold is a sharp threshold provided said threshold is $\omega(1)$. In particular, this is true of the regime $A=(1+o(1)) \log n$ in which the thresholds of the vast majority of properties of interest reside, and certainly all thresholds with which we are concerned. Indeed, for $A$ below $\log n$, the graph is not typically connected, and for $A=\log n+\omega(\log \log n)$ the graph is typically $\omega(1)$-connected.

In Chapter 3 we prove that in the Gilbert model in the torus or box, the hitting radius of the property of containing the square of a Hamilton cycle is the same as the hitting radius for every vertex occurring as the middle vertex of the square of a path on five vertices-again a trivially necessary condition. As a consequence, this shows that the threshold for the emergence of a square Hamilton cycle is the same as the threshold for minimum degree 16 in the torus and minimum degree 10 in the box. We note however that with positive probability the hitting radius of square Hamiltonicity is not the hitting radius of a minimum degree property.

We note that this is in stark contrast with the 'normal' binomial random graph. Indeed, there the threshold for the square Hamilton cycle is thought to be $p=\sqrt{e / n}$. Indeed, the lower bound is straightforward (see page 67), whereas the upper bound was claimed by Dudek and Frieze [22] but the paper was later recalled due to an error in the proof. At
the time of writing the state of the art, the statement that there exists $C>0$ such that if $p \geq C \log ^{4} n \sqrt{1 / n}$ then $G=G(n, p)$ is a.a.s. square Hamiltonian, is due to Nenadov and Škorić [63] (following earlier work by Kühn and Osthus [56]). Thus, a.a.s. one will not see a square Hamilton cycle until the minimum degree is at least $\Omega(\sqrt{n})$. [We remark that as observed by Kühn and Osthus [56, for $k \geq 3$ the threshold for the $k$-th power of a Hamilton cycle follows from Riordan [74].]

In fact, we suspect much more is true. Define the bandwidth of a graph $G$, written $\operatorname{bw}(G)$, to be the minimum $b$ such that there exists a bijection $\psi: V(G) \rightarrow[n]$ such that, for all neighbours $u, v \in G,|\psi(u)-\psi(v)| \leq b$. Equivalently, the bandwidth of a graph $G$ is the minimum $b$ such that $G$ is a subgraph of the $b$-th power of a Hamilton path. Moreover, we define the cyclewidth of a graph $G$, written $\mathrm{cw}(G)$, to be the minimum $c$ such that $G$ is a subgraph of the $c$-th power of a Hamilton cycle. The author conjectures that for all $c$ bounded, there exists $\delta=\delta(c)$ bounded, such that if $G=G(n, A)$ has minimum degree at least $\delta$ whp then $G$ contains any graph $H$ with $\mathrm{cw}(H) \leq c$. This would of course be a further departure from the binomial case since the threshold for the $c$-th power of a Hamilton cycle is $p=n^{-1 / c}$, at which point the minimum degree is $\Omega\left(n^{1-1 / c}\right)$. See the survey of Böttcher [12] for more information about analogous results for the binomial random graph.

### 1.3 Maximising the number of $k$-cycles in a Tournament

One of the first applications of what is now often loosely referred to as 'the probabilistic method' to Combinatorics is the result of Szele [82] concerning Hamilton paths in tournaments. A Hamilton cycle (respectively Hamilton path) is a cyclically (respectively linearly) ordered $n$-tuple of distinct vertices in which the direction of edges between consecutive vertices in the ordering respects the ordering. Write $P(T)$ and $H(T)$ for the number of Hamilton paths and Hamilton cycles in a tournament $T$ respectively, and write $P(n)$ and $H(n)$ for the maximum number of Hamilton paths and Hamilton cycles
respectively among tournaments on $n$ vertices. By considering the expected number in a uniform random tournament, Szele [82] showed that $P(n) \geq n!/ 2^{n-1}$. Note that similarly, one may show that $H(n) \geq(n-1)!/ 2^{n}$.

Answering a question of Szele, who asked if $\lim _{n \rightarrow \infty}(P(n))^{1 / n}=n / 2 e$, Alon [3] showed that $P(n)=O\left(n^{3 / 2} n!/ 2^{n-1}\right)$. En route Alon proves that $H(n)=O\left(n^{3 / 2}(n-1)!/ 2^{n}\right)$. Friedgut and Kahn [30] later improved the exponent in the polynomial term of this bound from $3 / 2$ to $3 / 2-\xi$, for $\xi \approx 0.2507$. In the other direction, Adler, Alon and Ross [1] prove that $H(n) \geq(1-o(1)) e(n-1)!/ 2^{n}$, which was later improved by Wormald 87, showing that $e$ may be replaced by $2.855958 \ldots$. See the survey of Kühn and Osthus 57 for more information and related results concerning Hamilton cycles in tournaments, directed graphs (which are not considered in the present document) and oriented graphs as well as some generalisations and variants.

A well-known result of Kendall and Babington Smith [49] shows that, roughly speaking, no tournament can have many more 3 -cycles than a random tournament has in expectation. More precisely, writing $f(n, k)=\frac{(k-1)!}{2^{k}}\binom{n}{k}$ for the expected number of $k$-cycles in a tournament selected uniformly at random from the tournaments on $n$ vertices and $C(n, k)$ for the maximum number of $k$-cycles among tournaments $T$ on $n$ vertices, they found $C(n, 3)$ exactly, in particular implying that $C(n, 3)=(1+o(1)) f(n, 3)$. Later, Beineke and Harary [7] showed that, perhaps surprisingly, $C(n, 4)=(4 / 3+o(1)) f(n, 4)$, and more recently, Komarov and Mackey [52] showed that $C(n, 5)=(1+o(1)) f(n, 5)$. This raises the question: for which $k$ is it the case that $C(n, k)=(1+o(1)) f(n, k)$ ?

In Chapter 4, we conjecture and provide not inconsiderable evidence that $C(n, k)=(1+$ $o(1)) f(n, k)$ if and only if $k \not \equiv 0 \bmod 4$. In particular, we establish the 'only if' statement, prove the 'if' statement for sufficiently regular tournaments - those for which all but a vanishing proportion of the vertices have out-degree (and in-degree) $(1+o(1)) \frac{n-1}{2}$-and prove the conjecture for $k \leq 8$ (providing new and simple proofs in the cases $k \leq 5$ ).

We note that, in the case that the graph is regular, the 'if' statement was proven first and
independently by Savchenko [76]. Moreover, from a personal communication we learned that, in work unpublished at the time of writing, Savchenko independently established the 'only if' statement.

We remark that the Hamiltonian case is quite different since in contrast with the $k$-cycle case, the size of the target subgraph varies with $n$-indeed, as a spanning subgraph, a Hamilton cycle is at the opposite extreme. As such, it is not surprising that methods for counting one are not useful for counting the other. It is however interesting to note that in [3] it is remarked that it seems plausible that $H\left(T_{n}\right)=H(n)$, where $T_{n}$ is the tournament attaining the lower bound in the 'only if' statement (defined on page 132 of Chapter (4).

### 1.4 Notation and Preliminaries

In this section we record some of the notation and key definitions we will use throughout this document, before giving a brief description of the random graph models with which we are concerned.

### 1.4.1 Graphs, oriented graphs and tournaments

A graph $G$ is an ordered pair $(V, E)$ consisting of a vertex set $V=V(G)$ and an edge set $E=E(G) \subset\{\{u, v\}: u, v \in V(G)$ and $u \neq v\}$.

A oriented graph $G$ is an ordered pair $(V, E)$ consisting of a vertex set $V=V(G)$ and a set of directed edges $E=E(G) \subset\{(u, v): u, v \in V(G)$ and $u \neq v\}$ such that for every pair $u, v \in V$ of distinct vertices, at most one of the two directed edges $(u, v)$ and $(v, u)$ is a member of $E(G)$.

A tournament $T$ is an ordered pair $(V, E)$ consisting of a vertex set $V=V(G)$ and a set of directed edges $E=E(G) \subset\{(u, v): u, v \in V(G)$ and $u \neq v\}$ such that for every pair
$u, v \in V$ of distinct vertices, exactly one of the two directed edges $(u, v)$ and $(v, u)$ is a member of $E(G)$.

Given a graph $G$, for each $v \in V$ we write $\Gamma(v)=\{u:\{u, v\} \in E\}$ for the neighbourhood of $v, \bar{\Gamma}(v)=\Gamma(v) \cup\{v\}$ for the closed neighbourhood of $v$ and $d(v)$ or $\operatorname{deg}(v)$ for $|\Gamma(v)|$, the degree of $v$. For $U \subset V$ we write $\bar{\Gamma}(U)=\bigcup_{u \in U} \bar{\Gamma}(u)$. Furthermore, we define $\bar{\Gamma}_{i}(U)$ iteratively so that $\bar{\Gamma}_{0}(U)=U$ and $\bar{\Gamma}_{i}(U)=\bar{\Gamma}\left(\bar{\Gamma}_{i-1}(U)\right)$ for $i \geq 1$. From this we also define $\Gamma_{i}(U)=\bar{\Gamma}_{i}(U)-\bar{\Gamma}_{i-1}(U)$.

Given a oriented graph $G$, for each $v \in V$ we write $\Gamma^{+}(v)=\{u:(v, u) \in E\}$ for the outneighbourhood of $v, \Gamma^{-}(v)=\{u:(u, v) \in E\}$ for the in-neighbourhood of $v$, and $d^{+}(v)$ (respectively $d^{-}(v)$ ) for $\left|\Gamma^{+}(v)\right|$ (respectively $\left.\left|\Gamma^{-}(v)\right|\right)$, for the out-degree (respectively in-degree) of $v$.

### 1.4.2 Asymptotic 'big-O' notation

We use asymptotic notation defined as follows. We give the definitions for a functional argument tending to infinity, remarking that the notation is defined similarly for the case of an argument tending to some finite limit.

For $X, Y \subset \mathbb{R}$ and functions $f, g: X \rightarrow Y$, we write:

- $f=O(g)$ or $f \lesssim g$, if there exist $x^{\prime} \in \mathbb{R}$ and $0<C \in \mathbb{R}$ such that, for all $x \geq x^{\prime}$, $|f(x)| \leq C|g(x)|$,
- $f=\Omega(g)$ or $f \gtrsim g$, if $g=O(f)$,
- $f=\Theta(g)$ or $f \asymp g$, if $f=O(g)$ and $f=\Omega(g)$,
- $f=o(g)$ or $f \ll g$, if $f(x) / g(x) \rightarrow 0$ as $x \rightarrow \infty$,
- $f=\omega(g)$ or $f \gg g$, if $g=o(f)$,
- $f \sim g$, if $f(x) / g(x) \rightarrow 1$ as $x \rightarrow \infty$.


### 1.4.3 Random Graph Models

Here we collect together the details of the random graph models which appear later. Specifically, the binomial random graph model and Gilbert model, the main objects of study in Chapters 2 and 3 respectively, their associated random graph processes, and a random tournament model of importance in Chapter 4

The binomial random graph model We write $G(n, p)$ for the binomial random graph on $n$ vertices in which every edge is present with probability $p$ independent of all other edges. This model was introduced by Gilbert in 1959 [35]. Independently Erdős and Rényi introduced the related $G(n, m)$ model in a series of papers from 1959-1961 23] [26]. In the $G(n, m)$ model, one chooses one of the graphs on $n$ vertices with $m$ edges uniformly at random. In many instances these two models are essentially interchangeable for $m$ sufficiently close to $p\binom{n}{2}$-see 2.1 of [9]. Consequently, since the former is much easier to work with in most cases, it is considerably more popular. See [9, 47] for a detailed analysis of these models.

The Gilbert model Around the same time, Gilbert [36] introduced another random graph model, often referred to as a random geometric graph model, which has only relatively recently attracted considerable attention. Write $S_{n}$ for a square of area $n$ (with side lengths $\sqrt{n}$ ), and $T_{n}$ for the torus obtained by identifying opposite sides of $S_{n}$. We define the Gilbert model in the box, written $G(n, A)$, to be the graph formed by placing points in $S_{n}$ according to a Poisson process of density 1 (so that there are $n$ points in expectation), and joining a pair of points if the Euclidean distance between them is at most $r$, where $A=\pi r^{2}$. The Gilbert model in the torus is defined similarly, instead choosing points in $T_{n}$, again by a Poisson process of density 1 , and joining them if their induced distance in the torus is at most $r$. We also write $G(n, A)$ for this model-which of the two to which we refer will be clear from the context in which it appears, if not explicitly specified. [We remark that in [36], Gilbert in fact chooses points, again using
the Poisson process, in the plane.] For a more detailed account of the properties of these models see [68, 85].

In the bulk of Chapter 3 we are concerned with the Gilbert model in the torus, postponing the box case to Section 3.6 so as to avoid obscuring the core of the proof with the details of the boundary effects.

Note the two key defining properties of the Poisson process - see 41 for a more detailed background and [50] for a considerably more detailed account. Writing $\mathcal{P}$ for the Poisson process on $\mathbb{R}^{2}$ :

1. for all $A \subset \mathbb{R}^{2}$ (Lebesgue) measurable, $|A \cap \mathcal{P}|$ follows a Poisson distribution, with mean the (Lebesgue) measure of $A$,
2. for all $A, B \subset \mathbb{R}^{2}$ disjoint and (Lebesgue) measurable, $|A \cap \mathcal{P}|$ and $|B \cap \mathcal{P}|$ are independent.

The Poisson process in the box or torus may be obtained from a Poisson process $\mathcal{P}^{\prime}$ in the plane by fixing a copy of $S_{n}$ in $\mathbb{R}^{2}$ and taking instead $S_{n} \cap \mathcal{P}^{\prime}$.

Consequently, in $G(n, A)$ in the box or torus, there are $n$ points in expectation, and in the torus, the expected degree of a fixed vertex is $A$-it is for this reason that we choose to parameterize by $A$, rather than $r$.

Of course, we could obtain a random point set by instead choosing $n$ points uniformly at random from the box. Unfortunately however, while an analogue to the first of the two properties of the Poisson process listed above would still hold (upon replacement of the Poisson distribution with the binomial distribution), we would sacrifice the second. It is for this reason that, much as $G(n, p)$ is usually preferred over $G(n, m)$, we prefer the Gilbert model to this alternative construction. In fact, little is lost as, conditional upon the Poisson process having exactly $n$ points, those points are uniformly distributed.

Perhaps the most natural application of this random graph model is as a model of a
wireless network. Indeed, in the original paper defining the model [36] Gilbert discusses this application, and a number of papers in the years following pursued this theme (see for example [42, 44, 51, 64, 69, 79, 83]). Perhaps surprisingly, this model has an application to statistics. In this case one interested in the extent to which a multivariate data set is in some sense 'typical' (see for example [32, 33, [39, 43, 75, 77, 86, 88]).

A random tournament model The final random graph model, while not studied in comparable depth, is of significance in Chapter 4 and is thus mentioned here for completeness. We construct a random tournament on $n$ vertices by orienting each edge of a complete graph in either direction uniformly at random. Equivalently, we choose one of the tournaments on $n$ vertices uniformly at random.

### 1.4.4 Asymptotic likelihood

We are primarily interested in the asymptotic likelihood of certain events pertaining to the random graph models described above. For the binomial model (respectively the Gilbert model) and its associated random graph process, we say an event $E$ holds asymptotically almost surely, abbreviated as a.a.s. (respectively with high probability, abbreviated as whp) if the probability that $E$ holds tends to 1 as $n \rightarrow \infty$.

## Chapter 2

## Spy-maximality in

## Revolutionaries and Spies on

## Random Graphs

### 2.1 Introduction

The Revolutionaries and Spies game is a perfect information pursuit/evasion game, in the spirit of Cops and Robbers, devised by Jószef Beck ${ }^{1}$ to model network security. The game is played on an undirected, connected graph $G$ on $n$ vertices by two teams, the Revolutionaries and the Spies. Throughout the chapter we write $r$ for the number of Revolutionaries, $s$ for the number of Spies and $m$ for the meeting number, where $m \leq r$. Initially, each Revolutionary and then each Spy occupies some vertex, where a vertex may be occupied by any number of Revolutionaries and Spies simultaneously. In each round, first each Revolutionary moves, then each Spy-where a move of an individual consists of them moving to an adjacent vertex, or staying where they are. We say the Revolutionaries have an unguarded meeting if at the end of some round there is a vertex

[^0]occupied by at least $m$ Revolutionaries and no Spies. The Revolutionaries win if they ever have an unguarded meeting and the Spies win otherwise.

We write $\sigma(G, r, m)$ for the Spy number, the minimum number of Spies such that the Revolutionaries and Spies game on $G$ with $r$ Revolutionaries and meeting number $m$ is a Spy win (with optimal play).

Trivially, $\sigma(G, r, m) \leq n$ for all $G, r$ and $m$ since $n$ Spies can simply guard every vertex. Now, provided $n \geq\lfloor r / m\rfloor$ the Revolutionaries can form $\lfloor r / m\rfloor$ meetings with their initial moves, all of which must be guarded after all of the Spies have made their initial moves in order to prevent a Revolutionary victory. If instead $n \leq\lfloor r / m\rfloor$, then $\sigma=n$ since the Revolutionaries can form a meeting at every vertex and trivially $\sigma \leq n$. In the other direction, if there are at least $r-m+1$ Spies then each Spy may choose a different Revolutionary and copy their move in each round, guaranteeing that at most $m-1$ Revolutionaries are ever unguarded. Thus we have the bounds $\min \{\lfloor r / m\rfloor, n\} \leq$ $\sigma(G, r, m) \leq \min \{r-m+1, n\}$.

If $m=1$, then $\sigma(G, r, m)=\min \{r, n\}=\min \{r-m+1, n\}$, since every Revolutionary must be guarded at the end of every round. Moreover, if $m=r$, then $\sigma(G, r, m)=1=$ $\min \{r-m+1, n\}$ since certainly $\sigma(G, r, m) \geq 1$. We assume hereafter that $2 \leq m<r$ and $r-m+1 \leq n$, since then $\lfloor r / m\rfloor<r-m+1 \leq n$ and the game is not trivial. In fact, in what follows we will typically be interested in $r-m \leq n^{1-\Omega(1)}$.

We say a graph $G$ is Spy-maximal with respect to $r$ and $m$ if $\sigma(G, r, m)=r-m+1$, omitting 'with respect to $r$ and $m$ ' when it would be unambiguous to do so.

Mitsche and Prałat 61 considered this game on $G(n, p)$, proving among other things that if $r-m$ is bounded, then for a large range of $p, G$ is asymptotically almost surely Spy-maximal (Theorem 1.5 of [61]).

Theorem (Mitsche and Prałat). Let $G \in G(n, p)$. Suppose $r-m=O(1)$, then $G$ is a.a.s. Spy-maximal if either:

- $\log ^{3} n \leq n p$ and $n p=o(\sqrt{n \log n})$, or
- $n p \gg \sqrt{n \log n}$ and there exists $\varepsilon>0$ such that $p \leq 1-\varepsilon$.

Obviously there is a gap between the first and second case. Indeed, Mitsche and Prałat remark "it is not clear if this peculiar gap at $\sqrt{n \log n}$ is an outcome of a wrong approach or perhaps that the behaviour of the spy number changes in this window".

The first theorem of this chapter fills this gap.

Theorem 1. Let $G \in G(n, p)$. Suppose $n p=\omega(\sqrt{n})$, $n p=o\left(n^{3 / 5}\right)$ and $r-m=O(1)$.
Then a.a.s. $\sigma(G, r, m)=r-m+1$.

Combining this with the Theorem of Mitsche and Prałat we obtain the following.

Corollary 2. Let $G \in G(n, p)$. Suppose $n p \geq \log ^{3} n, p=1-\Omega(1)$ and $r-m=O(1)$.
Then a.a.s. $\sigma(G, r, m)=r-m+1$.

Shortly we state a significant strengthening of this result, but before doing so we describe the remaining results of relevance from [61].

In order to describe the results obtained by Mitsche and Prałat 66] in the case that $r-m$ is unbounded, we must first give a definition. We say a sequence of graphs $\left(G_{n}\right)_{n \in \mathbb{N}}$ with $\left|V\left(G_{n}\right)\right|=n$ is approximately Spy-maximal with respect to $r$ and $m$ if $\sigma\left(G_{n}, r, m\right)=(r-m+1)(1+o(1))$ as $n$ tends to infinity. We remark that approximate Spy-maximality is equivalent to Spy-maximality when $r-m=O(1)$.

We now state the remaining results of relevance from 61] -see Figure 2.1 for a coarse graphical summary, in which points in the dark grey and light grey regions correspond to values of $r-m$ and $p$ in which $G$ is a.a.s. Spy-maximal and approximately Spy-maximal respectively.

First we state the exact result (Theorem 1.2 of [61]). We remark that while only stated in [61] for $n p=n^{2 / 3+\Omega(1)}$ their methods easily extend to give the shaded region from


Figure 2.1: Coarse graphical representation of exact and approximate Spy-maximality results from [61]. The dark shaded area indicates (exact) Spy-maximality, the lighter shaded region represents approximate Spy-maximality, and the dashed line at $\alpha=1 / 2$ serves to emphasise the fact that neither region contains this line.


Figure 2.2: Graphical representation of Theorem 3.

Figure 2.1. Note that if $p=o(1)$ then $\log _{1 /(1-p)} n=(1+o(1)) n \log n / n p$.
Theorem (Mitsche and Prałat [61]). Let $G \in G(n, p), 0<\eta \leq 1 / 3$ and $\varepsilon>0$. Suppose $n p=n^{2 / 3+\eta}, p \leq 1-\varepsilon$ and $r-m \leq 2.99 \eta \log _{1 /(1-p)} n$, then $G$ a.a.s. Spy-maximal.

Next we state the approximate results, Theorems 1.4 and 1.6 of [61], weakening the
bound on $r-m$ by a log factor in the sparsest case for ease of exposition.

Theorem (Mitsche and Prałat [61]). Let $G \in G(n, p)$ and $\varepsilon>0$. Then $G$ is a.a.s. approximately Spy-maximal if either:

- $n p=n^{1 / 2+\eta}$ for $\eta \leq 1 / 6$, and $r-m \leq 1.99 \eta \log _{1 /(1-p)} n$,
- $n^{\varepsilon} \leq n p=n^{\eta}$ for $\eta<1 / 2$, and $r-m=o\left(\min \left\{\frac{n p}{\log n}, \frac{n}{(n p)^{2}}\right\}\right)$.

Note the following properties of the preceding results from 61]. Firstly, further to our earlier remarks, when there exist constants $c_{1}$ and $c_{2}$ such that $c_{1} \sqrt{n \log n} \leq n p \leq$ $c_{2} \sqrt{n \log n}$, it was not even known if $G$ is a.a.s. approximately Spy-maximal. Secondly, if $n p=o(\sqrt{n \log n})$ then $G$ was not known to be a.a.s. Spy-maximal unless $r-m=O(1)$. Furthermore, it was not known if there exist constants $\varepsilon$ and $\delta$ such that if $|\alpha-1 / 2| \leq \delta$ then $G$ is a.a.s. approximately Spy-maximal whenever $r-m \ll n^{\varepsilon}$.

The next theorem fills these gaps in the following strong form, represented graphically in Figure 2.2 .

Theorem 3. Let $G \in G(n, p)$. Suppose $\log ^{3} n \ll n p \ll n / \log n, r-m \ll n p / \log ^{3} n$ and $r-m \ll n / n p \log n$, then $G$ is a.a.s. Spy-maximal.

We remark that when $n p=\Omega(\sqrt{n})$ this result is best possible up to the log factors in the bound on $r-m$ by the following result of Mitsche and Prałat (a consequence of Theorem 1.1 of [61]). In the sparser regime this result reaches a natural barrier beyond which we cannot in general guarantee that most neighbours of an unguarded Revolutionary are not reachable in one move by some Spy.

Theorem (Mitsche and Prałat [61]). Let $G \in G(n, p)$. Suppose $p \leq 1-\varepsilon, r-m \gg$ $n \log n / n p$ and $r-m=(1+\Omega(1)) r / m$. Then, a.a.s. $\sigma(G, r, m) \leq r-m$.

In Section 2.3 we prove Theorems 1 and 3. The proof of Theorem 3 demands a different treatment in a number of naturally arising density regimes; in Subsections 2.3.1 and 2.3.2 we prove Theorem 3 in these regimes; and in 2.3.2.1 we prove Theorem 1.

### 2.2 Preliminaries

In this section we give standard derivations of some well-known facts about the sizes of single, common and iterated neighbourhoods in binomial random graphs.

First, we give an elementary bound, showing that a commonly occurring sum is dominated by its largest term.

Lemma 4. Let $X \sim \operatorname{Bin}(n, p)$. If $n p \ll k$, then $\mathbb{P}(X \geq k)=(1+o(1))\binom{n}{k} p^{k}(1-p)^{n-k}$. If instead $k \ll n p$, then $\mathbb{P}(X \leq k)=(1+o(1))\binom{n}{k} p^{k}(1-p)^{n-k}$.

Proof. In the first case the probability in question is
$\sum_{i=k}^{n}\binom{n}{i} p^{i}(1-p)^{n-i}=\binom{n}{k} p^{k}(1-p)^{n-k}\left[1+\sum_{i=k+1}^{n} \frac{(n-k) \cdots(n-i+1)}{i \cdots(k+1)}\left(\frac{p}{1-p}\right)^{i-k}\right]$.

Now, $\frac{(n-k) \cdots(n-i+1)}{i \cdots(k+1)}\left(\frac{p}{1-p}\right)^{i-k} \leq\left(\frac{(n-k) p}{(k+1)(1-p)}\right)^{(i-k)}$ and $(k+1)(1-p) \gtrsim k \gg(n-k) p$.
The second case follows similarly since in this case the probability concerned is
$\sum_{i=0}^{k}\binom{n}{i} p^{i}(1-p)^{n-i}=\binom{n}{k} p^{k}(1-p)^{n-k}\left[1+\sum_{i=0}^{k-1} \frac{k \cdots(i+1)}{(n-i) \cdots(n-k+1)}\left(\frac{1-p}{p}\right)^{k-i}\right]$.
Then $\frac{k \cdots(i+1)}{(n-i) \cdots(n-k+1)}\left(\frac{1-p}{p}\right)^{k-i} \leq\left(\frac{k}{(n-k+1) p}\right)^{(k-i)}$ and $(n-k+1) p \gtrsim n p \gg k$.

Next, we state two variants of Chernoff's inequality [4]-an upper tail estimate and a two-sided tail estimate (Theorems A.1.12 and Corollary A.1.14 of [4] respectively).

Proposition 5 (Chernoff). Suppose $X \sim \operatorname{Bin}(n, p)$ and $k \geq n p$. Then

$$
\mathbb{P}(X \geq k)<\exp \left[-k \log \left(\frac{k}{e n p}\right)-n p\right]
$$

Next, the two sided tail estimate.

Proposition 6 (Chernoff). Suppose $X \sim \operatorname{Bin}(n, p)$. Then

$$
\mathbb{P}(|X-n p|>\varepsilon n p) \leq 2 \exp \left(-c_{\varepsilon} n p\right)
$$

where $c_{\varepsilon}=\min \left\{(1+\varepsilon) \log (1+\varepsilon)-\varepsilon, \varepsilon^{2} / 2\right\}$. In particular, if $\varepsilon \leq 1 / 3$ then $c_{\varepsilon} \geq \varepsilon^{2} / 3$.
For the last part note that $\log (1+\varepsilon) \geq \varepsilon-\frac{1}{2} \varepsilon^{2}$ ensures $(1+\varepsilon) \log (1+\varepsilon)-\varepsilon \geq \frac{1}{2} \varepsilon^{2}(1-\varepsilon)$.

From these two lemmas we now deduce a number of simple properties of random graphs.
First, we show that the sizes of neighbourhoods are concentrated.

Lemma 7. Suppose $G \in G(n, p)$ and $n p \gg \log n$, then a.a.s. for all $v \in V, \| \Gamma(v)|-n p| \leq$ $2 \sqrt{n p \log n}$.

Proof. Fix $v \in V$, then $|\Gamma(v)|$ is binomially distributed with parameters $n-1$ and $p$. By Proposition 6, the probability that $||\Gamma(v)|-n p|>2 \sqrt{n p \log n}$ is at most $n^{-c}$ for some $c>1$. Thus, since there are at most $n$ choices of $v$, the lemma follows by a union bound.

Next, we give two upper bounds on the size of the common neighbourhood of any two vertices. The first is valid for all $p$, the second simply gives a sharper result in a sparser regime.

Lemma 8. Suppose $G \in G(n, p)$, then a.a.s. for all $u, v \in V$ distinct, $|\Gamma(u) \cap \Gamma(v)| \leq$ $4 \max \left\{\log n, n p^{2}\right\}$.

Proof. Fix $u, v \in V$ distinct. Then $|\Gamma(u) \cap \Gamma(v)|$ is binomially distributed with parameters $n-2$ and $p^{2}$. First suppose $(n-2) p^{2} \leq \frac{4}{5} \log n$, then by Proposition 5 , the probability that $|\Gamma(u) \cap \Gamma(v)|>4 \log n$ is at most $\exp (-4 \log n \log (5 / e)) \ll n^{-2}$. On the other hand, if $(n-2) p^{2}>\frac{4}{5} \log n$, then by Proposition 6, the probability that $|\Gamma(u) \cap \Gamma(v)|>4 n p^{2}$ is at most $2 \exp \left(-c_{3} \frac{4}{5} \log n\right) \ll n^{-2}$, since $c_{3}>5 / 2$. Thus, by a union bound, the lemma follows.

In the regime $n p^{2} \lesssim n^{-\Omega(1)}$ it is possible to improve upon the previous result by a log factor, which allows us to improve the bound on $s$ in Proposition 35 by a log factor.

Lemma 9. Suppose $G \in G(n, p)$ and $n p^{2} \lesssim n^{-\varepsilon}$ for some $0<\varepsilon \leq 1$, then a.a.s. for all $u, v \in V$ distinct, $|\Gamma(u) \cap \Gamma(v)| \leq\lceil 2 / \varepsilon\rceil$.

Proof. Fix $u, v \in V$ distinct. Note that $|\Gamma(u) \cap \Gamma(v)|$ is binomially distributed with parameters $n-2$ and $p^{2}$ and thus has mean $(n-2) p^{2} \lesssim n^{-\varepsilon}$. Therefore, by Proposition 5 , the probability that $|\Gamma(u) \cap \Gamma(v)|>k$ is at most $\left.\exp \left(-(k+1) \log \left((k+1) n^{\varepsilon} / e\right)\right)\right) \leq$ $\exp (-(k+1) \varepsilon \log n) \ll n^{-2}$ if $k \varepsilon \geq 2$. Thus, by a union bound, the lemma follows upon taking $k=\lceil 2 / \varepsilon\rceil$.

Now we give a simple consequence of Lemmas 7 and 8 concerning the natural barrier described following the statement of Theorem 3. That is, we show that a.a.s. whatever the location of an unguarded Revolutionary, whenever the Spies occupy a set of vertices which is both considerably smaller than the typical size of a neighbourhood, and small enough that its own neighbourhood is typically a vanishing proportion of all vertices, then all but a vanishing proportion of the neighbours of said Revolutionary are not reachable in one move by the Spies.

Corollary 10. Suppose $G \in G(n, p), n p \gg \log n$ and $s \ll \min \left\{\frac{n p}{\log n}, \frac{n}{n p}\right\}$, then a.a.s. for all $u, v_{1}, \ldots, v_{s} \in V$ distinct, $\left|\Gamma(u)-\Gamma\left(\left\{v_{i}: 1 \leq i \leq s\right\}\right)\right| \geq n p(1-o(1))$.

Proof. By Lemmas 7 and 8, a.a.s. for all $u, v_{1}, \ldots, v_{s} \in V$ distinct, $|\Gamma(u)| \geq n p(1-o(1))$ and $\left|\Gamma(u) \cap \Gamma\left(\left\{v_{i}: 1 \leq i \leq s\right\}\right)\right| \leq 4 s \max \left\{\log n, n p^{2}\right\} \ll n p$, and the result follows.

While its proof is a little longer than the others in this section, we remark that the next lemma is essentially an exercise in bookkeeping. It will ensure the independence of some events considered later.

Lemma 11. Suppose $G \in G(n, p)$, then a.a.s. for all $v \in V$ there exists $\Gamma^{*}(v) \subset \Gamma(v)$ such that $\left|\Gamma^{*}(v)\right| \geq \frac{1}{4} \min \{n p, n / n p\}$ and for all $u \in \Gamma^{*}(v)$ there exists $\Gamma_{v}^{*}(u) \subset \Gamma(u)-$
$\bar{\Gamma}(v)$ such that $\left|\Gamma_{v}^{*}(u)\right| \geq \frac{1}{4} n p$ and $\Gamma_{v}^{*}(u) \cap \Gamma_{v}^{*}(w)=\varnothing$ for all $u, w \in \Gamma^{*}(v)$.

Proof. First we show that a.a.s. for every $v \in V$ there exists $\widetilde{\Gamma}(v) \subset \Gamma(v)$ such that $|\widetilde{\Gamma}(v)| \geq \frac{1}{3} \min \{n p, n / n p\}$ and $|\Gamma(\widetilde{\Gamma}(v))-\bar{\Gamma}(v)| \geq(1-o(1)) \frac{5}{18} \min \left\{n,(n p)^{2}\right\}$.

Note that by Lemma 7 , we may assume that for all $v \in V,|\Gamma(v)| \geq n p-\sqrt{n p \log n}$. For each $v$ we fix $\widetilde{\Gamma}(v)$ to be an arbitrary subset of $\frac{1}{3} \min \{n p, n / n p\}$ of the vertices of $\Gamma(v)$. It then suffices to show that a.a.s. $|\Gamma(\widetilde{\Gamma}(v))-\bar{\Gamma}(v)| \geq(1-o(1)) \frac{5}{18} \min \left\{n,(n p)^{2}\right\}$. Fix $v \in V$ and condition on $\Gamma(v)$, noting that then $|\Gamma(\widetilde{\Gamma}(v))-\bar{\Gamma}(v)|$ is binomially distributed with parameters $n-|\bar{\Gamma}(v)|$ and $p_{2}=1-(1-p)^{|\widetilde{\Gamma}(v)|}$. Using Proposition 6, much as in Lemma 7, it is easy to see that with exceptional probability $o\left(n^{-1}\right),|\Gamma(\widetilde{\Gamma}(v))-\bar{\Gamma}(v)| \geq$ $n p_{2}-2 \sqrt{n p_{2} \log n}$. Therefore, it suffices to show that $p_{2} \geq \frac{5}{18} \min \left\{1, n p^{2}\right\}$, since $p_{2} \geq p$ and $n p \gg \log n$ imply that $n p_{2} \gg 2 \sqrt{n p_{2} \log n}$.

Suppose first that $n p^{2} \leq 1$ and consequently $|\widetilde{\Gamma}(v)|=\frac{1}{3} n p$. Trivially, $p_{2}$ is at least $1-\left(1-p|\widetilde{\Gamma}(v)|+p^{2}\binom{\widetilde{\Gamma}(v) \mid}{ 2}\right) \geq p|\widetilde{\Gamma}(v)|\left(1-\frac{1}{2} p|\widetilde{\Gamma}(v)|\right) \geq \frac{5}{18} n p^{2}$. Alternatively, if $n p^{2}>$ 1, then $p_{2} \geq 1-\exp (-p|\widetilde{\Gamma}(v)|)>\frac{5}{18}$. Thus, $p_{2} \geq \frac{5}{18} \min \left\{1, n p^{2}\right\}$ as required.

Now, for every element $w \in \Gamma(\widetilde{\Gamma}(v))-\bar{\Gamma}(v)$ we make an arbitrary choice of one element of $\widetilde{\Gamma}(v) \cap \Gamma(w)$, which we call $w_{v}$. For each $u \in \widetilde{\Gamma}(v)$, we then write $\Gamma_{v}^{*}(u)$ for the set of those $w \in \Gamma(\widetilde{\Gamma}(v))-\bar{\Gamma}(v)$ for which $w_{v}=u$, noting then that by construction, these $\Gamma_{v}^{*}(u)$ are disjoint and do not meet $\bar{\Gamma}(v)$. We will take as $\Gamma^{*}(v)$ those $u \in \widetilde{\Gamma}(v)$ such that $\left|\Gamma_{v}^{*}(u)\right| \geq \frac{1}{4} n p$. Thus it remains to show that $M$, the number of $u \in \widetilde{\Gamma}(v)$ such that $\left|\Gamma_{v}^{*}(u)\right|<\frac{1}{4} n p$, is at most $\frac{1}{12} \min \{n p, n / n p\}$.

Suppose for contradiction that $M>\frac{1}{12} \min \{n p, n / n p\}$, then writing $N=|\widetilde{\Gamma}(v)|=$
$\frac{1}{3} \min \{n p, n / n p\},|\Gamma(\widetilde{\Gamma}(v))-\bar{\Gamma}(v)|$ is at most

$$
\begin{aligned}
& \quad \sum_{u \in \widetilde{\Gamma}(v):\left|\Gamma_{v}^{*}(u)\right|<\frac{1}{4} n p}\left|\Gamma_{v}^{*}(u)\right|+\sum_{u \in \widetilde{\Gamma}(v):\left|\Gamma_{v}^{*}(u)\right| \geq \frac{1}{4} n p}\left|\Gamma_{v}^{*}(u)\right| \\
& <M \frac{1}{4} n p+(N-M)(1+o(1)) n p \\
& <(1+o(1)) \min \left\{(n p)^{2}, n\right\}\left(\frac{1}{3}-\left(1-\frac{1}{4}\right) \frac{1}{12}\right) \\
& <(1+o(1)) \frac{13}{48} \min \left\{(n p)^{2}, n\right\} .
\end{aligned}
$$

Since $\frac{13}{48}<\frac{5}{18}$, this contradicts the fact that $|\Gamma(\widetilde{\Gamma}(v))-\bar{\Gamma}(v)| \geq \frac{13}{48} \min \left\{n,(n p)^{2}\right\}$.

Next we will show that the sizes of iterated neighbourhoods are themselves tightly concentrated.

Before doing so we state two simple consequences of Proposition 6-the two-sided Chernoff bound given earlier.

Lemma 12. Suppose $G=G(n, p)$ and $n p \gg \log ^{3} n$, then for fixed $U, W \subset V$ disjoint with $|U|=u \ll n / n p \log n$ and $|W|=w \ll n / n p \log n$, and $n$ large enough, the probability that $||\bar{\Gamma}(U)-\bar{\Gamma}(W)|-u n p|>u n p / \log n$ is at most $2 \exp \left(-\frac{1}{4} \frac{u n p}{\log ^{2} n}\right)$.

Proof. Note that $X=|\bar{\Gamma}(U)-\bar{\Gamma}(W)-(U \cup W)|$ is binomially distributed with parameters $n-u-w=n(1+o(1 / \log n))$ and $\left(1-(1-p)^{u}\right)(1-p)^{w}=u p(1+o(1 / \log n))$. Thus, since $|\bar{\Gamma}(U)-\bar{\Gamma}(W)|$ differs from $X$ by at most $u \ll u n p / \log ^{3} n$, the result follows from Proposition 6.

We now give a simple consequence of this bound.

Corollary 13. Suppose $G=G(n, p)$ and $n p \gg \log ^{3} n$, then a.a.s. for all $U, W \subset V$ disjoint with $|U|=u \ll n / n p \log n$ and $|W|=w \ll \min \left\{u n p / \log ^{3} n, n / n p \log n\right\}$,

$$
(1-1 / \log n) u n p \leq|\bar{\Gamma}(U)-\bar{\Gamma}(W)| \leq(1+1 / \log n) u n p
$$

Proof. Since there are at most $n^{u+w}$ pairs of sets $U, W \subset V$ with $|U|=u$ and $|W|=w$, by a union bound the probability that some such pair $U$ and $W$ has $||\bar{\Gamma}(U)-\bar{\Gamma}(W)|-u n p|>$ $u n p / \log n$ is at most

$$
\sum_{u, w} 2 n^{u+w} \exp \left(-\frac{1}{4} \frac{u n p}{\log ^{2} n}\right) \leq \sum_{u} n^{-\omega(u)}=o(1)
$$

where the first inequality follows since $n p \gg \log ^{3} n$ and $w \ll u n p / \log ^{3} n$.

We now use this to prove a concentration result concerning iterated neighbourhoods.

Lemma 14. Suppose $G=G(n, p)$ and $n p \gg \log ^{3} n$, then a.a.s. for every $j$ and $S \subset V$ such that $|S|=s \ll n /(n p)^{j} \log n$ the following holds for all $i \leq j$ :

$$
\begin{equation*}
\left|\bar{\Gamma}_{i}(S)\right|=(1+o(1))|S|(n p)^{i} \tag{2.1}
\end{equation*}
$$

Furthermore, a.a.s. for every $T \subset V$ and $S \subset V-T$ such that $|T|=t \ll n /(n p)^{j} \log n$ and $|S|=s \ll \min \left\{t n p / \log ^{3} n, n /(n p)^{j} \log n\right\}$, the following holds for all $i \leq j$ :

$$
\begin{equation*}
\left|\bar{\Gamma}_{i}(T)-\bar{\Gamma}_{i}(S)\right|=(1+o(1))|T|(n p)^{i} \tag{2.2}
\end{equation*}
$$

We remark that this is best possible up to $\log$ factors in terms of the bounds on $n p, t$ and $s$. Indeed, if for example $1 \lesssim n p=\log n-\omega(1)$, then $G$ a.a.s. has an isolated vertex, yet $(1+o(1)) n p \gtrsim 1$ and thus we do not even have $|\bar{\Gamma}(v)|=(1+o(1)) n p$ for all $v$. Moreover, if $s=(1+\Omega(1)) n /(n p)^{j}$, then $s(n p)^{j}=(1+\Omega(1)) n$ and so the lower bound in 2.1) exceeds the trivial upper bound $\left|\bar{\Gamma}_{i}(S)\right| \leq n$. Finally, we note that if $s=(1+o(1)) \operatorname{tnp}$, then $S$ could contain $\bar{\Gamma}(T)$, in which case 2.2 would certainly be false.

Proof. This result follows largely from Corollary 13. Indeed, taking $W=\varnothing$ and $U$ to be each of $S, \bar{\Gamma}_{1}(S), \ldots, \bar{\Gamma}_{j-1}(S)$ in turn, it follows that if $s \ll n /(n p)^{j}$, then $(1-$
$1 / \log n)^{i} s(n p)^{i} \leq\left|\bar{\Gamma}_{i}(S)\right| \leq(1+1 / \log n)^{i} s(n p)^{i}$ for all $i \leq j$. Thus, 2.1) follows since $(\log n)^{j} \ll(n p)^{j} \ll n$ implies that $j \leq \log n / \log \log n$ and consequently ( $1-$ $1 / \log n)^{i},(1+1 / \log n)^{i}=1+o(1)$.

Furthermore, since $\bar{\Gamma}_{i}(T)-\bar{\Gamma}_{i}(S)=\bar{\Gamma}\left(\bar{\Gamma}_{i-1}(T)-\bar{\Gamma}_{i-1}(S)\right)-\bar{\Gamma}\left(\bar{\Gamma}_{i-1}(S)\right)$ where $\bar{\Gamma}_{i-1}(T)-$ $\bar{\Gamma}_{i-1}(S)$ and $\bar{\Gamma}_{i-1}(S)$ are disjoint, taking $U$ and $W$ to be $\bar{\Gamma}_{i}(T)-\bar{\Gamma}_{i}(S)$ and $\bar{\Gamma}_{i}(S)$ for each of $i=1, \ldots, j-1$ in turn, it follows from Corollary 13 and (2.1) that if $t \ll$ $n /(n p)^{j}$ and $s \ll \min \left\{t n p / \log ^{3} n, n /(n p)^{j}\right\}$, then $(1-1 / \log n)^{i} t(n p)^{i} \leq\left|\bar{\Gamma}_{i}(T)-\bar{\Gamma}_{i}(S)\right| \leq$ $(1+1 / \log n)^{i} t(n p)^{i}$ for all $i \leq j$. Thereafter, (2.2) follows from the fact that $j \leq$ $\log n / \log \log n$ as in (2.1).

In what follows, we may assume to hold those graph properties which we have proven in this section to hold a.a.s. In particular, when on a few occasions later we establish a lower bound on the likelihood of some graph property, this is to be understood to be a bound on the probability that said property does not hold and the aforementioned properties established in this section do hold.

### 2.3 Lower bounds

In this section, we deal with lower bounds on the Spy-number, in particular proving Theorem 3. Due to their requiring different Revolutionary strategies, the proof of Theorem 3 splits into four cases, determined by the four regimes in which these different strategies may be used-represented graphically in Figure 2.3.

Regime A. $n p \geq 10 \sqrt{n \log n}$, and $r-m \ll n / n p$,
Regime B. $\log ^{3} n \ll n p \ll \sqrt{n}$ and $r-m \ll \min \left\{n p / \log ^{3} n, n /(n p)^{2} \log n\right\}$,
Regime C. $\sqrt{n \log n / \log \log n} \ll n p \lesssim \sqrt{n \log n}$ and $r-m \ll n p / \log ^{2} n$,
Regime D. $(n \log n)^{1 / 3} \ll n p \ll \sqrt{n \log n}$ and $r-m \ll n p / \log ^{3} n$.


Figure 2.3: Graphical representation of the four regimes of Theorem 3.

More precisely, Corollaries 19, 23, 30, and 34 to follow imply that in Regimes A, B, C, and D respectively, $G$ is a.a.s. Spy-maximal. It is then straightforward to deduce Theorem 3.

In some respects it seems there is little to do to deduce Theorem 3. However, some care must be taken due to the fact that a given sequence $p=p(n)$ may fluctuate between different regimes, possibly infinitely often, and perhaps worse still, when the boundary of the regime depends upon an implicit constant, the rate of convergence of the limit implicit in an asymptotic almost sure statement could, at least in principle, depend in a problematic way upon this implicit constant. Fortunately, the regimes stated have sufficient overlap that we need not be concerned. Nonetheless, for clarity we give the details of the deduction.

Proof of Theorem [3. Suppose $n, p, r$ and $m$ satisfy the hypotheses of Theorem 3. That is, $\log ^{3} n \ll n p \leq(1-\Omega(1)) n$ and $r-m \ll \min \left\{n p / \log ^{3} n, n / n p \log n\right\}$. Then, writing $\nu$ for an arbitrary function such that $1 \ll \nu \ll \log \log n$, at least one of the following holds for each $n$ :

- $n p \geq 10 \sqrt{n \log n}$,
- $\nu \sqrt{n \log n / \log \log n} \leq n p<10 \sqrt{n \log n}$,
- $\nu(n \log n)^{1 / 3} \leq n p \leq \nu \sqrt{n \log n / \log \log n}$, or
- $\log ^{3} n \ll n p \leq \nu(n \log n)^{1 / 3}$.

Thus, we may construct four (possibly empty) subsequences of the sequence of graphs $G_{n}$ for $n \in \mathbb{N}$, each of which falling into Regime A, B, C, or D. Then, since by Corollaries 19, 23, 30, and 34 (to follow), $G$ satisfying the hypotheses of the theorem is a.a.s. Spy-maximal in each of these cases, $G$ satisfying the hypotheses of the theorem is in turn a.a.s. Spy-maximal.

In the next subsection, as the latter develops the ideas from the former, we address Regimes A and B in turn, in particular proving Corollaries 19 and 23 . Then, in Subsection 2.3.2, we address Regimes C and D by proving Corollaries 30 and 34, the latter using a slight strengthening of the graph property used in the former.

### 2.3.1 A Leader and base for the Revolutionaries

### 2.3.1.1 Regime A of Theorem 3

We start by describing the proof strategy used by Mitsche and Prałat in the regime $n^{2 / 3+\Omega(1)} \lesssim n p \leq(1-\Omega(1)) n$. They consider a graph property which ensures that regardless of the positions of the Revolutionaries or Spies, any pair of unguarded Revolutionaries have a common neighbour which cannot be reached in one move by any Spy. More precisely, following Mitsche and Prałat, we say $G$ is $(2, k)$ existentially closed if $k+2 \leq n$ and for all $x, y \in V$ and $B \subset V-\{x, y\}$ with $|B|=k$, the set $(\Gamma(x) \cap \Gamma(y))-\bar{\Gamma}(B)$ is non-empty.

Indeed, it is then straightforward to obtain the following result.

Lemma 15 (Theorem 2.4 of [61]). Suppose $G$ is $(2, r-m)$ existentially closed, then $G$

## is Spy-maximal.

We give a brief outline of the proof - see 61] for details. It suffices to exhibit a winning Revolutionary strategy in the game with $r-m$ Spies. Considering the case that $r \leq n$ for simplicity, note that the Revolutionaries can occupy $r$ distinct vertices in the initial round, ensuring that at the end of the initial round at least $m$ of them will be unguarded. Then, since $G$ is $(r-m)$ existentially closed, these unguarded Revolutionaries can merge in pairs whilst remaining unguarded until they win. The case $r>n$ is similar, only now the Revolutionaries must ensure additional Revolutionaries are unguarded when needed, as it is no longer possible to guarantee $m$ Revolutionaries are unguarded at the end of the initial round.

Whilst only considered in [61] in the regime $n p \gtrsim(n \log n)^{2 / 3}$, it can be read from 61] that if $\sqrt{n \log n} \ll n p \leq(1-\Omega(1)) n$ and $r-m \ll \min \left\{n / n p, n p^{2} / \log n\right\}$ then a.a.s. $G$ is $(2, r-m)$ existentially closed. Note that this result is best possible up to multiplication by $\log$ factors, both in terms of the bound on $r-m$ and the bounds on $n p$ (the upper bound rather trivially so). Indeed, by Lemma 8, in this regime of $p$, a.a.s. each pair of distinct vertices $x, y \in V$ has at most $4 n p^{2}$ common neighbours, so if $r-m \geq 4 n p^{2}$, then $B$ itself could cover $\Gamma(x) \cap \Gamma(y)$. As for the other component of the bound on $r-m$, it is easy to see that a.a.s. a typical set of $n(\log n+\omega(1)) / n p$ vertices is dominating. As for the density constraint, if $n p \lesssim \sqrt{n \log n}$, then there exist vertices $x$ and $y$ with no common neighbours with probability $\Omega(1)$ (see e.g. Theorem 10.10 of Bollobás [9]). We refer the reader to the beginning of 2.3 .1 .2 for a more detailed discussion of the importance of the density constraints.

We extend the ideas of Mitsche and Prałat in two ways. First, note that for the Revolutionaries to win it is not necessary for every unguarded pair to be able to merge without being caught. It would be enough to have one special Revolutionary, whom we call the Leader, who gradually acquires companions whilst remaining unguarded. While having to remain unguarded may prevent the Leader from moving freely, the other Revolutionaries trying to merge with the Leader are essentially unconstrained. Indeed, while
the Revolutionaries have not yet won, the Leader must have fewer than $m-1$ companions, and consequently, provided the non-companions occupy different vertices, their abundance ensures that at least one of them will be unguarded.

Furthermore, for the Revolutionaries to win it is not necessary that wherever the noncompanions of the Leader may be, the Leader can merge with one of them whilst remaining unguarded. Indeed, it would suffice to have a special subset of the vertices, which we call a base, such that the Leader is always able to merge with some occupant of the base whilst remaining unguarded.

Next, we define a graph property with these ideas in mind, which we will use to address Regime A of Theorem 3.

Since we will be considering various collections of vertices labelled by lower case letters with subscripts, such as $y_{i}, \ldots, y_{t+1}$, for ease of comprehension, we write a capital letter for the set of all vertices labelled by the same letter in lower case, such as $Y=\left\{y_{i}: i \leq\right.$ $t+1\}$.

Definition 16 (1-step $t$-mergeable). A graph $G$ is 1-step t-mergeable if there exist $y_{1}, \ldots, y_{t+1} \in V$ such that for all $z_{1}, \ldots, z_{t} \in V$ and $x \in V-Z$ the following holds:

$$
\begin{equation*}
\text { there exists } y_{i} \in Y-Z \text { such that }\left(\bar{\Gamma}\left(y_{i}\right) \cap \bar{\Gamma}(x)\right)-\bar{\Gamma}(Z) \neq \varnothing \text {. } \tag{2.3}
\end{equation*}
$$

The following simple lemma shows how this graph property may be used to give a winning Revolutionary strategy to establish Spy-maximality of a graph.

Lemma 17. Suppose $s \leq r-m$ and $G$ is 1-step $s$-mergeable, then $\sigma(G, r, m)>s$. In particular, if $G$ is 1-step $(r-m)$-mergeable, then $G$ is Spy-maximal.

Proof. It suffices to show that there exists a winning Revolutionary strategy in the game with $s$ Spies.

At the end of the initial round we need only guarantee that some Revolutionary is unguarded. This is easily achieved by placing the Revolutionaries so that they cover at least $s+1$ vertices. Then, at the end of the initial round we choose some unguarded Revolutionary to be the Leader for the duration of the game.

We will define a strategy with the following three properties, which we note are sufficient to guarantee a victory for the Revolutionary team. Firstly, the Leader will always be unguarded. Secondly, if a Revolutionary ever becomes a companion of the Leader, then they remain a companion for all subsequent rounds. Finally, if at the end of a round the Leader has fewer than $m$ companions (including itself), then the Leader will gain a new companion within a finite number of rounds (certainly at most 5). It thus remains to exhibit a strategy with the aforementioned properties.

The strategy will be comprised of phases, with the Leader gaining a new companion in each phase. Each phase then consists of two parts: the first part prepares for the use of 1-step $s$-mergeability by moving the non-companions to cover $Y$ (as appearing in the definition of 1 -step $s$-mergeability), the second part then uses 1 -step $s$-mergeability to enable some such non-companion to become a companion of the Leader whilst remaining unguarded.

For the first part of the phase note that until the Revolutionaries have won, the Leader has at most $m-1$ companions (including itself) and consequently there are at least $r-(m-1) \geq s+1$ non-companions. Note that 1-step $s$-mergeability implies that every vertex $v$ of $G$ is within distance 2 of every vertex in $Y$. In particular $G$ is connected and thus the non-companions may cover the vertices of $Y$ in a finite number of turns (certainly at most $\operatorname{diam}(G) \leq 4$ ). It remains to ensure that, in this first part of the phase, the Leader and all its companions remain unguarded-this is easily achieved by 1-step $s$-mergeability. Indeed, suppose the non-companions do not yet cover $Y$. Let $x$ be the current location of the Leader, and $z_{1}, \ldots, z_{s}$ be the locations of the Spies. Then it suffices to move the Leader and all its companions to an arbitrary member of $(\bar{\Gamma}(Y-Z) \cap \bar{\Gamma}(x))-\bar{\Gamma}(Z)$, the existence of which is guaranteed by 1-step $(r-m)$ -
mergeability.

For the second part of the phase suppose the Leader is at $x$, the Spies are at $z_{1}, \ldots, z_{s}$ and $Y$ is covered by non-companions of the Leader. Then by 1-step $s$-mergeability there exists $y_{i} \in Y-Z$ such that $\left(\bar{\Gamma}\left(y_{i}\right) \cap \bar{\Gamma}(x)\right)-\bar{\Gamma}(Z) \neq \varnothing$. That is, there exists a vertex to which the Leader and some unguarded non-companion may move which cannot be reached in one move by any Spy. This completes the proof.

Now, by Lemma 17, in order to address Regime A of Theorem3, the following proposition will suffice.

Proposition 18. Suppose $G=G(n, p)$, $n p \geq 10 \sqrt{n \log n}$, and $s \ll n / n p$, then $G$ is a.a.s. 1-step s-mergeable.

Indeed, by Lemma 17, the following is an immediate consequence.

Corollary 19. Suppose $G=G(n, p)$, $n p \geq 10 \sqrt{n \log n}$, and $r-m \ll n / n p$, then $G$ is a.a.s. Spy-maximal.

We note that the bound on $s$ in Proposition 18 is best possible up to multiplication by $\log$ factors since, as remarked earlier, a typical subset of $n(\log n+\omega(1)) / n p$ vertices is a.a.s. dominating. While we make no attempt in Proposition 18 to optimise the constant in the bound on $n p$, we remark that a little more care in the following proof can bring the constant down to $\sqrt{\frac{3}{2}+\varepsilon}$ for any positive constant $\varepsilon$ and we expect this is best possible.

In the proof we show that most $(s+1)$-tuples $y_{1}, \ldots, y_{s+1}$ have the desired property. Indeed, we fix an arbitrary choice of $s+1$ distinct vertices and show, using a union bound over all $x, z_{1}, \ldots, z_{s}$, that they a.a.s. have the desired property. To do this we sum over those $z_{1}, \ldots, z_{s}$ with $|Y-Z|=t$, making crucial use of the trade-off between the number of ways of choosing such $z_{1}, \ldots, z_{s}$ and the corresponding number of unguarded $y_{i} \in Y-Z$ which could have a shared neighbour with $x$ outside of $\bar{\Gamma}(Z)$.

Proof of Proposition 18. Let $y_{1}, \ldots, y_{s+1}$ be an arbitrary choice of $s+1$ distinct vertices.

We will show that a.a.s. these $s+1$ vertices have the desired property. We may assume $x \notin Y$, since otherwise (2.3) follows immediately from Corollary 10 .

We say $x, z_{1}, \ldots, z_{s}$ with $x \in V-Y$ and $z_{1}, \ldots, z_{s} \in V-x$ are $b a d$ (for $y_{1}, \ldots, y_{s+1}$ ) if (2.3) fails to hold. By Markov's inequality it suffices to show that the expected number of such bad $(s+1)$-tuples is $o(1)$.

Fix $x, z_{1}, \ldots, z_{s} \in V$ with $x \in V-Z$. We will sum over $t$, where $|Y-Z|=t$. Note that there are at most $n$ choices of $x$, at most $\binom{s+1}{s+1-t}=\binom{s+1}{t} \leq(s+1)^{t}$ choices of $Y \cap Z$, and at most $n^{t-1}$ choices of the remaining $s-(s+1-t)=t-1$ elements of $Z$. This gives a total of at most $((s+1) n)^{t}$ choices of $x, z_{1}, \ldots, z_{s}$.

Note that for $v \notin\{x\} \cup Y \cup Z$ the probability that $v \in(\Gamma(x) \cap \Gamma(Y-Z))-\bar{\Gamma}(Z)$ is $p\left(1-(1-p)^{t}\right)(1-p)^{s}$. Now, the probability that $x, z_{1}, \ldots, z_{s}$ are bad for $y_{1}, \ldots, y_{s+1}$ is at most the probability no vertex $v \notin\{x\} \cup Y \cup Z$ has the property $v \in(\Gamma(x) \cap \Gamma(Y))-$ $\Gamma(Z)$. Since these events are independent, this probability is at most

$$
\begin{aligned}
& \left(1-p\left(1-(1-p)^{t}\right)(1-p)^{s}\right)^{n-2(s+1)} \\
& \leq\left(1-t p^{2} / 4\right)^{n-2(s+1)} \\
& \leq \exp \left(-t n p^{2} / 8\right)
\end{aligned}
$$

Where the first and second inequalities follow since $p t \leq p(s+1) \ll 1$ ensures that for $n$ large enough $(1-p)^{t} \leq 1-p t+p^{2}\binom{t}{2} \leq 1-p t / 2,(1-p)^{s} \geq 1 / 2$ and $n-2(s+1) \geq n / 2$. Thus, the expected number of bad $(s+1)$-tuples $x, z_{1}, \ldots, z_{s}$ is at most

$$
\begin{aligned}
& \sum_{t=1}^{s+1}((s+1) n)^{t} \exp \left(-t n p^{2} / 8\right) \\
& \lesssim \sum_{t=1}^{s+1} n^{-t} \\
& \ll 1
\end{aligned}
$$

where the first inequality follows since $n p^{2} \geq 100 \log n$.

### 2.3.1.2 Regime $B$ of Theorem 3

When $\log ^{3} n \ll n p \ll \sqrt{n \log n}$, even in the case $r-m=O(1)$, we cannot use either of the methods described thus far. Indeed, in this density range, a.a.s. $\operatorname{diam}(G)>2$ (see e.g. Theorem 10.10 of Bollobás [9]), whereas $(2, r-m)$ existential closure implies diam $(G) \leq 2$ for $n$ large enough. For similar reasons, $G$ is a.a.s. not 1-step $(r-m)$-mergeable in this range.

In [61], Mitsche and Prałat give the following multi-step extension of existential closure which implies that any pair of unguarded Revolutionaries can merge in $j$ moves whilst remaining unguarded. We say a graph $G$ is $(2, k)_{j}$ existentially closed if $k+2 \leq n$ and for all $x, y \in V$ and $B \subset V-\{x, y\}$ with $|B|=k,\left(\Gamma_{j}(x) \cap \Gamma_{j}(y)\right)-\bar{\Gamma}_{j}(B) \neq \varnothing$. Note that $(2, k)_{1}$ existential closure is $(2, k)$ existential closure. As observed in the special case of $(2, k)_{1}$ existential closure, note that if $G$ is $(2, k)_{j}$ existentially closed, then diam $(G) \leq 2 j$. Furthermore, as before, it may be shown that if $G$ is $(2, r-m)_{j}$ existentially closed, then $G$ is Spy-maximal.

Next, we give a multi-step generalisation of 1-step $t$-mergeability.

Definition 20 ( $j$-step $t$-mergeable). A graph $G$ is $j$-step $t$-mergeable if there exist $y_{1}, \ldots, y_{t+1} \in V$ such that for all $z_{1}, \ldots, z_{t} \in V$ and $x \in V-Z$ the following holds:

$$
\begin{equation*}
\text { there exists } y_{i} \in Y-Z \text { such that }\left(\bar{\Gamma}_{j}\left(y_{i}\right) \cap \bar{\Gamma}_{j}(x)\right)-\bar{\Gamma}_{j}(Z) \neq \varnothing \text {. } \tag{2.4}
\end{equation*}
$$

The following lemma then shows how, in analogy to Lemma $17, j$-step $(r-m)$-mergeability may be used to establish Spy-maximality of a graph.

Lemma 21. Suppose $s \leq r-m$ and $G$ is $j$-step $s$-mergeable, then $\sigma(G, r, m)>s$. In particular, if $G$ is $j$-step $(r-m)$-mergeable, then $G$ is Spy-maximal.

Proof. The outline of the proof is the same as that of Lemma 17. That is, we construct a strategy comprised of phases, with the Leader gaining a new companion in each phase
and each phase consisting of two parts whose objectives are unchanged. However, these objectives are achieved slightly differently using $j$-step $s$-mergeability.

Firstly, it is straightforward for the non-companions of the Leader to cover $Y$ in a finite number of turns. Indeed, as in Lemma 17, connectivity is implied by $j$-step $s$ mergeability. In order to remain unguarded until the non-companions cover $Y$, in each round the Leader moves as follows. Let $x$ and $z_{1}, \ldots, z_{s}$ be the locations, at the beginning of the round, of the Leader and the Spies respectively. By $j$-step $s$-mergeability, we may choose $v \in\left(\bar{\Gamma}_{j}(Y-Z) \cap \bar{\Gamma}_{j}(x)\right)-\bar{\Gamma}_{j}(Z)$ and a $x v$-walk $x=u_{0}, \ldots, u_{j}=v$ of length $j$. Then, since $v \notin \bar{\Gamma}_{j}(Z)$ implies that $u_{1} \notin \bar{\Gamma}(Z)$, moving the Leader to $u_{1}$ guarantees that the Leader remains unguarded after the Spies have moved.

Once the non-companions cover $Y$, the Leader and some non-companion may meet within $j$ turns at some member of $\left(\bar{\Gamma}_{j}(Y-Z) \cap \bar{\Gamma}_{j}(x)\right)-\bar{\Gamma}_{j}(Z)$, all the while remaining unguarded, by each travelling via a shortest path.

Thus, in order to address Regime B of Theorem 3, the following proposition is sufficient.
Proposition 22. Suppose $G=G(n, p), n p \gg \log ^{3} n,(n \log n)^{1 / 2 j} \ll n p \ll n^{1 / j}, s \ll$ $\min \left\{n p / \log ^{3} n, n /(n p)^{j} \log n\right\}$, then $G$ is $j$-step s-mergeable with probability $1-O\left(n^{-1}\right)$. In particular, $G$ is a.a.s. j-step s-mergeable.

Indeed, the following corollary follows immediately.
Corollary 23. Suppose $G=G(n, p), \log ^{3} n \ll n p \ll \sqrt{n}, s \ll n p / \log ^{3} n$ and $s \ll$ $n /(n p)^{2} \log n$, then $G$ is a.a.s. Spy-maximal.

Proof of Corollary 29. By Proposition 22, we have that if $\left(n \log ^{2} n\right)^{1 / 3} \leq n p \ll \sqrt{n}$ and $s \ll n /(n p)^{2} \log n$, then $G$ is 2 -step $s$-mergeable with exceptional probability $O\left(n^{-1}\right)$, and for each $j \geq 2$, if $\left(n \log ^{2} n\right)^{1 /(j+2)} \leq n p \leq\left(n \log ^{2} n\right)^{1 /(j+1)}$ and $s \ll n p / \log ^{3} n$, then $G$ is $j$-step $s$-mergeable with exceptional probability $O\left(n^{-1}\right)$. Moreover, we note that for each $n$, either $\left(n \log ^{2} n\right)^{1 / 3} \leq n p \ll \sqrt{n}$ and $s \ll n /(n p)^{2} \log n$, or there exists
$j \geq 2$ such that $\left(n \log ^{2} n\right)^{1 /(j+2)} \leq n p \leq\left(n \log ^{2} n\right)^{1 /(j+1)}$ and $s \ll n p / \log ^{3} n$. Since $\log n \ll \log ^{3} n \ll n p \leq\left(n \log ^{2} n\right)^{1 /(j+1)} \ll n^{1 / j}$, such a $j$ is at most $\log n / \log \log n$. Therefore, $G$ is Spy-maximal with exceptional probability $O(\log n / n \log \log n)$ and the result follows.

Note that Proposition 22 is best possible up to multiplication by log factors, both in the bounds on $s$ and $n p$. Indeed, if $s=(1+\Omega(1)) n p$, then by Lemma 7 for any $x \in V$ we may take $Z \supset \bar{\Gamma}(x)$, and then certainly $\bar{\Gamma}_{j}(x) \subset \bar{\Gamma}_{j}(Z)$. Moreover, a typical set $Z$ of $\omega\left(n \log n /(n p)^{j}\right)$ vertices has $\bar{\Gamma}_{j}(Z)=V$ and thus $G$ is not $j$-step $s$-mergeable. Finally, since $j$-step $s$-mergeability implies that $\bar{\Gamma}_{j}(u) \cap \bar{\Gamma}_{j}(v) \supset Y$ for all vertices $u, v \in V$ and in particular that $\operatorname{diam}(G) \leq 2 j$, and since no vertex is within distance $j$ of every other vertex, the bounds on $n p$ are best possible up to multiplication by log factors.

We may now give the proof of Proposition 22.

Proof of Proposition [2. Proceed as in Proposition 18, letting $y_{1}, \ldots, y_{s+1}$ be an arbitrary choice of $s+1$ distinct vertices. As in Proposition 18, by Markov's inequality, it suffices to show that the expected number of bad $(s+1)$-tuples is $o(1)$, where we say $x, z_{1}, \ldots, z_{s}$ with $x \in V-Y$ and $z_{1}, \ldots, z_{s} \in V-x$ are bad (for $y_{1}, \ldots, y_{s+1}$ ) if (2.4) fails to hold.

Fix $x, z_{1}, \ldots, z_{s} \in V$ with $x \in V-Z$ and $|Y-Z|=t$. Let $X^{\prime}=\bar{\Gamma}_{j-1}(x)-\bar{\Gamma}_{j-1}(Y \cup Z)$, $Y^{\prime}=\bar{\Gamma}_{j-1}(Y-Z)-\bar{\Gamma}_{j-1}(\{x\} \cup Z)$ and $Z^{\prime}=\bar{\Gamma}_{j-1}(Z)$-noting that $X^{\prime}, Y^{\prime}$ and $Z^{\prime}$ are disjoint. Now by Lemma 14, we may assume that $(n p)^{j-1} / 2 \leq\left|X^{\prime}\right| \leq 3(n p)^{j-1} / 2$, $t(n p)^{j-1} / 2 \leq\left|Y^{\prime}\right| \leq 3 t(n p)^{j-1} / 2$ and $\left|Z^{\prime}\right| \leq 3 s(n p)^{j-1} / 2$.

Note that for $v \notin X^{\prime} \cup Y^{\prime} \cup Z^{\prime}$ the probability that $v \in\left(\Gamma\left(X^{\prime}\right) \cap \Gamma\left(Y^{\prime}\right)\right)-\bar{\Gamma}\left(Z^{\prime}\right)$ is $\left(1-(1-p)^{\left|X^{\prime}\right|}\right)\left(1-(1-p)^{\left|Y^{\prime}\right|}\right)(1-p)^{\left|Z^{\prime}\right|}$. Then, since $(n p)^{j} \ll n$ and $s \ll n /(n p)^{j} \log n$, for $n$ large enough $1-(1-p)^{\left|X^{\prime}\right|} \geq \frac{1}{2} p\left|X^{\prime}\right|, 1-(1-p)^{\left|Y^{\prime}\right|} \geq \frac{1}{2} p\left|Y^{\prime}\right|,(1-p)^{\left|Z^{\prime}\right|} \geq 1 / 2$, and this probability is at least $t(n p)^{2 j} / 32 n^{2}$. Now, the probability that $x, z_{1}, \ldots, z_{s}$ are bad for $y_{1}, \ldots, y_{s+1}$ is at most the probability no vertex $v \notin X^{\prime} \cup Y^{\prime} \cup Z^{\prime}$ is a member of
$\left(\Gamma\left(X^{\prime}\right) \cap \Gamma\left(Y^{\prime}\right)\right)-\bar{\Gamma}\left(Z^{\prime}\right)$. Since these events are independent, this probability is at most

$$
\begin{aligned}
& \left(1-t(n p)^{2 j} / 32 n^{2}\right)^{n-\left|X^{\prime} \cup Y^{\prime} \cup Z^{\prime}\right|} \\
& \leq \exp \left(-t(n p)^{2 j} / 64 n\right)
\end{aligned}
$$

since $s \ll n /(n p)^{j} \log n$ ensures that $n-\left|X^{\prime} \cup Y^{\prime} \cup Z^{\prime}\right| \geq \frac{1}{2} n$ for $n$ large enough.
As in Proposition 18, there are at most $((s+1) n)^{t}$ choices of $x, z_{1}, \ldots, z_{s}$. Thus, since $(n p)^{2 j} \gg n \log n$, the expected number of bad $(s+1)$-tuples $x, z_{1}, \ldots, z_{s}$ is at most

$$
\sum_{t=1}^{s+1}((s+1) n)^{t} \exp \left(-t(n p)^{2 j} / 64 n\right) \lesssim \sum_{t=1}^{s+1} n^{-t}=O\left(n^{-1}\right)
$$

as required.

### 2.3.2 Keeping an eye on the Spies

In this subsection we will prove Theorem 1, and address Regimes $C$ and $D$ of Theorem 3 by proving Corollaries 30 and 34 to follow. These three results are tied together by the same key idea, that is, of the Revolutionaries making use of their knowledge of the location of the Spies on each turn. First, we give a brief description of the cause of the gap in [61] when $n p \asymp \sqrt{n \log n}$.

Recall that if $G$ is $(2, k)_{j}$ existentially closed, then $\operatorname{diam}(G) \leq 2 j$. Furthermore, note that if $G$ is $(2, k)_{j}$ existentially closed, then $\operatorname{diam}(G)>j$ since the vertex set $B$ from the definition of $(2, k)_{j}$ existential closure has $\bar{\Gamma}_{j}(B) \neq V$. In particular, if $G$ is $(2, k)_{1}$ existentially closed, then $\operatorname{diam}(G)=2$, whereas if $G$ is $(2, k)_{2}$ existentially closed, then $\operatorname{diam}(G)>2$. Thus, since the probability that $\operatorname{diam}(G)=2$ is bounded uniformly away from zero and one when $n p \asymp \sqrt{n \log n}$ (see e.g. Bollobás [9]) $G$ is neither a.a.s. $(2, k)_{1}$ existentially closed nor a.a.s. $(2, k)_{2}$ existentially closed in this density regimethis explains the gap at $n p \asymp \sqrt{n \log n}$ when using the methods of Mitsche and Prałat. Indeed, for similar reasons, even in the case $r-m=O(1), j$-step $t$-mergeability cannot
be used to fill this gap.

Note that if the Revolutionaries use the strategy arising from 2-step $s$-mergeability (see the proof of Lemma 21), they do not use the available information about the location of the Spies on every turn. Crucially, once there is a Revolutionary at each of the vertices $y_{1}, \ldots, y_{s+1}, 2$-step $s$-mergeability is invoked to choose $v \in\left(\bar{\Gamma}_{2}(x) \cap \bar{\Gamma}_{2}(Y)\right)-\bar{\Gamma}_{2}(Z)$. Now, even if the Spies knew that in two turns time the Leader were to gain a new companion at $v$, the Spies could still not prevent the Leader and their new companion from reaching $v$ whilst remaining unguarded. It is this aspect of the strategy that we seek to relax. Indeed, once there is a Revolutionary at each of the vertices $y_{1}, \ldots, y_{s+1}$, the Leader will still gain a companion in two turns time, but where this happens will depend upon where the Spies move to in the first of these turns.

Before addressing Regimes C and D of Theorem 3, we first prove Theorem 1-along the way introducing one of the key ideas used in Regimes C and D.

### 2.3.2.1 Theorem 1 -filling the gap for $r-m=O(1)$.

First we give a generalisation of existential closure (see the beginning of 2.3.1.1) which will be used to establish Theorem 1 .

Definition 24 (Weak existential closure). A graph $G$ is $(2, k)_{2}$ weakly existentially closed if for all $x, y \in V$ and $B \subset V-\{x, y\}$ with $|B|=k$, there exists $x^{\prime} \in \bar{\Gamma}(x)$ and $y^{\prime} \in \bar{\Gamma}(y)$ such that if $B^{\prime} \subset \bar{\Gamma}(B)$ has $\left|B^{\prime}\right|=k$, then $\left(\bar{\Gamma}\left(x^{\prime}\right) \cap \bar{\Gamma}\left(y^{\prime}\right)\right)-\bar{\Gamma}\left(B^{\prime}\right) \neq \varnothing$.

In the context of its application to constructing winning Revolutionary strategies we note that, in contrast to existential closure, weak existential closure allows the Revolutionaries choice of common neighbour of $x^{\prime}$ and $y^{\prime}$ to depend upon the Spies choice of $B^{\prime}$.

Lemma 25. Suppose $s \leq r-m$ and $G$ is $(2, s)_{2}$ weakly existentially closed, then $\sigma(G, r, m)>s$. In particular, if $G$ is $(2, r-m)_{2}$ weakly existentially closed, then $G$ is Spy-maximal.

Proof. The proof is very similar to the proof of Lemma 15 (Theorem 2.4 of [61]) -as such, we give only a brief outline. First consider the case $r \leq n$. Initially, the Revolutionaries occupy distinct vertices in order to ensure that at least $m$ Revolutionaries are unguarded. Thereafter, they may use weak existential closure to merge in pairs whilst remaining unguarded until they win.

The single difference in the case $r>n$ is that before using weak existential closure to merge, any guarded Revolutionaries must spread out, occupying distinct vertices, to ensure that unguarded Revolutionaries are available when required.

We now state the proposition from which we will deduce Theorem 1 .

Proposition 26. Suppose $G \in G(n, p), \sqrt{n} \ll n p \ll n^{3 / 5}$ and $s=O(1)$, then $G$ is a.a.s. $(2, s)_{2}$ weakly existentially closed.

Before giving the proof of this proposition we first note that it implies Theorem 1 .

Proof of Theorem 1. An immediate consequence of Proposition 26 and Lemma 25.

We now give the proof of the proposition.

Proof of Proposition 26. Later it will be useful to note that for all $x, y \in V$ and $B \subset$ $V-\{x, y\}$, no triple $x^{\prime}, y^{\prime}, b^{\prime}$ with $x^{\prime} \in \bar{\Gamma}(x), y^{\prime} \in \bar{\Gamma}(y)$ and $b^{\prime} \in \bar{\Gamma}(B)$ can share too many neighbours. With this in mind note that a.a.s. $G$ does not contain a $K_{3,15}$. Indeed, this follows from Markov's inequality since the expected number of such subgraphs is $\binom{n}{3}\binom{n-3}{15} p^{45} \leq n^{18} p^{45}=o(1)$. Therefore, we may assume that for all $u, v, w \in V$ distinct $|\Gamma(u) \cap \Gamma(v) \cap \Gamma(w)|<15$.

Given $x, y \in V$ and $B \subset V-\{x, y\}$ with $|B|=s$ we say $x, y$ and $B$ are good if there exist $x^{\prime} \in \bar{\Gamma}(x)$ and $y^{\prime} \in \bar{\Gamma}(y)$ such that if $B^{\prime} \subset \bar{\Gamma}(B)$ has $\left|B^{\prime}\right|=s$ then $\left(\bar{\Gamma}\left(x^{\prime}\right) \cap \bar{\Gamma}\left(y^{\prime}\right)\right)-\bar{\Gamma}\left(B^{\prime}\right) \neq$ $\varnothing$, and bad otherwise.

Since there are at most $n^{s+2}$ choices of $x, y \in V$ and $B \subset V-\{x, y\}$ with $|B|=s$, by a
union bound it suffices to show that the probability that some fixed $x, y$ and $B$ is bad is $o\left(n^{-(s+2)}\right)$. Indeed, since $G$ contains no $K_{3,15}$, it suffices to show that the probability that there exist $x^{\prime} \in \Gamma(x)-\bar{\Gamma}(B)$ and $y^{\prime} \in \Gamma(y)-\bar{\Gamma}(B)$ with $\Gamma\left(x^{\prime}\right) \cap \Gamma\left(y^{\prime}\right)>14 s$ is $1-o\left(n^{-(s+2)}\right)$.

Fix $x, y \in V$ and $B \subset V-\{x, y\}$ with $|B|=s$. Condition on $\Gamma(x), \Gamma(y)$ and $\Gamma(B)$. Writing $X^{\prime}=\Gamma(x)-(\bar{\Gamma}(y) \cup \bar{\Gamma}(B)), Y^{\prime}=\Gamma(y)-(\bar{\Gamma}(x) \cup \bar{\Gamma}(B))$ and $Z=\bar{\Gamma}(B)$, we note that $X^{\prime}, Y^{\prime}$ and $Z^{\prime}$ are disjoint, and by Corollary 10. we may assume that $\left|X^{\prime}\right|,\left|Y^{\prime}\right| \geq \frac{1}{2} n p$ and $\left|Z^{\prime}\right| \leq \frac{3}{2}$ snp.

Fix $x^{\prime} \in X^{\prime}$ and $y^{\prime} \in Y^{\prime}$. Writing $N_{x^{\prime}, y^{\prime}}=\left|\left(\Gamma\left(x^{\prime}\right) \cap \Gamma\left(y^{\prime}\right)\right)-(\{x, y\} \cup \bar{\Gamma}(B))\right|$, observe that $N_{x^{\prime}, y^{\prime}}$ is binomially distributed with parameters $n-|\{x, y\} \cup \bar{\Gamma}(B)|=n(1+o(1))$ and $p^{2}$. Therefore, $N_{x^{\prime}, y^{\prime}}$ has mean $n p^{2}(1+o(1))=\omega(1)$. Now, since the median of a binomially distributed random variable is at least the floor of its mean, the probability that $N_{x^{\prime}, y^{\prime}} \leq$ $14 s$ is certainly at most a half. Since $X^{\prime}$ and $Y^{\prime}$ are disjoint with $\left|X^{\prime}\right|,\left|Y^{\prime}\right| \geq \frac{1}{2} n p$ we may choose a collection $\mathcal{I}$ of $\frac{1}{2} n p$ disjoint pairs $\left\{x^{\prime}, y^{\prime}\right\}$ such that $x^{\prime} \in X^{\prime}$ and $y^{\prime} \in Y^{\prime}$. Consequently, the events that $N_{x^{\prime}, y^{\prime}} \leq 14 s$ for $\left\{x^{\prime}, y^{\prime}\right\} \in \mathcal{I}$ are independent. Therefore, the probability that there does not exist $x^{\prime} \in \Gamma(x)-\bar{\Gamma}(B)$ and $y^{\prime} \in \Gamma(y)-\bar{\Gamma}(B)$ with $\Gamma\left(x^{\prime}\right) \cap \Gamma\left(y^{\prime}\right)>14 s$ is at most $2^{-\frac{1}{2} n p} \ll n^{-(s+2)}$.

We remark that there is a considerable amount of slack in this proof. Indeed, if $n p \leq$ $n^{2 / 3-\Omega(1)}$, then a.a.s. for all $u, v, w \in V$ distinct, $|\Gamma(u) \cap \Gamma(v) \cap \Gamma(w)|=O(1)$ for an implicit constant depending only upon the implicit constant in the bound on $n p$. Then, the same proof gives that $G$ is a.a.s. $(2, s)_{2}$ weakly existentially closed provided $s \ll(n p)^{2} / n$. Moreover, much as in Lemma 8, one may show that a.a.s. for all $u, v, w \in V$ distinct, $|\Gamma(u) \cap \Gamma(v) \cap \Gamma(w)| \lesssim \min \left\{\log n,(n p)^{3} / n^{2}\right\}$. Then, the proof of Proposition 26 may be used to show that if $s \ll \min \left\{(n p)^{2} / n \log n, n / n p\right\}$, then $G$ is a.a.s. $(2, s)_{2}$ weakly existentially closed. As remarked earlier, the bound $s \ll n / n p$ is best possible up to $\log$ factors. However, we make no such claims about the optimality of the bound $s \ll(n p)^{2} / n \log n$, which is likely an artefact of our proof. Indeed, framing in the
context of the game, the property defined still yields a winning Revolutionary strategy if the Spies are allowed to choose $B^{\prime}$ subject only to the constraint that $B^{\prime} \subset V-\left(X^{\prime} \cup Y^{\prime}\right)$.

### 2.3.2.2 Regime $C$ of Theorem 3

Now, we use the ideas developed in 2.3.2.1 in conjunction with a Leader and base to address Regimes C and D of Theorem 3. In both cases we will be interested in the following graph property.

Definition 27 (Weakly $t$-mergeable). A graph $G$ is weakly $t$-mergeable if there exists $y_{1}, \ldots, y_{t+1} \in V$, such that for all $x \in V$ and $z_{1}, \ldots, z_{t} \in V-x$ there exists $x^{\prime} \in \bar{\Gamma}(x)$ and $y_{1}^{\prime}, \ldots, y_{t+1}^{\prime}$ with $y_{i}^{\prime} \in \bar{\Gamma}\left(y_{i}\right)$ for each $i \leq t+1$ such that for all $z_{1}^{\prime}, \ldots, z_{t}^{\prime}$ with $z_{i}^{\prime} \in \bar{\Gamma}\left(z_{i}\right)$ for each $i$, we have $\left(\bar{\Gamma}\left(x^{\prime}\right) \cap \bar{\Gamma}\left(Y^{\prime}\right)\right)-\bar{\Gamma}\left(Z^{\prime}\right) \neq \varnothing$.

Much as before, it is easy to use this property to give a winning Revolutionary strategy and consequently establish the Spy-maximality of a graph.

Lemma 28. Suppose $s \leq r-m$ and $G$ is weakly $s$-mergeable, then $\sigma(G, r, m)>s$. In particular, if $G$ is weakly $(r-m)$-mergeable, then $G$ is Spy-maximal.

Proof. The Revolutionaries may follow a strategy with the same three key properties as the strategies in Lemmas 17 and 21. In the first phase, the Leader may use weak $s$-mergeability to stay unguarded until non-companions cover $Y$. Indeed, if the Leader is at $x$ and the Spies are at $Z$, then the Leader may move to $x^{\prime}$ as in the definition of weak $s$-mergeability whilst remaining unguarded since $x^{\prime}$ certainly cannot lie in $\bar{\Gamma}(Z)$. In the second phase, moving the Leader at $x$ to $x^{\prime}$ and the Revolutionary at $y_{i}$ to $y_{i}^{\prime}$ for each $i$ as in the definition, weak $s$-mergeability guarantees that after the Spies have moved some non-companion may merge with the Leader whilst remaining unguarded.

Thus, the following proposition is sufficient to address Regime C of Theorem 3 .

Proposition 29. Suppose $G=G(n, p), \sqrt{n \log n / \log \log n} \ll n p \lesssim \sqrt{n \log n}$ and $s \ll$
$n p / \log ^{2} n$, then $G$ is a.a.s. weakly s-mergeable.

Indeed, the following then follows immediately.

Corollary 30. Suppose $G=G(n, p)$, $\sqrt{n \log n / \log \log n} \ll n p \lesssim \sqrt{n \log n}$ and $r-m \ll$ $n p / \log ^{2} n$, then $G$ is a.a.s. Spy-maximal.

Proof. An immediate consequence of Lemma 28 and Proposition 29 .

We remark that Proposition 29 is best possible up to multiplication by $\log$ factors in the bound on $r-m$ for this density regime by the result of Mitsche and Prałat stated at the end of the introduction.

Proof of Proposition 29. As in Propositions 18 and 22 we show that a.a.s. an arbitrary choice of $s+1$ distinct vertices $y_{1}, \ldots, y_{s+1} \in V$ have the desired properties. First, we will show that it suffices to establish that a.a.s. for all $x \in V-Y$ and all $z_{1}, \ldots, z_{s} \in V-x$ there exists $x^{\prime} \in \bar{\Gamma}(x)-\bar{\Gamma}(Z)$ and $y_{1}^{\prime}, \ldots, y_{s+1}^{\prime}$ with $y_{i}^{\prime} \in \bar{\Gamma}\left(y_{i}\right)-\bar{\Gamma}\left(Z-\left\{y_{i}\right\}\right)$ for all $i \leq s+1$, such that

$$
\begin{equation*}
\left|\left(\bar{\Gamma}\left(x^{\prime}\right) \cap \bar{\Gamma}\left(y_{i}^{\prime}\right)\right)-\bar{\Gamma}\left(Y^{\prime}-\left\{y_{i}^{\prime}\right\}\right)\right| \geq\left\lfloor n p^{2} / 2\right\rfloor \tag{2.5}
\end{equation*}
$$

for all $i$. Note that we do not need to consider the case that $x \in Y$ since then $G$ is trivially weakly $s$-mergeable by Corollary 10 .

Let $x \in V-Y$ and let $Z$ be such that $|Y-Z|=t$. Then there are at most $n$ choices of $x$, at most $\binom{s+1}{s+1-t}=\binom{s+1}{t} \leq(s+1)^{t}$ choices of $Y \cap Z$, and most $n^{t-1}$ choices of $Z-Y$. Now, let $z_{1}^{\prime}, \ldots, z_{t}^{\prime}$ have $z_{i}^{\prime} \in \bar{\Gamma}\left(z_{i}\right)$ for all $i$, and $\left|Y^{\prime}-Z^{\prime}\right|=t^{\prime}$, noting that since $y_{i}^{\prime} \in \bar{\Gamma}\left(y_{i}\right)-\bar{\Gamma}\left(Z-\left\{y_{i}\right\}\right)$ for all $i$, we have $t^{\prime} \geq t$. Then there are at most $\binom{s+1-t}{s+1-t^{\prime}}=\binom{s+1-t}{t^{\prime}-t} \leq(s+1)^{t^{\prime}-t}$ choices of $Y^{\prime} \cap Z^{\prime}$ and at most $n^{t^{\prime}-1}$ choices of $Z^{\prime}-Y^{\prime}$. Thus, it suffices to show that the probability that $\bar{\Gamma}\left(x^{\prime}\right) \cap \bar{\Gamma}\left(Y^{\prime}\right) \subset \bar{\Gamma}\left(Z^{\prime}\right)$ is at most $\left(p\left(t^{\prime}-1\right)\right)^{t^{\prime}\left\lfloor n p^{2} / 2\right\rfloor}$. Indeed, then by a union bound the probability that 2.5 holds, but
$G$ is not $s$-mergeable is at most

$$
\begin{aligned}
& \sum_{t} n^{t-1} \sum_{t^{\prime} \geq t}((s+1) n)^{t^{\prime}}\left(p\left(t^{\prime}-1\right)\right)^{t^{\prime}\left\lfloor n p^{2} / 2\right\rfloor} \\
\leq & \sum_{t} n^{t-1} \sum_{t^{\prime} \geq t} \exp \left(-\Omega\left(t^{\prime}\left\lfloor n p^{2} / 2\right\rfloor \log (1 / s p)\right)\right) \\
\lesssim & \sum_{t} n^{t-1} \exp \left(-\Omega\left(t\left\lfloor n p^{2} / 2\right\rfloor \log (1 / s p)\right)\right) \\
\lesssim & \sum_{t} n^{-\omega(t)}
\end{aligned}
$$

$\ll 1$.

Where the first and third inequalities follow since $p\left(t^{\prime}-1\right) \leq p s \ll 1 / \log n$ and $n p^{2} \gg$ $\log n / \log \log n$ imply that $((s+1) n)^{t^{\prime}}\left(p\left(t^{\prime}-1\right)\right)^{t^{\prime}\left\lfloor n p^{2} / 2\right\rfloor} \leq \exp \left(-\Omega\left(t^{\prime}\left\lfloor n p^{2} / 2\right\rfloor \log (1 / s p)\right)\right)$ for an implicit constant which does not depend upon $t^{\prime}$, and moreover that in turn $\exp \left(-\Omega\left(t^{\prime}\left\lfloor n p^{2} / 2\right\rfloor \log (1 / s p)\right)\right) \leq n^{-\omega\left(t^{\prime}\right)}$.

Certainly $\bar{\Gamma}\left(x^{\prime}\right) \cap \bar{\Gamma}\left(Y^{\prime}\right) \subset \bar{\Gamma}\left(Z^{\prime}\right)$ is equivalent to $\left(\bar{\Gamma}\left(x^{\prime}\right) \cap \bar{\Gamma}\left(Y^{\prime}-Z^{\prime}\right)\right)-\bar{\Gamma}\left(Y^{\prime} \cap Z^{\prime}\right) \subset \bar{\Gamma}\left(Z^{\prime}-\right.$ $\left.Y^{\prime}\right)$. Now, conditioning on $\bar{\Gamma}\left(x^{\prime}\right)$ and $\bar{\Gamma}\left(Y^{\prime}\right),\left|\left(\left(\bar{\Gamma}\left(x^{\prime}\right) \cap \bar{\Gamma}\left(Y^{\prime}-Z^{\prime}\right)\right)-\bar{\Gamma}\left(Y^{\prime} \cap Z^{\prime}\right)\right) \cap \bar{\Gamma}\left(Z^{\prime}-Y^{\prime}\right)\right|$ is binomially distributed with parameters $\left|\left(\bar{\Gamma}\left(x^{\prime}\right) \cap \bar{\Gamma}\left(Y^{\prime}-Z^{\prime}\right)\right)-\bar{\Gamma}\left(Y^{\prime} \cap Z^{\prime}\right)\right|$ and $1-(1-$ $p)^{t^{\prime}-1} \leq p\left(t^{\prime}-1\right)$. Thus, since (2.5) implies $\left|\left(\bar{\Gamma}\left(x^{\prime}\right) \cap \bar{\Gamma}\left(Y^{\prime}-Z^{\prime}\right)\right)-\bar{\Gamma}\left(Y^{\prime} \cap Z^{\prime}\right)\right| \geq t^{\prime}\left\lfloor n p^{2} / 2\right\rfloor$, the probability that $\bar{\Gamma}\left(x^{\prime}\right) \cap \bar{\Gamma}\left(Y^{\prime}\right) \subset \bar{\Gamma}\left(Z^{\prime}\right)$ is at most $\left(p\left(t^{\prime}-1\right)\right)^{t^{\lfloor }\left\lfloor n p^{2} / 2\right\rfloor}$ as required.

Thus, it remains to show that a.a.s. for this fixed choice of $y_{1}, \ldots, y_{s+1}$ and for all $x \in V$ and all $z_{1}, \ldots, z_{s} \in V-x$ there exist $x^{\prime}, y_{1}^{\prime}, \ldots, y_{s+1}^{\prime}$ satisfying (2.5) for all $i$. First, fix $x \in V-Y$ and $z_{1}, \ldots, z_{s} \in V-x$. Note that there are at most $n^{s+1}$ such choices. Next, as an easy consequence of Corollary 10, we may choose $x^{\prime} \in \Gamma(x)-\Gamma(Z)$. For this arbitrary choice of $x^{\prime}$ we now describe an iterative procedure for finding the desired $y_{1}^{\prime}, \ldots, y_{s+1}^{\prime}$ in sequence which fails with probability at most $(s+1) 2^{-n p / 2}$. By a union bound, this is sufficient since $(s+1) 2^{-n p / 2} \ll n^{-(s+1)}$.

We will actually find $y_{1}^{\prime}, \ldots, y_{s+1}^{\prime}$ with $y_{i}^{\prime} \in \Gamma\left(y_{i}\right)$ for all $i$, satisfying the stronger prop-
erties:

$$
\begin{equation*}
\Gamma\left(x^{\prime}\right) \cap \Gamma\left(y_{i}^{\prime}\right) \cap \Gamma\left(y_{j}^{\prime}\right)=\varnothing \text { whenever } i \neq j, \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\Gamma\left(x^{\prime}\right) \cap \Gamma\left(y_{i}^{\prime}\right)\right| \geq\left\lfloor n p^{2} / 2\right\rfloor \text { for all } i \leq s+1 \tag{2.7}
\end{equation*}
$$

It suffices to show that each of these $s+1$ steps fails with probability at most $2^{-n p / 2}$. In detail, suppose we have chosen $y_{1}^{\prime}, \ldots, y_{k-1}^{\prime}$ with $y_{j}^{\prime} \in \Gamma\left(y_{j}\right)$ for all $j<k$, such that (2.6) holds whenever $i, j<k$, and such that (2.7) holds whenever $i<k$, then it suffices to show that the probability that there does not exist a $y_{k}^{\prime}$ satisfying (2.6) when $i<j=k$ and (2.7) when $i=k$, is at most $2^{-n p / 2}$.

Since we wish to find $y_{k}^{\prime}$ such that (2.6) holds when $i<j=k$ we will consider a reduced neighbourhood of $y_{k}$, from which we delete all neighbours of any member of $\Gamma\left(x^{\prime}\right) \cap \Gamma\left(y_{i}^{\prime}\right)$ for any $i<k$. Indeed, note that any remaining neighbours of $y_{k}$ automatically satisfy (2.6) when $i<j=k$. In order to ensure the events we consider are independent we also remove any neighbour of any $y_{i}$ for $i \neq k$. We thus consider $\Gamma^{*}\left(y_{k}\right)=\Gamma\left(y_{k}\right)-$ $\Gamma\left(\Gamma\left(x^{\prime}\right) \cap \Gamma\left(\left\{y_{i}^{\prime}: i<k\right\}\right)\right)-\Gamma\left(Y-y_{k}\right)$. Similarly, to ensure independence, we consider a reduced neighbourhood of $x^{\prime}$, removing those neighbours which are adjacent to any of $y_{1}^{\prime}, \ldots, y_{k-1}^{\prime}$, that is, we consider $\Gamma^{*}\left(x^{\prime}\right)=\Gamma\left(x^{\prime}\right)-\Gamma\left(\left\{y_{i}^{\prime}: i<k\right\}\right)$.

Note that we may assume $\left|\Gamma^{*}\left(y_{k}\right)\right|,\left|\Gamma^{*}\left(x^{\prime}\right)\right| \geq \frac{1}{2} n p$. Indeed, by Lemma $7 .\left|\Gamma\left(y_{k}\right)\right|,\left|\Gamma\left(x^{\prime}\right)\right| \geq$ $(1-o(1)) n p$; and by Lemma 8 and since $s \ll n p / \log ^{2} n$, both $\left|\Gamma\left(x^{\prime}\right) \cap \Gamma\left(\left\{y_{i}^{\prime}: i<k\right\}\right)\right|$ and $\left|\Gamma\left(y_{k}\right) \cap \Gamma\left(Y-y_{k}\right)\right|$ are at most $4 s \max \left\{\log n, n p^{2}\right\} \ll n p$; and moreover $\mid \Gamma\left(y_{k}\right) \cap$ $\left(\Gamma\left(\Gamma\left(x^{\prime}\right) \cap \Gamma\left(\left\{y_{i}^{\prime}: i<k\right\}\right)\right)\right) \mid$ is at most $16 s \max \left\{\log n, n p^{2}\right\}^{2} \ll n p$.

Now, the probability of failure is at most the probability that $\left|\Gamma^{*}\left(x^{\prime}\right) \cap \Gamma\left(y_{k}^{\prime}\right)\right|<\left\lfloor n p^{2} / 2\right\rfloor$ for all $y_{k}^{\prime} \in \Gamma^{*}\left(y_{k}\right)$, where, by construction, this event is independent of failure in earlier steps. Thus it remains to show that this probability is at most $2^{-n p / 2}$.

Since the events $\left|\Gamma^{*}\left(x^{\prime}\right) \cap \Gamma\left(y_{k}^{\prime}\right)\right|<\left\lfloor n p^{2} / 2\right\rfloor$ are independent for $y_{k}^{\prime} \in \Gamma^{*}\left(y_{k}\right)$, and since $\left|\Gamma^{*}\left(y_{k}\right)\right| \geq n p / 2$, it suffices to show that each $y_{k}^{\prime} \in \Gamma^{*}\left(y_{k}\right)$ has $\left|\Gamma^{*}\left(x^{\prime}\right) \cap \Gamma\left(y_{k}^{\prime}\right)\right|<\left\lfloor n p^{2} / 2\right\rfloor$
with probability at most $1 / 2$. Fixing $y_{k}^{\prime} \in \Gamma^{*}\left(y_{k}\right)$ note that $\left|\Gamma^{*}\left(x^{\prime}\right) \cap \Gamma\left(y_{k}^{\prime}\right)\right|$ is bounded below by a binomially distributed variable with parameters $n p / 2$ and $p$. Now, since the median of a binomial random variable is always at least the floor of its mean the probability that $\left|\Gamma^{*}\left(x^{\prime}\right) \cap \Gamma\left(y_{k}^{\prime}\right)\right|<\left\lfloor n p^{2} / 2\right\rfloor$ is at most $1 / 2$ as required.

### 2.3.2.3 Regime $D$ of Theorem 3

Since the proof of Proposition 29 is not easily modified to establish weak $s$-mergeability in the regime $(n \log n)^{1 / 3} \ll n p \lesssim \sqrt{n \log n / \log \log n}$, in order to address Regime D of Theorem 3 we instead establish a stronger property.

Definition 31 (Weakly $(t, k)$-mergeable). A graph $G$ is weakly $(t, k)$-mergeable if for some $y_{1}, \ldots, y_{t+1} \in V$ distinct and for all $x \in V$ and all $z_{1}, \ldots, z_{t} \in V-x$ there exist $x^{\prime} \in \bar{\Gamma}(x), y_{i}^{\prime} \in \bar{\Gamma}\left(y_{i}\right)$ for each $i \leq t+1$, and $y_{i, j}^{\prime \prime} \in \bar{\Gamma}\left(x^{\prime}\right) \cap \bar{\Gamma}\left(y_{i}^{\prime}\right)$ distinct for $i \leq t+1$ and $j \leq k$, such that

$$
\begin{equation*}
\text { if } z^{\prime} \in \bar{\Gamma}(Z) \text {, then }\left|\bar{\Gamma}\left(z^{\prime}\right) \cap\left\{y_{i, j}^{\prime \prime}: i \leq t+1, j \leq k\right\}\right| \leq k \tag{2.8}
\end{equation*}
$$

Observe that if $G$ is weakly $(t, k)$-mergeable for some $k$, then $G$ is weakly $t$-mergeable. Thus, we obtain the following trivial corollary of Lemma 28 .

Corollary 32. Suppose $s \leq r-m$ and $G$ is weakly $(s, k)$-mergeable for some $k$, then $\sigma(G, r, m)>s$. In particular, if $G$ is weakly $(r-m, k)$-mergeable for some $k$, then $G$ is Spy-maximal.

Thus in order to address Regime D of Theorem 3 the following proposition is sufficient.

Proposition 33. Suppose $G=G(n, p),(n \log n)^{1 / 3} \ll n p \ll \sqrt{n \log n}$ and that $s \ll$ $n p / \log ^{3} n$, then $G$ is a.a.s. weakly $(s, k)$-mergeable for some $k=k(n) \in \mathbb{N}$.

Indeed, the following is an immediate consequence.

Corollary 34. Suppose $G=G(n, p),(n \log n)^{1 / 3} \ll n p \ll \sqrt{n \log n}$ and $r-m \ll$ $n p / \log ^{3} n$, then $G$ is a.a.s. Spy-maximal.

Proof. The result follows immediately from Proposition 33 and Corollary 32 ,

Since the proof is slightly simpler and contains the main ideas needed for Proposition 33 , we will first establish this proposition in the case $n p \lesssim n^{1 / 2-\Omega(1)}$. The following proposition will suffice.

Proposition 35. Suppose $k=O(1)$, then there exists a constant $c_{k}$ large enough ( $c_{k}=$ $(10 k)^{k+1}$ will do) depending only upon $k$, such that if $(n p)^{2 k+1} \geq c_{k} n^{k} \log n$ and $s \ll$ $\min \left\{n p / \log n, n^{k+1} /(n p)^{2(k+1)}\right\}$ then $G$ is a.a.s. weakly $(s, k)$-mergeable.

Indeed, we show that the following corollary follows immediately.

Corollary 36. Suppose $(n \log n)^{1 / 3} \ll n p \lesssim n^{1 / 2-\Omega(1)}$ and $s \ll n p / \log n$, then a.a.s. there exists $k=O(1)$ such that $G$ is weakly $(s, k)$-mergeable.

Proof. For each $n$, choose $k$ to be the largest such that $(n p)^{2 k+1} \geq c_{k} n^{k} \log n$. This is certainly possible since $n p \gg(n \log n)^{1 / 3}$ ensures that there is some $k$ for which $(n p)^{2 k+1} \geq c_{k} n^{k} \log n$, and $n p \lesssim n^{1 / 2-\Omega(1)}$ ensures that there exists $k=O(1)$ such that $(n p)^{2(k+1)+1}<c_{k+1} n^{k+1} \log n$. Moreover, we note that this results in boundedly many subsequences. Then, noting that $(n p)^{2(k+1)+1}<c_{k+1} n^{k+1} \log n$ implies $n^{k+1} /(n p)^{2(k+1)} \geq n p / c_{k+1} \log n$, the result follows from Proposition 35 .

Before giving the proof of Proposition 35 we give a lemma used in its proof.

As in Propositions 18, 22, and 29, we in fact show that most $(s+1)$-tuples $y_{1}, \ldots, y_{s+1}$ have the desired property. Having fixed $y_{1}, \ldots, y_{s+1} \in V, x \in V$ and $z_{1}, \ldots, z_{s} \in$ $V-x$, when considering whether or not there exist vertices witnessing weak $(t, k)$ mergeability, for each $x^{\prime} \in \bar{\Gamma}(x)-\bar{\Gamma}(Z)$ it suffices to consider only those $z^{\prime} \in \bar{\Gamma}(Z)$ such that $\left|\bar{\Gamma}\left(z^{\prime}\right) \cap \bar{\Gamma}\left(x^{\prime}\right)\right| \geq k+1$. Indeed, if $z^{\prime} \in \bar{\Gamma}(Z)$ has $\left|\bar{\Gamma}\left(z^{\prime}\right) \cap \bar{\Gamma}\left(x^{\prime}\right)\right| \leq k$, then it
certainly has $\left|\bar{\Gamma}\left(z^{\prime}\right) \cap Y^{\prime \prime}\right| \leq k$ for any collection $Y^{\prime \prime} \subset \bar{\Gamma}\left(x^{\prime}\right)$. In fact, it is a little more straightforward to consider separately those $z^{\prime} \in \bar{\Gamma}(Z)$ with $\left|\Gamma\left(z^{\prime}\right) \cap \Gamma\left(x^{\prime}\right)\right| \geq k+1$, and those with $z^{\prime} \in \bar{\Gamma}(Z) \cap \bar{\Gamma}\left(x^{\prime}\right)$. With this in mind, we say a vertex $v$ with $|\Gamma(v) \cap W| \geq k+1$ is $k$-dangerous with respect to $W$, and say a vertex $v$ is $k$-dangerous for $u$ if it is $k$ dangerous with respect to $\Gamma(u)$ (often omitting 'for $u$ ' when unambiguous from context). We remark that the latter of these two definitions is not sufficient for our purposes since later we will need to count the number of vertices $v$ which are $k$-dangerous with respect to a particular subset of the neighbourhood of a vertex $u$.

Lemma 37. Suppose $G \in G(n, p)$ and $k=O(1)$, then a.a.s. for all $u, v \in V$ distinct, the number of neighbours of $v$ which are $k$-dangerous for $u$ is at most

$$
\left.10 \max \left\{\log n,|\Gamma(v)| \left\lvert\, \begin{array}{c}
|\Gamma(u)| \\
k+1
\end{array}\right.\right) p^{k+1}\right\} .
$$

Proof. By Lemma 8, we may assume that for all $u, v \in V$, we have $|\bar{\Gamma}(u) \cap \Gamma(v)| \leq$ $\max \left\{\log n, n p^{2}\right\}+1$. Thus, since $\max \left\{\log n, n p^{2}\right\} \leq \max \left\{\log n, 2|\Gamma(v)|\binom{|\Gamma(u)|}{k+1} p^{k+1}\right\}$, it suffices to show that a.a.s. for all $u, v \in V$, the number of neighbours of $v$ which are $k$-dangerous for $u$ but are neither a neighbour of $u$, nor $u$ itself, is at most

$$
4 \max \left\{\log n, \frac{5}{4}|\Gamma(v)|\binom{|\Gamma(u)|}{k+1} p^{k+1}\right\} .
$$

Fix $u, v \in V$ distinct. Note that, conditioning upon $\Gamma(u)$, the random variables $\mid \Gamma\left(v^{\prime}\right) \cap$ $\Gamma(u) \mid$ for $v^{\prime} \in \Gamma(v)-\bar{\Gamma}(u)$, are independent and binomially distributed with parameters $|\Gamma(u)|$ and $p$. Thus, writing $D$ for the number of $v^{\prime} \in \Gamma(v)-\bar{\Gamma}(u)$ which are $k$-dangerous for $u, D$ is bounded above by $D^{\prime}$, a binomially distributed random variable with parameters $|\Gamma(v)|$ and $\mathbb{P}(\operatorname{Bin}(|\Gamma(u)|, p) \geq k+1)$. By a union bound it is sufficient to show that the probability that $D^{\prime}>4 \max \left\{\log n, \frac{5}{4}|\Gamma(v)|\binom{|\Gamma(u)|}{k+1} p^{k+1}\right\}$ is at most $o\left(n^{-2}\right)$.

Note that $\mathbb{E}\left(D^{\prime}\right) \leq \frac{5}{4}|\Gamma(v)|\binom{|\Gamma(u)|}{k+1} p^{k+1}$ by Lemma 4. First suppose $\mathbb{E}(D) \leq \frac{4}{5} \log n$, then by Proposition 5 the probability that $D \geq 4 \log n$ is at most $\exp (-4 \log n \log (5 / e)) \ll$
$n^{-2}$. On the other hand, if $\mathbb{E}(D) \geq \frac{4}{5} \log n$, then by Proposition 6 the probability that $D \geq 4 \mathbb{E}(D)$ is at most $2 \exp \left(-\frac{4}{5} c_{3} \log n\right) \ll n^{-2}$ since $c_{3}>5 / 2$.

We now give the proof of the proposition.

Proof of Proposition 35. Fix an arbitrary choice of $y_{1}, \ldots, y_{s+1} \in V$. We will show that a.a.s. this is a valid choice of $Y$ witnessing weak $(s, k)$-mergeability. Fix $x$ and $z_{1}, \ldots, z_{s} \in V-x$. We describe an iterative procedure for obtaining vertices $x^{\prime}, y_{i}^{\prime}$ for $i \leq s+1$, and $y_{i, j}^{\prime \prime}$ for $i \leq s+1$ and $j \leq k$ with the desired properties, which fails with probability $o\left(n^{-(s+1)}\right)$. By a union bound, this suffices to prove the proposition. Throughout the proof all implicit constants may depend upon $k$.

First we define some reduced neighbourhoods as this will afford us some independence later. Condition upon $\Gamma(x)$, upon $\Gamma\left(x^{\prime}\right)$ for every $x^{\prime} \in \Gamma(x)$, upon $\Gamma\left(y_{i}\right)$ for each $i \leq s+1$ and upon $\Gamma\left(z_{j}\right)$ for each $j \leq s$. Writing $\Gamma^{*}\left(y_{i}\right)=\Gamma\left(y_{i}\right)-\Gamma\left(Y-y_{i}\right)$, by Corollary 10, we may assume that $\left|\Gamma^{*}\left(y_{i}\right)\right| \geq \frac{1}{2} n p$ for all $i \leq s+1$ since $s \ll n p / \log n$. Moreover, using Lemma 11, we will show that we may assume that there exists $\Gamma^{*}(x) \subset \Gamma(x)-\bar{\Gamma}(Z)$ such that $\left|\Gamma^{*}(x)\right| \geq \frac{1}{5} n p$ and for each $x^{\prime} \in \Gamma^{*}(x)$ there exists $\Gamma_{x}^{*}\left(x^{\prime}\right) \subset \Gamma\left(x^{\prime}\right)-\bar{\Gamma}(x)-\bar{\Gamma}(Z)$ such that $\left|\Gamma_{x}^{*}\left(x^{\prime}\right)\right| \geq \frac{1}{5} n p$ and the $\Gamma_{x}^{*}\left(x^{\prime}\right)$ are disjoint with the additional property that no vertex in $\Gamma_{x}^{*}\left(x^{\prime}\right)$ is adjacent to any vertex in $\bar{\Gamma}(Z)$ which is $k$-dangerous for $x^{\prime}$.

By Corollary 10 and Lemma 37 it suffices to show that for each fixed $x^{\prime}$, the number of neighbours of $x^{\prime}$ which are adjacent to a member of $\bar{\Gamma}(Z)$ which is $k$-dangerous for $x^{\prime}$, is $o(n p)$. Indeed, we may then delete all such vertices and all members of $\bar{\Gamma}(x)$ or $\bar{\Gamma}(Z)$ from the $\Gamma_{x}^{*}\left(x^{\prime}\right)$ given by Lemma 37 , and all members of $\bar{\Gamma}(Z)$ from the $\Gamma^{*}(x)$ given by Lemma 37 to obtain vertex sets with the desired properties.

By Lemma 37, we may assume that for each fixed $x^{\prime} \in \Gamma(x)-\bar{\Gamma}(Z)$, the number of members of $\bar{\Gamma}(Z)$ which are $k$-dangerous for $x^{\prime}$ is at most $10 s \max \left\{\log n, 2 n p\binom{|\Gamma(x)|}{k+1} p^{k+1}\right\}$. Now, since $n p^{2} \lesssim n^{-\Omega(1)}$, by Lemma 9, we may assume that $|\Gamma(u) \cap \Gamma(v)|=O(1)$ for all $u, v \in V$ distinct, and by Lemma 7 , we may assume that $\binom{|\Gamma(x)|}{k+1} p^{k+1} \lesssim(n p)^{2(k+1)} / n^{k+1}$.

Thus, since $s \ll \max \left\{n p / \log n, n^{k+1} /(n p)^{2(k+1)}\right\}$ the number of neighbours of $x^{\prime}$ which are adjacent to a $k$-dangerous member of $\bar{\Gamma}(Z)$ is $o(n p)$ and we obtain $\Gamma^{*}(x) \subset \Gamma(x)-\bar{\Gamma}(Z)$ and $\Gamma_{x}^{*}\left(x^{\prime}\right) \subset \Gamma\left(x^{\prime}\right)-\bar{\Gamma}(x)-\bar{\Gamma}(Z)$ for each $x^{\prime} \in \Gamma^{*}(x)$ as claimed.

Fixing $x^{\prime} \in \Gamma^{*}(x)$, it suffices to show that the probability that there does not exist $y_{i}^{\prime} \in \Gamma^{*}\left(y_{i}\right)$ for all $i \leq s+1$, and $y_{i, j}^{\prime \prime} \in \Gamma^{*}\left(x^{\prime}\right) \cap \Gamma\left(y_{i}^{\prime}\right)$ for all $i \leq s+1$ and $j \leq k$ with the desired properties is at most $(s+1) \exp \left(-\Omega\left((n p)^{2 k+1} / n^{k}\right)\right)$. Indeed, then for $c_{k}$ large enough this probability is at most $n^{-\Omega(1)}$ and so by independence the probability that there do not exist such vertices for any $x^{\prime} \in \Gamma^{*}(x)$ is at most $n^{-\Omega(n p)} \ll n^{-(s+1)}$.

We will find each $y_{\ell}^{\prime} \in \Gamma^{*}\left(y_{\ell}\right)$ and the corresponding $y_{\ell, 1}^{\prime \prime}, \ldots, y_{\ell, k}^{\prime \prime} \in \Gamma^{*}\left(x^{\prime}\right) \cap \Gamma\left(y_{\ell}^{\prime}\right)$ in turn. By a union bound, it suffices to show that for some fixed $\ell \leq s+1$, supposing we have $y_{i}^{\prime} \in \Gamma^{*}\left(y_{i}\right)$ and $y_{i, j}^{\prime \prime} \in \Gamma^{*}\left(x^{\prime}\right) \cap \Gamma\left(y_{i}^{\prime}\right)$ for $i<\ell$ and $j \leq k$, the probability that we cannot find $y_{\ell}^{\prime}, y_{\ell, 1}^{\prime \prime}, \ldots, y_{\ell, k}^{\prime \prime}$ as stated is at most $\exp \left(-\Omega\left((n p)^{2 k+1} / n^{k}\right)\right)$.

Fix $\ell \leq s+1$, and write $Y_{\ell}^{\prime \prime}=\left\{y_{i, j}^{\prime \prime}: i<\ell, j \leq k\right\}$ and $\Gamma_{x, \ell}^{*}\left(x^{\prime}\right)=\Gamma^{*}\left(x^{\prime}\right)-Y_{\ell}^{\prime \prime}$ noting that since $\left|Y_{\ell}^{\prime \prime}\right|=(\ell-1) k \leq s k \ll n p$ we may assume $\left|\Gamma_{x, \ell}^{*}\left(x^{\prime}\right)\right| \geq \frac{1}{6} n p$. Now, for each vertex $y^{\prime} \in \Gamma^{*}\left(y_{\ell}\right)$, the probability that $\left|\Gamma\left(y^{\prime}\right) \cap \Gamma_{x, \ell}^{*}\left(x^{\prime}\right)\right|<k$ is at most $1-$ $\left(\Gamma_{k}^{\left|\Gamma_{x, \ell}^{*}\left(x^{\prime}\right)\right|}\right) p^{k}(1-p)^{\left|\Gamma_{x, \ell}^{*}\left(x^{\prime}\right)\right|-k}$. Thus, since $\left({ }_{\left(\Gamma_{x, \ell}^{*}\left(x^{\prime}\right) \mid\right.}^{k}\right) p^{k}(1-p)^{\left|\Gamma_{\ell}^{x, *}\left(x^{\prime}\right)\right|-k}=\Omega\left((n p)^{2 k} / n^{k}\right)$, by independence, the probability that no $y^{\prime} \in \Gamma^{*}(y \ell)$ has $\left|\Gamma\left(y^{\prime}\right) \cap \Gamma_{x, \ell}^{*}\left(x^{\prime}\right)\right| \geq k$ is at most $\exp \left(-\Omega\left((n p)^{2 k+1} / n^{k}\right)\right)$ as claimed.

Having introduced most of the key ideas used in its proof, we now prove Proposition 33 . In fact, we will deduce Proposition 33 from the following.

Proposition 38. Suppose $G \in G(n, p), n p\left(\frac{1}{4} n p\right) p^{k}(1-p)^{\frac{1}{4} n p-k} \geq 4 \log n, n p\left(\frac{1}{\frac{1}{4} n p} k+1\right) p^{k+1}(1-$ $p)^{\frac{1}{4} n p-(k+1)}<4 \log n$ and $s \ll n p / \log ^{3} n$, then, with exceptional probability $O\left(n^{-s}\right)$ (for an implicit constant not dependent upon $k$ ), $G$ is weakly $(s, k)$-mergeable. In particular, $G$ is a.a.s. $(s, k)$-mergeable.

We now give the proof of Proposition 33 from Proposition 38 .

Proof of Proposition 33. For each $n$, let $k=k(n)$ be the maximum value of $k \geq 1$ such that $n p\left(\frac{{ }^{\frac{1}{4}} n p}{k}\right) p^{k}(1-p)^{\frac{1}{4} n p-k} \geq 4 \log n$. Such a value certainly exists since $\frac{(n p)^{3}}{4 n}(1-$ $p)^{\frac{1}{4} n p-1} \gg \log n$ and thereafter $\binom{\frac{1}{4} n p}{k} p^{k}(1-p)^{\frac{1}{4} n p-k}$ is increasing in $k$ until it obtains its maximum of $\omega(1 / \sqrt{\log n})$, after which it is decreasing until it obtains its minimum of $e^{-\Theta(n p \log n)}$. Indeed, its minimum is $p^{\frac{1}{4} n p}$, and its maximum is $\Theta\left(\min \left\{1,1 / \sqrt{n p^{2}}\right\}\right)$. Note that $k \ll \log n$. Indeed, if $k=\Omega(\log n)$, then $\binom{\frac{1}{4} n p}{k} p^{k}(1-p)^{\frac{1}{4} n p-k} \leq\left(\frac{1}{4} e n p^{2} / k\right)^{k} \leq$ $n^{-\omega(1)}$, contradicting the choice of $k$. Thus, since there are at most $o(\log n)$ such subsequences, we are done by Proposition 38.

We remark that one may show that $k=\Theta\left(\log n / \log \left(\frac{\log n}{n p^{2}}\right)\right)$, and consequently $k \gg$ $n p^{2}$.

In essence the proof of the Proposition 38 is the same as the proof of Proposition 35 . However, unlike in the proof of Proposition 35, it will no longer be possible to discard from $\Gamma\left(x^{\prime}\right)$ all those vertices which are neighbours of $k$-dangerous (for $x^{\prime}$ ) members of $\bar{\Gamma}(Z)$, all the while searching for the members of $Y^{\prime \prime}$ in a restricted neighbourhood of $x^{\prime}$. Instead, we must only discard those vertices which are dangerous with respect to the restricted neighbourhood. With this in mind we give a variant of Lemma 37.

Lemma 39. Suppose $A, B \subset V$ are disjoint, $\Gamma(A) \cap B=\varnothing$ and $k \gg|B| p$, then the probability that more than $5 \max \left\{|A| \log n,|\Gamma(A)|\binom{|B|}{k+1} p^{k+1}(1-p)^{|B|-(k+1)}\right\}$ of the members of $\Gamma(A)$ are $k$-dangerous with respect to $B$, is $o\left(n^{-2|A|}\right)$.

Proof. Let $D$ be the number of members of $\Gamma(A)$ which are $k$-dangerous with respect to $B$. Then, since $\Gamma(A) \cap B=\varnothing$, for any $v \in \Gamma(A),|\Gamma(v) \cap B|$ is binomially distributed with parameters $|B|$ and $p, D$ is binomially distributed with parameters $|\Gamma(A)|$ and $\mathbb{P}(\operatorname{Bin}(|B|, p) \geq k+1)$.

First suppose $\mathbb{E}(D) \leq \frac{4}{5}|A| \log n$, then by Proposition 5, the probability that $D \geq$ $4|A| \log n$ is at $\operatorname{most} \exp (-4|A| \log n \log (5 / e)) \ll n^{-2|A|}$. On the other hand, if $\mathbb{E}(D) \geq$ $\frac{4}{5}|A| \log n$, then by Proposition 6 we see that the probability $D \geq 4 \mathbb{E}(D)$ is at most
$2 \exp \left(-\frac{4}{5} c_{3}|A| \log n\right) \ll n^{-2|A|}$ since $c_{3}>5 / 2$. The result follows since, by Lemma 4 . $\mathbb{E}(D) \leq \frac{5}{4}|\Gamma(A)|\binom{|B|}{k+1} p^{k+1}(1-p)^{|B|-(k+1)}$.

We now give the proof of the proposition.

Proof of Proposition 38. Begin as in Proposition 35, by fixing an arbitrary choice of $y_{1}, \ldots, y_{s+1} \in V$. We will show that this is a valid choice of $Y$ witnessing weak $(s, k)$ mergeability for $k=k(n)$ as stated with exceptional probability $O\left(n^{-(s-1)}\right)$.

Fix $x$ and $z_{1}, \ldots, z_{s} \in V-x$. We describe an iterative procedure for obtaining vertices $x^{\prime}, y_{i}^{\prime}$ for all $i \leq s+1$, and $y_{i, j}^{\prime \prime}$ for all $i \leq s+1$ and $j \leq k$ with the desired properties, which fails with probability $O\left(n^{-2 s}\right)$. Note that, by a union bound, this suffices to prove the proposition.

We define some reduced neighbourhoods as this will afford us some independence later. Condition upon $\Gamma(x)$, upon $\Gamma\left(x^{\prime}\right)$ for every $x^{\prime} \in \Gamma(x)$, upon $\Gamma\left(y_{i}\right)$ for each $i \leq s+1$ and upon $\Gamma\left(z_{j}\right)$ for each $j \leq s$. Now, by Corollary 10 , writing $\Gamma^{*}\left(y_{i}\right)=\Gamma\left(y_{i}\right)-\bar{\Gamma}\left(Y-y_{i}\right)$, we may assume that $\left|\Gamma^{*}\left(y_{i}\right)\right| \geq \frac{1}{2} n p$ for all $i \leq s+1$.

Next, we show that there exists $\Gamma^{*}(x) \subset \Gamma(x)-\bar{\Gamma}(Z)$ such that $\left|\Gamma^{*}(x)\right| \geq \frac{1}{5} \min \{n / n p, n p\}$ and for each $x^{\prime} \in \Gamma^{*}(x)$ there exists $\Gamma^{*}\left(x^{\prime}\right) \subset \bar{\Gamma}\left(x^{\prime}\right)-\bar{\Gamma}(Z)$ such that $\left|\Gamma^{*}\left(x^{\prime}\right)\right|=\frac{1}{4} n p$, the $\Gamma^{*}\left(x^{\prime}\right)$ are disjoint and with exceptional probability $o\left(n^{-2 s}\right)$, all but at most $o(n p / \log n)$ of the members of $\Gamma^{*}\left(x^{\prime}\right)$ are not adjacent to any vertex in $\bar{\Gamma}(Z)$ which is $k$-dangerous with respect to $\Gamma^{*}\left(x^{\prime}\right)$.

Note that since $s \ll n p / \log ^{3} n$, by Corollary 10 we may assume that $|\Gamma(x) \cap \bar{\Gamma}(Z)| \leq$ $4 s \max \left\{\log n, n p^{2}\right\} \ll \min \{n p, n / n p\}$. Thus, by Lemma 11, we may assume that there exists $\Gamma^{*}(x) \subset \Gamma(x)-\bar{\Gamma}(Z)$ such that $\left|\Gamma^{*}(x)\right| \geq \frac{1}{4} \min \{n p, n / n p\}$ and for each $x^{\prime} \in \Gamma^{*}(x)$ there exists $\Gamma_{x}^{*}\left(x^{\prime}\right) \subset \Gamma\left(x^{\prime}\right)-\bar{\Gamma}(x)-\bar{\Gamma}(Z)$ such that $\left|\Gamma_{x}^{*}\left(x^{\prime}\right)\right|=\frac{1}{4} n p$ and the $\Gamma_{x}^{*}\left(x^{\prime}\right)$ are disjoint. Then, since $|\Gamma(z)| \leq 2 n p$ for all $z \in Z$ by Lemma 7 , fixing $x^{\prime} \in \Gamma^{*}(x)$ and writing $D$ for the members of $\bar{\Gamma}(Z)$ which are $k$-dangerous with respect to $\Gamma_{x}^{*}\left(x^{\prime}\right)$, by Lemma 39, with exceptional probability $o\left(n^{-2 s}\right)$, we may assume that $|D|$ is at most
$5 s \max \left\{\log n, 2 n p\binom{\frac{1}{4} n p}{k+1} p^{k+1}(1-p)^{\frac{1}{4} n p-(k+1)}\right\}$. Thus, since by Lemma 8 , we may assume that for all $u, v \in V$ we have $|\Gamma(u) \cap \Gamma(v)| \leq 4 \log n$, the number of elements of $\Gamma_{x}^{*}\left(x^{\prime}\right)$ which are adjacent to a member of $D$ is at most

$$
20 s \log n \max \left\{\log n, 2 n p\binom{\frac{1}{4} n p}{k+1} p^{k+1}(1-p)^{\frac{1}{4} n p-(k+1)}\right\} .
$$

Thus, recalling that $n p\binom{\frac{1}{4} n p}{k+1} p^{k+1}(1-p)^{\frac{1}{4} n p-(k+1)} \leq 4 \log n$ and $s \ll n p / \log ^{3} n$, the claim follows.

Fixing $x^{\prime} \in \Gamma^{*}(x)$, it suffices to show that the probability that there does not exist $y_{i}^{\prime} \in \Gamma^{*}\left(y_{i}\right)$ for $i \leq s+1$, and $y_{i, j}^{\prime \prime} \in\left(\Gamma^{*}\left(x^{\prime}\right)-\Gamma(D)\right) \cap \Gamma\left(y_{i}^{\prime}\right)$ for $i \leq s+1$ and $j \leq k$ with the desired properties is at most $1 / n$. Indeed, then by independence the probability that such vertices do not exist for any $x^{\prime} \in \Gamma^{*}(x)$ is at most $n^{-n p} \lesssim n^{-s}$.

We will find each $y_{\ell}^{\prime} \in \Gamma^{*}\left(y_{\ell}\right)$ and the corresponding $y_{\ell, 1}^{\prime \prime}, \ldots, y_{\ell, k}^{\prime \prime} \in\left(\Gamma^{*}\left(x^{\prime}\right)-\Gamma(D)\right) \cap$ $\Gamma^{*}\left(y_{\ell}^{\prime}\right)$ in turn. By a union bound, it suffices to show that for some fixed $\ell \leq s+1$, supposing we have $y_{i}^{\prime}$ and $y_{i, j}^{\prime \prime}$ for $i<k$ and $j \leq k$ as required, the probability that we cannot find $y_{\ell}^{\prime}, y_{\ell, 1}^{\prime \prime}, \ldots, y_{\ell, k}^{\prime \prime}$ as stated is at most $1 / n$.

Fix $\ell \leq s+1$, and write $Y_{\ell}^{\prime \prime}=\left\{y_{i, j}^{\prime \prime}: i<\ell, j \leq k\right\}$ and $\Gamma_{x, \ell}^{*}\left(x^{\prime}\right)=\Gamma^{*}\left(x^{\prime}\right)-\Gamma(D)-Y_{\ell}^{\prime \prime}$ noting that since $\left|Y_{\ell}^{\prime \prime}\right|=k(\ell-1) \leq k s \ll n p / \log n$ we may assume $\left|\Gamma_{x, \ell}^{*}\left(x^{\prime}\right)\right|=(1-$ $o(1 / \log n)) \frac{1}{4} n p$. Furthermore, note that since $k \ll \log n, n p\binom{(1-o(1 / \log n)) \frac{1}{4} n p}{k} p^{k}(1-$ $p)^{(1-o(1 / \log n)) \frac{1}{4} n p-k} \geq(1-o(1)) n p\binom{\frac{1}{4} n p}{k} p^{k}(1-p)^{\frac{1}{4} n p-k} \geq 3 \log n$. Now, for each vertex $y^{\prime} \in \Gamma^{*}\left(y_{\ell}\right)$, since $k \ll \log n$, by Lemma 4 , the probability that $\left|\Gamma\left(y^{\prime}\right) \cap \Gamma_{x, \ell}^{*}\left(x^{\prime}\right)\right|<k$ is at most $1-\left(\begin{array}{c}\left|\Gamma_{x, \ell}^{*}\left(x^{\prime}\right)\right|\end{array}\right) p^{k}(1-p)^{\left|\Gamma_{x, \ell}^{*}\left(x^{\prime}\right)\right|-k} \geq \exp (-3 \log n / n p)$. Thus, by independence, the probability that no such $y^{\prime} \in \Gamma^{*}\left(y_{\ell}\right)$ has $\left|\Gamma\left(y^{\prime}\right) \cap \Gamma_{x, \ell}^{*}\left(x^{\prime}\right)\right| \geq k$ is at most $1 / n$ as claimed.

### 2.4 Open questions

Of course, all of the Revolutionary strategies we used in Theorem 3 to obtain lower bounds on the Spy number are of a particular restricted form, that is, they require the Revolutionaries to choose a Leader at the end of the initial round who will then be in the unguarded meeting via which the Revolutionaries win. It is natural then, to define a new variant on the Revolutionaries and Spies game, which we call the Leader game, in which the Revolutionaries must choose such a Leader at the end of the first round who then must be in an unguarded meeting at the end of some round in order for the Revolutionaries to win. Note that this game is at least as hard for the Revolutionaries. Indeed, writing $\lambda(G, r, m)$ for the Spy-number in the Leader game, the minimum number of Spies required to win the Leader game on $G$ with $r$ Revolutionaries and meeting number $m$, we have that $\lambda(G, r, m) \leq \sigma(G, r, m)$ for all $G, r$ and $m$. Consequently, the trivial upper bound $\lambda(G, r, m) \leq \min \{r-m+1, n\}$ holds for this new game. Moreover, as the Revolutionaries choose their Leader at the end of the first round, that is, after the Spies have chosen their initial locations, the trivial lower bound $\lambda(G, r, m) \geq \min \{\lfloor r / m\rfloor, n\}$ also holds in this new game.

For this new game we believe it ought not to be too difficult to improve upon the upper bound on the Spy-number due to Mitsche and Prałat (Theorem 1.1 of 61) for the normal Revolutionaries and Spies game (a consequence of particular relevance to our results is stated at the end of Section 2.1 following Theorem 3). Indeed, the methods by which Luczak and Prałat [59] obtained their asymptotic almost sure 'zig-zag' upper bound on the Cop number in $G(n, p)$ show that, given unlimited time, the Spies could certainly catch the Leader. Thus, in order to show that the Spies can catch the Leader before the Revolutionaries can win, all that is needed is some corresponding control over the speed at which the Revolutionaries can form large groups. At least for $m$ large, it seems likely that this is achievable, and consequently an upper bound on the Spy number matching the upper bound on the Cop number from [59] appears within reach. Specifically, they prove the following, recalling that we write $c(G)$ for the Cop number of a graph $G$.

Theorem (Luczak and Prałat 59]). Let $G=G(n, p), 0<\alpha<1$ be constant and $n p=n^{\alpha+o(1)}$. Then,

- if $1 /(2 j+1)<\alpha<1 / 2 j$ for some $j \geq 1$, then a.a.s.

$$
c(G)=\Theta\left((n p)^{j}\right),
$$

- if $1 / 2 j<\alpha<1 /(2 j-1)$ for some $j \geq 1$, then a.a.s.

$$
n /(n p)^{j} \lesssim c(G) \lesssim n \log n /(n p)^{j} .
$$

In the other direction, we suspect that the natural barrier to our lower bounds is simply a technical obstruction and that one may go beyond it and match this postulated upper bound. Indeed, at least when $m=2$, one may match this bound by a combination of the methods in the present chapter and the methods used to obtain the lower bound in 59]. Of course, this case is considerably easier as, once the Leader has merged with some other Revolutionary they do not have to concern themselves with remaining unguarded.

Returning to the normal Revolutionaries and Spies game, since we believe that in a loose sense that strategies which also guarantee a Revolutionary victory in the Leader game are best for the Revolutionaries we conjecture that, perhaps excluding some boundary cases (such as the cases that $m$ or $s /\lfloor r / m\rfloor$ are small), the Spy number is at most the upper bound obtained in [59] for the Cop number.

It would be of interest to know if $G(n, p)$ is asymptotically almost surely 'exactly Spyminimal' for $\lfloor r / m\rfloor \gg n \log n / n p$-where, in analogy to exact Spy-maximality, we say $G$ is (exactly) Spy-minimal (with respect to $r$ and $m$ ) if $\sigma(G, r, m)=\lfloor r / m\rfloor$. We remark that this would strengthen a result of Mitsche and Prałat (Theorem 1.1 of [61) which implies asymptotic almost sure 'approximate Spy-minimality' (defined analogously) in this regime. This is analogous to the strengthening described in the present chapter of
the lower bounds from the same paper of Mitsche and Prałat 61.

## Chapter 3

## Square Hamilton Cycles in

## Random Geometric Graphs

### 3.1 Introduction

We begin by recalling the definition of the Gilbert model of a random geometric graph. Let $T_{n}$ be the torus obtained by identifying opposite sides of a square $S_{n}$ of area $n$ (with side lengths $\sqrt{n}$ ) and let $G(n, A)$ be the graph formed by placing points in $T_{n}$ according to a Poisson process of density 1 and joining a pair of points if the distance between them induced by the Euclidean distance on the underlying copy of $S_{n}$ is at most $r$, where $A=\pi r^{2}$. We also consider the Gilbert model in the box, in which points are joined with respect to their Euclidean distance in the square $S_{n}$. However, we largely defer discussion of the box to Section 3.6 so as to avoid obscuring the core of the proof with the details of the boundary effects.

For a fixed point set $\mathcal{P}$ and a monotone graph property $\Pi$ we write $\mathcal{H}(\Pi, \mathcal{P})$ for the hitting radius, which we recall is the least $r$ for which the graph constructed as above has the property $\Pi-$ omitting $\mathcal{P}$ when unambiguous from context. Clearly, if $\Pi$ and $\Pi^{\prime}$ are two graph properties such that every graph with the property $\Pi^{\prime}$ has the property
$\Pi$, then $\mathcal{H}(\Pi, \mathcal{P}) \leq \mathcal{H}\left(\Pi^{\prime}, \mathcal{P}\right)$.

Observe that a graph is certainly not connected if it has an isolated vertex and consequently $\mathcal{H}(\delta(G) \geq 1) \leq \mathcal{H}(G$ is connected). Penrose [66] showed that this is in fact the 'obstruction' to connectivity. That is, he showed that whp

$$
\mathcal{H}(\delta(G) \geq 1)=\mathcal{H}(G \text { is connected })
$$

where $\delta(G)$ is the minimum degree of $G$. Furthermore, Penrose 67] found the 'obstruction' to $k$-connectivity. That is, he showed that whp

$$
\mathcal{H}(\delta(G) \geq k)=\mathcal{H}(G \text { is } k \text {-connected }) .
$$

Another natural graph property to consider is Hamiltonicity. Answering a question of Penrose, it was shown by Balogh, Bollobás, Krivelevich, Müller and Walters [6] that whp

$$
\begin{equation*}
\mathcal{H}(G \text { is Hamiltonian })=\mathcal{H}(G \text { is } 2 \text {-connected }) \tag{3.1}
\end{equation*}
$$

which in turn is whp equal to $\mathcal{H}(\delta(G) \geq 2)$ by the previous result of Penrose. Later, Müller, Pèrez and Wormald 62] gave a different proof, additionally showing that as soon as the graph is $2 k$-connected there exist $k$ edge-disjoint Hamilton cycles.

Before introducing the main graph property we are interested in, we require a further definition. For a graph $G$, the square $G^{2}$ is the graph with vertex set $V(G)$, in which distinct vertices $u$ and $v$ are joined if either they are joined in $G$ or there exists $w \in V(G)$ such that $w$ is joined to both $u$ and $v$.

In this chapter we are concerned with the emergence of the square of a Hamilton cycle, hereafter a square Hamilton cycle. We say that a graph containing a square Hamilton cycle is square Hamiltonian. We remark that, for $n$ odd (and $n \geq 5$ ), a square Hamilton cycle is the disjoint union of two Hamilton cycles which interlace in a specific way.


Figure 3.1: The rooted graph $T$.

Now, observe that if $G$ is square Hamiltonian, then every vertex $v$ occurs as the middle vertex of the square of a path on five vertices. We let $T$ be the square of a path on five vertices whose root is the middle vertex-see Figure 3.1. We say a graph $G$ is $T$-local if every vertex $v \in G$ occurs as the root of a copy of $T$ in $G$.

Our main result, Theorem 40, is that the 'obstruction' to a random geometric graph being square Hamiltonian is some vertex not occurring as the root of a copy of $T$.

Theorem 40. Suppose that $G=G(n, A)$, then with high probability

$$
\mathcal{H}(G \text { is square Hamiltonian })=\mathcal{H}(G \text { is } T \text {-local })
$$

Note that the inequality $\mathcal{H}(G$ is square Hamiltonian $) \geq \mathcal{H}(G$ is $T$-local $)$ is an immediate consequence of the earlier observation that a square Hamiltonian graph is necessarily $T$ local.

It is easy to check that any geometric graph with minimum degree at least 16 is $T$ -local-see Lemma 55-which by our main theorem in turn implies that the graph is square Hamiltonian whp. We remark that this is in stark contrast to the case of the binomial random graph. Indeed, there the expected number of square Hamilton cycles is $\frac{1}{2}(n-1)!p^{2 n} \leq \frac{1}{2} e\left(n p^{2} / e\right)^{n}$. Therefore, if $p \leq \sqrt{(1-\varepsilon) e / n}$ for some $\varepsilon>0$ constant, then a.a.s. the binomial random graph is not square Hamiltonian. That is, while the random geometric graph is whp square Hamiltonian once it has minimum degree 16, the binomial random graph is whp not square Hamiltonian until its minimum degree is $\Omega(\sqrt{n})$.

Furthermore, standard arguments (see for example Theorem 8.3.2 of [4], or [80] for sharper results) show that for any bounded $k$ a.a.s. every vertex of the binomial random
graph occurs as the root of a copy of the square of a path on $2 k+1$ vertices, with the middle vertex as its root, strictly before the graph is square Hamiltonian. Underpinning this difference between the Gilbert model and the binomial random graph is the fact that in the Gilbert model, if a vertex has enough (at least 6) neighbours, then it must be contained in a triangle (see Lemma 555).

In the torus, despite the fact that a geometric graph is certainly $T$-local when it has minimum degree at least 16 (see Lemma 55), and that the threshold function for $T$ locality is $A=\log n+15 \log \log n$ (see Corollary 58) - the same as the threshold for minimum degree at least 16 (Theorem 8.1 of [68]) -it is easy to check that with positive probability the random geometric graph is $T$-local strictly before its minimum degree is at least 16 (see Corollary 58 and subsequent remarks). The reason the thresholds are the same is that, as we show in Lemma 56, every vertex of degree 15 has a positive chance of preventing $T$-locality. Consequently, if the random geometric graph is $T$-local whp, there can be at most boundedly many vertices of degree 15 , where this latter property has the same threshold as minimum degree 16 (Theorem 8.1 of [68]). Broadly, the behaviour in the box is similar, but we defer discussion of the differences to Section 3.6.

As the local behaviour of the Gilbert model is very well understood, standard arguments yield the following consequence of Theorem 40 .

Corollary 41. In the torus, the threshold for square Hamiltonicity is $\pi r^{2}=\log n+$ $15 \log \log n$, the same as the threshold for minimum degree at least 16. Moreover, if $\pi r^{2}=\log n+15 \log \log n+\alpha$, then

$$
\lim _{n \rightarrow \infty} \mathbb{P}(G \text { is square Hamiltonian })=e^{-\mu e^{-\alpha}}
$$

where $\mu$ is the probability that the centre, say $O$, of a disc of radius $r$ is not the root of a copy of $T$ in the random geometric graph whose vertex set consists of 15 points chosen uniformly at random from the disc along with $O$.

Note that $\mu=\mathbb{P}(v$ is not the root of a copy of $T \mid \operatorname{deg}(v)=15)$. We also obtain the following corresponding result in the case of the box.

Corollary 42. In the box, the threshold for square Hamiltonicity is $\pi r^{2}=\log n+$ $17 \log \log n$, the same as the threshold for minimum degree at least 9. Moreover, if $\pi r^{2}=\log n+17 \log \log n+\alpha$, then

$$
\lim _{n \rightarrow \infty} \mathbb{P}(G \text { is square Hamiltonian })=e^{-\nu e^{-\alpha}}
$$

where $\nu$ is the probability that the centre, say $O$, of a semicircle of radius $r$ is not the root of a copy of $T$ in the random geometric graph whose vertex set consists of 9 points chosen uniformly at random from this semicircle along with $O$.

The basic structure is similar to that in Balogh, Bollobás, Krivelevich, Müller and Walters [6]. In particular, we use several similar results, giving details in the next section of exactly what we require from their paper. First, we give a rough overview of their proof of (3.1). Trivially, $\mathcal{H}(G$ is 2 -connected $) \leq \mathcal{H}(G$ is Hamiltonian $)$. Therefore, letting $r=\mathcal{H}\left(G\right.$ is 2-connected) it suffices to show that $G=G\left(n, \pi r^{2}\right)$ is Hamiltonian whp.

They begin by tessellating the square $S_{n}$ (from which the torus is constructed) with small squares such that almost all of the tiles contain 'many' points. They then construct an auxiliary graph on those tiles with many points in which each pair of these tiles is joined roughly if they are close enough that any point in one would be joined to any point in the other. Now, since almost all of the tiles contain many points, the auxiliary graph restricted to the tiles with many points contains a connected component containing all but a $o(1)$ proportion of all the tiles of the tessellation. It is straightforward to deal with the points in the tiles of this giant component.

The remaining tiles occur only in well separated 'clumps'. The key part of the proof is to show, using the 2-connectedness of the graph, that for each clump it is possible to construct a path starting and ending in this giant component covering all of the points


Figure 3.2: No square path can visit the vertices $u$ and $v$ consecutively, since any such path must visit a common neighbour of $u$ and $v$ both immediately before and immediately after visiting $u$ and $v$.
in the clump.

To prove Theorem 40, we begin with a similar tessellation, and thereafter, as in the case of the Hamilton cycle, the main focus of the proof is on connecting the points in the clumps to this giant component. However, in the case of the square Hamilton cycle, this latter step is considerably more complicated. Indeed, unlike in the Hamilton case we cannot necessarily visit all the remaining points from a single clump in one pass. For example, two vertices without any common neighbours cannot occur consecutively in a square path (see Figure 3.2), and whp this sort of configuration must occur. More concretely, whp there exists a tile - necessarily not joined to a tile in this giant component - containing exactly two points which have no common neighbour. However, one of our key ideas will be to identify cases where one square path can cover all such points from the same 'clump' in a single pass - in particular this includes all cases where the clump contains more than $10^{6}$ points. For clarity we will often give explicit constants which, while sufficient for our purposes, we make no effort to optimise.

The chapter is arranged as follows: in Section 3.2 we give details of the tessellation, collecting together the results we require from [6] ; in Section 3.3 we reduce Theorem 40 to a local property; in Section 3.4 we give a number of preliminaries; in Section 3.5 we
establish the local property; in Section 3.6 we establish the local property in the box; then finally, in Section 3.7 we give some open questions and closing remarks.

To avoid clutter, we implicitly ignore events which occur with zero probability, such as some two points of the Poisson process having exactly the same distance from a third. We say something holds almost surely (abbreviated a.s.) if it holds for all but a measure zero collection of point sets.

### 3.2 Tessellation

We use the same tessellation as used in [6]. In this section we describe the tessellation, quoting only the statements of those properties required in the proof of Theorem 40, We refer the reader to [6] for more details. Let $r_{0}=\sqrt{\log n / \pi}$ and let $s=r_{0} / c$ for $c$ a large constant to be chosen later ( $c=10000$ will do). Tessellate the box $S_{n}$ with squares of side length $s$.

We define the distance between two squares to be the distance between their centres divided by $s$.

Let $r$ be the hitting radius of $T$-locality. Certainly, if $G$ is $T$-local, then it has no isolated vertices, which has area threshold $A=\log n$ (Theorem 8.4 of [68]). In the other direction, a geometric graph is certainly $T$-local if it has minimum degree at least 16 (see Lemma 55), which has area threshold $A=\log n+15 \log \log n$ in the torus and $A=\log n+31 \log \log n$ in the box ${ }^{[1]}$ (Theorem 8.4 of [68]). Thus we may assume that $(1-1 / 2 c) r_{0}<r<(1+1 / 2 c) r_{0}$. Consequently, since $(c-2) s+\sqrt{2} s \leq r$ and $(c+2) s-\sqrt{2} s \geq(1+1 / 2 c) r_{0}>r$, all points in squares at distance at most $c-2$ are joined and all points in squares at distance at least $c+2$ are not joined.

Let $M$ be a constant to be chosen later in terms of $c\left(M=10^{10}\right.$ will do) and say a square is full if it contains at least $M$ points and non-full otherwise. Note that each square is

[^1]non-full with probability $o(1)$.

We remark that often we will say a quantity is bounded to mean bounded in terms of $c$ and $M$ as $n$ grows. While its exact form is not usually qualitatively important, we note that the bound will often be $4 M c^{2}$.

Let $\widehat{G}$ be the tessellation graph whose vertex set is the set of small ( $s$-by-s) squares, in which two squares are joined if they are at distance at most $c-2$. Since each square is non-full with probability $o(1)$, the subgraph of $\widehat{G}$ induced by the full squares has a giant connected component, which we call the sea. We say a square not in the sea is close if it has a neighbour (in the tessellation graph) in the sea, and far otherwise.

We remark that for brevity we will frequently abuse terminology by saying that a point or collection of points lies/lie in a set of squares of the tessellation (e.g. the sea) when it is to be understood that the point or points lie in the union of those squares.

We will see that the non-full squares and thus the 'difficult' far squares occur in well separated 'clumps' of bounded size. More accurately, we will show that the non-full squares may be partitioned into collections of bounded size such that the sets of squares with $\ell_{\infty}$ distance at most $2 c$ from each collection are disjoint. With this in mind, we construct a graph $\widetilde{G}$, which we call the separation graph. It has vertex set the nonfull squares and two squares are joined if their $\ell_{\infty}$ distance is at most $4 c$. We call the components of this graph the non-full components, and we write $\mathcal{N}$ for the set of non-full components.

Here we quote a lemma showing that the size of the largest component of non-full squares in $\widetilde{G}$ is bounded in terms of $c$. We remark that, having fixed $c$, this result is true whatever the value of $M$.

Since we will need to refer to this bound later it is useful to give it a name, as such we define

$$
U=\left\lceil\pi(c+2)^{2}\right\rceil .
$$

Lemma 43 (Lemma 4 of (6). With high probability the largest component of non-full squares in the separation graph $\widetilde{G}$ has size at most $U$.

For brevity, we say the conclusion of Lemma 43 holds if this property holds. We assume the conclusion of Lemma 43 for the rest of this section. In particular, we omit the assumption that the conclusion of Lemma 43 holds from the statements of the rest of the results quoted in this section. We emphasise that, with this assumption, each of them holds a.s.

Let $N \in \mathcal{N}$ be a component of the non-full squares in the separation graph. We consider $N_{2 c}$, the $2 c$-blowup of $N$, the set of all those squares whose centre has $\ell_{\infty}$ distance at most $2 c$ from the centre of a square in $N$. Note that if $N, N^{\prime} \in \mathcal{N}$ are distinct components then $N_{2 c}$ and $N_{2 c}^{\prime}$ are disjoint.

Observe that the graph $\widehat{G} \backslash N$ has a component $A=A(N)$ consisting of all but boundedly many squares (an easy consequence of the vertex isoperimetric inequality in the grid [10]). We call $A^{c}=\widehat{G} \backslash A$ the cut-off squares.

We say a cut-off square is close (to $A$ ) if it has a neighbour in $A$ (in $\widehat{G}$ ), and far otherwise. Observe that all close squares must be in $N$ otherwise they would be in $A$. In particular, all close squares are non-full. We emphasise that close and far squares are defined with respect to a particular $N \in \mathcal{N}$.

Now, we quote a lemma stating that all far squares (with respect to the same $N$ ) are within a bounded distance of each other with respect to the distance between squares defined at the start of this section.

Lemma 44 (Lemma 5 of [6). Let $N \in \mathcal{N}$, then all pairs of far squares (with respect to $N)$ are at $\ell_{\infty}$ distance at most $c / 10$.

From this we have the following immediate consequence.
Corollary 45 (Corollary 6 of [6]). Let $N \in \mathcal{N}$, then the tessellation graph $\widehat{G}$ restricted
to the far squares (with respect to $N$ ) is complete.

Moreover, we note that Lemma 44 implies that any two far points are within distance at most $\left(\frac{\sqrt{2}}{10}+\frac{\sqrt{2}}{c}\right) r_{0}$, which in turn is at most $\left(1+\frac{20}{c}\right) \frac{\sqrt{2}}{10} r$ for $c$ large enough $\left(c=10^{4}\right.$ will do).

Let $\widetilde{A}=\bigcap_{N \in \mathcal{N}} A(N)$. We wish to show that $\widetilde{A}$ is the sea. It certainly contains $1-o(1)$ of the squares, since each non-full component cuts off boundedly many squares and $o(1)$ of the squares are non-full. Thus, it remains to show that it is a connected component of the subgraph of $\widehat{G}$ induced by the full squares. It is straightforward to see that if it is connected then it is maximally connected in the subgraph of $\widehat{G}$ induced by the full squares. Indeed, if a full square is not in $\widetilde{A}$, then it is in $A(N)^{c}$ for some $N$. That is, it is not joined to any square in $A(N) \supset \widetilde{A}$. The following lemma from [6] therefore shows that $\widetilde{A}$ is the sea.

Lemma 46 (Corollary 11 of [6]). The set $\widetilde{A}$ is connected in $\widehat{G}$.

The main objective of the chapter will be to show that for each $N \in \mathcal{N}$ we can cover the points in the far squares with a small number of special disjoint square paths starting and ending in the sea. As we will show in the next section, from this it is straightforward to obtain Theorem 40. Indeed, since each close square is joined to some sea square, it is relatively easy to deal with points in close squares.

Recall that the $2 c$-blowups of different components of non-full squares are disjoint. Accordingly, the following corollary of Lemma 44 will allow us to show that the square paths constructed for different components of non-full squares meet different squares of the tessellation, provided we ensure that the paths corresponding to $N \in \mathcal{N}$ lie in $N_{2 c}$.

Corollary 47 (Corollary 7 of [6]). The set of cut-off squares $A^{c}$ is contained in $N_{c}$. In particular, the set $\Gamma\left(A^{c}\right)$ of neighbours of $A^{c}$ in $\widehat{G}$ is contained in $N_{2 c}$.

The next required lemma ensures that within $N_{2 c}$ any square not cut off by $N$ is in the sea.

Lemma 48 (Corollary 8 in [6]). For any $N \in \mathcal{N}$ we have $\widetilde{A} \cap N_{2 c}=A(N) \cap N_{2 c}$.

We now give the final required lemma, showing that sea squares contained in $N_{2 c}$ can be connected inside of $N_{2 c}$.

Lemma 49 (Lemma 9 of [6]). The set $N_{2 c} \cap A$ is connected in $\widehat{G}$.

### 3.3 Reduction of Theorem 40 to a local property

In this section we give a definition of a special type of square path which will be used to join the points in the far squares to a square cycle around the sea. We then show how Theorem 40 can be deduced from a proposition saying that for each component of non-full squares the points in the corresponding far squares can be covered by a bounded number of these special square paths. The bulk of the chapter is then devoted to proving this proposition.

Given $N \in \mathcal{N}$ the far points corresponding to $N$ are the points in the far squares corresponding to $N$. Subsequently, we write $F=F(N)$ for the far points corresponding to $N$. We omit 'corresponding to $N$ ' when unambiguous from context.

We now define the special type of square path.

Definition 50. Let $N \in \mathcal{N}$ and $F=F(N)$. We say a square path $p_{1} p_{2} \cdots p_{k-1} p_{k}$ is doubly anchored if:

- $p_{5}, \ldots, p_{k-4} \in F$,
- $p_{1}$ and $p_{2}$ are members of the same sea square,
- $p_{k-1}$ and $p_{k}$ are members of the same sea square.

Additionally, we say a collection of disjoint doubly anchored paths cover the far points if every point of $F$ is a member of one of the paths.

Roughly speaking, it is easy to insert a single square path satisfying the last two conditions into a square cycle around the sea. In order to insert many such square paths it is necessary to have some control over how many of the points in each of the paths lie in sea squares - the first condition provides this. The conditions cannot be strengthened to insist that those points of the path immediately before and after the far points are in the sea, since it may take more than one step to get from a far point to the sea. Furthermore, the requirement that the path is a square path means it may take an additional step.

Since a doubly anchored path is a square path it follows from the first property that every point in a doubly anchored path is contained in $N_{2 c}$-see the following proposition for a proof of this fact.

Since far points with respect to $N$ are contained in $N_{c}$ by Corollary 47, and vertices which are joined lie in squares of distance at most at most $c+2$, this proposition would be trivial were $N_{2 c}$ replaced by $N_{4 c}$. While all the required results from [6] would hold were this change made throughout, we instead prove the stronger statement so that we can apply results from [6] directly.

Proposition 51. Let $N \in \mathcal{N}$. Suppose $f$ is a far point, $g$ is a neighbour of $f$, and $h$ is a neighbour of $g$. Then, $g, h \in N_{2 c}$.

Proof. Recall that if two vertices are joined, then they lie in squares within distance at most $c+1$. Therefore, it is sufficient to show that $g \in N_{2 c / 3}$.

Let $x$ and $y$ be the squares containing $f$ and $g$ respectively. Note that since $f$ and $g$ are joined there exists a square $z$ within distance 10 of $y$ which is joined to $x$ and is consequently not a sea square. Indeed, since $f$ and $g$ are joined, $x$ and $y$ are within distance at most $c+2$, and it suffices to find a square within distance 10 from $x$ and distance $c-2$ from $y$. This is easily acheived. For example, first write $x^{\prime}$ and $y^{\prime}$ for the centres of $x$ and $y$ respectively. Now, dividing all distances by $s$ and areas by $s^{2}$ so as to be consistent with the normalised distance between squares, the intersection of the
disc about $x^{\prime}$ of radius 10 and the disc about $y^{\prime}$ of radius $c-2$ contains a disc of radius $\frac{1}{2}((c-2)+10-(c+2))=3$ (with centre the point on the line segment between $x$ and $y$ with distance 7 from $x$ ). Thus, since this has area $9 \pi>4$, by Minkowski's Theorem [60], it contains the centre of a square of the tessellation.

If $z$ is a close square, then $y \in N_{10}$ and we are done. Thus we may suppose instead that $z$ is a far square. Consequently, it suffices to show that $z \in N_{c / 2}$. Hereafter the proof is essentially identical to the proof of Corollary 7 in [6.

Suppose for contradiction that $z \notin N_{c / 2}$. Choose $w$ whose centre has $\ell_{\infty}$ distance from the centre of $z$ at least $c / 5$ and at most $c / 2$. It remains to show that $w$ is a far square, since then $z$ and $w$ are both far squares with $\ell_{\infty}$ distance at least $c / 5$, contradicting Lemma 44. By assumption, $w$ is not a close square, else $z \in N_{c / 2}$. Furthermore, $w$ cannot be sea square, since this would imply that $z$ is not a far square.

Since the $2 c$-blowups of different non-full components are disjoint, this allows us to deal with the far points corresponding to different non-full components $N \in \mathcal{N}$ in turn.

We now give the proposition from which we will deduce Theorem 40. This proposition reduces the global task of constructing a square Hamilton cycle to the local task of covering the far points for each $N \in \mathcal{N}$ with doubly anchored paths. Immediately after giving the statement of Proposition 52, we give the easy deduction of Theorem 40. The proof of Proposition 52 then forms the rest of the chapter.

Proposition 52. With high probability the following holds simultaneously for every $N \in$ $\mathcal{N}$ : the far points (with respect to $N$ ) may be covered by at most $10^{6}$ disjoint doubly anchored paths.

Proof of Theorem 40 from Proposition 52. In order to add it to a square cycle around the sea, the important properties of a doubly anchored path are that it lies in $N_{2 c}$, and that, since all but its first four and last four points are far points, trivially, it meets each sea square in at most eight points. To simplify the process of adding them to a square
cycle around the sea, we first extend each of the doubly anchored paths, all the while preserving disjointness and the two important properties just mentioned, to obtain paths whose first two and last two points lie in the same sea square.

With this in mind we give the following definition, noting that it is not used outside of the current proof. Let $N \in \mathcal{N}$. We say a square path $P=p_{1} \cdots p_{k}$ is a docking path (with respect to $N$ ) if:

- $p_{1}, \ldots, p_{k} \in N_{2 c}$,
- $p_{1}, p_{2}, p_{k-1}$ and $p_{k}$ all lie in the same sea square,
- $P$ does not meet any sea square in more than 8 points.

We call the sea square containing $p_{1}, p_{2}, p_{k-1}$ and $p_{k}$, the anchor of $P$.

We remark that except for the stipulation that $p_{1}, p_{2}, p_{k-1}$ and $p_{k}$ all lie in the same sea square, the definition of a docking path is a relaxation of the definition of a doubly anchored path.

The proof splits naturally into three steps. Firstly, for each $N \in \mathcal{N}$, we extend the disjoint doubly anchored paths given by Proposition 52 to give a disjoint collection of docking paths covering the far points. Next, for each close square we construct a docking path containing every point in that square. We do so in such a way that these docking paths are disjoint both from each other and from the extensions of the doubly anchored paths. Finally, we show how to join all of the docking paths to a square cycle around the sea. We remark that aside from minor adjustments this process is essentially the same as that used in [6].

Observe that, since the $2 c$-blowups of different members of $\mathcal{N}$ are disjoint, and since a docking path with respect to $N$ is contained in $N_{2 c}$, for the first two steps we may restrict our attention to an arbitrary fixed $N \in \mathcal{N}$.

Fix $N \in \mathcal{N}$, and by Proposition 52, fix a collection of at most $10^{6}$ disjoint doubly
anchored paths covering $F=F(N)$.

## Step 1: Extending the doubly anchored paths to docking paths.

This step follows straightforwardly from Lemma 49, which states that $A \cap N_{2 c}$ is connected in the tessellation graph. Explicitly, in the proceeding paragraphs we greedily extend each of the doubly anchored paths in turn using certain auxiliary paths of the tessellation graph guaranteed by Lemma 49. The only obstacle is that in order to preserve disjointness we must ensure that each square of these auxiliary paths has enough unused points remaining at each stage, but since there are only boundedly many paths to extend, this is easily guaranteed by taking $M$ large enough.

Let $P_{1}, \ldots, P_{\ell}$ be the fixed doubly anchored paths covering the far points. We show that there exists a collection of disjoint docking paths $P_{1}^{\prime}, \ldots, P_{\ell}^{\prime}$, covering the far points such that $P_{i}$ is an initial segment of $P_{i}^{\prime}$ for each $i$.

We proceed by induction. Suppose that for some $i \leq l$ we have docking paths $P_{1}^{\prime}, \ldots, P_{i-1}^{\prime}$, such that $P_{k}$ is an initial segment of $P_{k}^{\prime}$ for each $k<i$, and such that the paths $P_{1}^{\prime}, \ldots, P_{i-1}^{\prime}, P_{i}, \ldots, P_{\ell}$ are disjoint. It is sufficient to show that we can obtain a docking path $P_{i}^{\prime}$, of which $P_{i}$ is an initial segment, which is disjoint from the paths $P_{1}^{\prime}, \ldots, P_{i-1}^{\prime}$, as well as the paths $P_{i+1}, \ldots, P_{\ell}$.

Let $P_{i}=p_{1} \cdots p_{j}$, let $A_{i}$ be the sea square containing $p_{1}$ and $p_{2}$, and let $B_{i}$ be the sea square containing $p_{j-1}$ and $p_{j}$. Observe that either $A_{i}=B_{i}$ and $P_{i}$ does not meet any sea square in more than eight points, or $A_{i} \neq B_{i}$ and $P_{i}$ does not meet any sea square in more than six points. In the first case we are done by taking $P_{i}^{\prime}=P_{i}$. Otherwise, by Lemma 49 we may choose a shortest path in the tessellation graph $\widehat{G}$ from $B_{i}$ to $A_{i}$. Then, for $M$ large enough ( $M \geq 8 \times 10^{6}$ will do) we may extend $P_{i}$ by choosing two points not contained in any of the paths $P_{1}^{\prime}, \ldots, P_{i-1}^{\prime}, P_{i}, \ldots, P_{\ell}$, from each square other than $B_{i}$ in this path in turn. Certainly, this yields a square path $P_{i}^{\prime}$ whose last two points lie in $A_{i}$, of which $P_{i}$ is an initial segment. Finally, by construction $P_{i}^{\prime}$ lies in
$N_{2 c}$, and does not meet any sea square in more than eight points.

## Step 2: Covering the close squares with docking paths.

This step is also reasonably straightforward, following largely from the fact that each close square is, by definition, joined in the tessellation graph to a sea square. We will greedily construct a docking path for each close square in turn by starting with two points in such a sea square, visiting any remaining points from the close square, and then ending with two other points in the same sea square. Much as in the previous step the only obstacle is in ensuring that enough unused points remain in the sea squares in each stage, but since there are only boundedly many docking paths arising from Step 1 and only boundedly many close squares, this is easily guaranteed by taking $M$ large enough.

By Step 1, we have disjoint docking paths $P_{1}^{\prime}, \ldots, P_{\ell}^{\prime}$ covering the far points. Let $C_{1}, \ldots, C_{m}$, be the close squares. Next, we show that there exists, for each $i \leq m$, a docking path $Q_{i}$ which visits every point in the close square $C_{i}$ not contained in any of $P_{1}^{\prime}, \ldots, P_{\ell}^{\prime}$, and such that $P_{1}^{\prime}, \ldots, P_{\ell}^{\prime}, Q_{1}, \ldots, Q_{m}$ are disjoint.

By definition, for each close square $C_{i}$ we may choose a sea square $D_{i}$ to which it is joined, which will be the anchor of the docking path $Q_{i}$ associated with $C_{i}$.

As in Step 1, we construct each of $Q_{1}, \ldots, Q_{m}$ in turn. Suppose that for some $i \leq m$ we have docking paths $Q_{1}, \ldots, Q_{i-1}$ such that for all $j<i$ : the path $Q_{j}$ visits every point in the close square $C_{j}$ not contained in $P_{1}^{\prime}, \ldots, P_{\ell}^{\prime} ; Q_{j}$ does not visit any other close square; and such that the paths $P_{1}^{\prime}, \ldots, P_{\ell}^{\prime}, Q_{1}, \ldots, Q_{i-1}$ are disjoint. Then it suffices to construct a docking path $Q_{i}$ which visits every point in the close square $C_{i}$ not contained in $P_{1}^{\prime}, \ldots, P_{\ell}^{\prime}$; is disjoint from $P_{1}^{\prime}, \ldots, P_{\ell}^{\prime}, Q_{1}, \ldots, Q_{i-1}$; and which does not meet any close square other than $C_{i}$.

First choose four points from $D_{i}$ not contained in $P_{1}^{\prime}, \ldots, P_{\ell}^{\prime}, Q_{1}, \ldots, Q_{i-1}$, to be the first
two and last two points of $Q_{i}$. This is possible for $M$ large enough $\left(M \geq 8 \times\left(10^{6}+U\right)\right.$ will do) since, by virtue of being docking paths, each of these $\ell+(i-1)$ paths meets $D_{i}$ in no more than eight points, and, by Lemma 43, there are at most $10^{6}+U-1$ such paths. Then, let the rest of $Q_{i}$ be those points of $C_{i}$ not contained in $P_{1}^{\prime}, \ldots, P_{\ell}^{\prime}$ taken in any order. This is sufficient since $Q_{i}$ is then a docking path by construction.

## Step 3: Joining the docking paths to a square cycle around the sea.

By Steps 1 and 2 we now have, for each $N \in \mathcal{N}$, a disjoint collection of docking paths such that every point in a cut-off square is in some such path. Since the $2 c$-blowups of different non-full components are disjoint, taking all these docking paths together gives a disjoint collection of docking paths such that every vertex not contained in the sea is contained in some such docking path.

By doubling every edge in a spanning tree of the sea we obtain a walk in the restriction of the tessellation graph to the sea which visits each square at most $(2 c+1)^{2}$ times. We are now in a position to construct a square Hamilton cycle. Roughly speaking, from each square of the walk in turn we will choose two vertices, picking up any points in far or close squares as we go, using the docking paths from Steps 1 and 2.

Begin with two vertices from any sea square which are not contained in any of the docking paths from Steps 1 and 2. Fixing some arbitrary orientation of the walk, we next choose two vertices from the next square in the walk around the sea which are not contained in any of the docking paths. Continue in this way. When visiting a square in the walk for all but the last time simply choose two unused vertices not contained in any of the docking paths. When visiting a square for the last time, first traverse any of the docking paths of which said square is the anchor, then visit any remaining points in the square. Note that, provided we can always choose points as described, this does indeed give a square Hamilton cycle. This is indeed possible for $M$ large enough $\left(M \geq 2(2 c+1)^{2}+8 \times\left(10^{6}+U\right)\right.$ will do) since each sea square is visited at most $(2 c+1)^{2}$
times in the walk, and each sea square meets at most $10^{6}+U$ docking paths, each in at most eight points.

Thus it suffices to prove Proposition 52 -this will form the rest of this chapter.

### 3.4 Preliminaries

In this section we collect together a number of lemmas so as to not clutter the proof of Proposition 52. In the proof of Proposition 52 we will have several types of region that contain certain numbers of points whp, we list them here. The proof of Proposition 52 then says that if all these conditions hold then Proposition 52 holds a.s. Note that everything in this section takes place in the torus - the analogous results in the box are discussed in Section 3.6.

We begin with three simple geometric facts. The first says that the ball of radius $r$ about a point not too close to the origin contains a quarter segment of the disc about the origin of radius a little more than $r$.

Lemma 53. Suppose that $0<\delta \leq 2$ and $r$ is large ( $r \geq 12$ will do). Then the $\pi / 2$ sector centred on the positive $x$-axis of the disc of radius $r+\delta$ about the origin is contained in the disc of radius $r$ centred at $(2 \delta, 0)$.

Proof. Apply the cosine rule. Let $O$ be the origin, $A$ be the point $(2 \delta, 0), B$ be the point at angle $\theta$ from the $x$ axis and distance $r+\delta$ from the origin, and $s$ be the length $A B$. Then,

$$
s^{2}=(r+\delta)^{2}+(2 \delta)^{2}-4 \delta(r+\delta) \cos \theta<r^{2}-2 \delta r(2 \cos \theta-1)+5 \delta^{2}<r^{2}
$$

since $\theta \leq \pi / 4$ ensures $\cos \theta \geq \sqrt{2} / 2$.

Next we give an easy bound, showing that a circle with radius at most a constant more
than $r$ intersects a bounded number of the squares of our tessellation.

Lemma 54. Let $D$ be a disc of radius $r+3 / 2$. Then whp $D$ intersects at most $4 c^{2}$ squares of the tessellation.

Proof. First note that any square of the tessellation intersecting the disc $D$ is contained in the disc of radius $r+\sqrt{2} s+3 / 2$ with the same centre. Thus, since this larger disc has area $\pi(r+\sqrt{2} s+3 / 2)^{2}$ and the smaller squares have area $s^{2}=r_{0}^{2} / c^{2}$, recalling that $r_{0} \geq r /(1+1 / 2 c)$ whp, there can be at most $\pi(1+1 / 2 c)^{2}(c+\sqrt{2}+3 c / 2 r)^{2}$ such small squares. Thus the claim follows for $c$ large enough ( $c \geq 20$ will do) since $c$ is constant and $r=\omega(1)$.

Now, we give a lemma concerning the angles subtended by pairs of neighbours of a vertex, in particular showing that a geometric graph with minimum degree at least 16 is T-local.

Lemma 55. Let $D$ be a disc of radius $r$, with the centre $O$ removed. Then, among any 6 points in this punctured disc, some two subtend an angle of at most $\pi / 3$.

Furthermore, among any 16 points in this punctured disc there are four, say $x_{1}, x_{2}, x_{3}$ and $x_{4}$ such that $\angle x_{i} O x_{i+1} \leq \pi / 3$ for $1 \leq i \leq 3$. In particular, a vertex in a geometric graph with degree at least 16 occurs as the root of a copy of $T$.

Moreover, if among 15 points in this punctured disc there do not exist four points, $x_{1}, x_{2}$, $x_{3}$ and $x_{4}$ such that $\angle x_{i} O x_{i+1} \leq \pi / 3$ for $1 \leq i \leq 3$, then the points may be partitioned into five parts, each containing three points, such that a pair of points subtend an angle of at most $\pi / 3$ at the origin if and only if they lie in the same part.

Proof. The first part is trivial by the pigeonhole principle.

Suppose the second part is false. Let $x_{0}, \ldots, x_{15}$ be the points in cyclic order with respect to their angular coordinate in polar coordinates with origin $O$, and let $\theta_{i}=\angle x_{i} O x_{i+1}$.

Taking the subscripts modulo 16 , for each $0 \leq i \leq 15$ one of the three angles $\theta_{i}, \theta_{i+1}$ and $\theta_{i+2}$ must be strictly greater than $\pi / 3$. This gives a contradiction, since this would imply that at least six of the 16 angles are strictly greater than $\pi / 3$.

For the last part let $H$ be the graph on 15 such points in which two points are joined if they subtend an angle of at most $\pi / 3$ at the origin. By hypothesis this auxiliary graph does not contain a path on four vertices.

By the first part, $H$ must contain five disjoint edges. Note that these edges must lie in distinct connected components else $H$ contains a path on four vertices. Applying the first part again to one vertex from each connected component, we note that there can be no more than these five connected components. Applying the first part once more to an arbitrary pair of points in the same component, and one point from each of the four other components, we see that the components must be complete. Consequently, since no component can contain more than three vertices, we see that there are exactly five connected components, of equal size.

Our next aim is to show that, at the hitting radius for $T$-locality, whp $G(n, A)$ has minimum degree at least 15 , and moreover, has at most boundedly (as $n$ tends to infinity) many vertices of degree 15 . Since Theorem 8.1 of 68] shows that if $A=A(n)$ is such that $\delta(G) \leq 15 \mathrm{whp}$, then there are unboundedly many vertices of degree at most 15 whp, and since, in the other direction, a geometric graph with minimum degree at least 16 is $T$-local by Lemma 55, this shows that the threshold function for $T$-locality is the same as that of minimum degree at least 16 .

The purpose then of the upper bound in the following lemma is to show the trivial fact that a random geometric graph may become $T$-local while its minimum degree is still 15.

Lemma 56. There exists $\varepsilon>0$, such that for each vertex $v \in G$,

$$
\varepsilon<\mathbb{P}(v \text { is not the root of a copy of } T \mid \operatorname{deg}(v)=15)<1-\varepsilon .
$$



Figure 3.3: Depiction of the event $E$ considered in Lemma 56

Proof. Fix a vertex $v$ and condition on the event that $\operatorname{deg}(v)=15$. Note that, conditional upon $v$ having degree 15 , the 15 neighbours are uniformly distributed in the disc of radius $r$ about $v$.

Consequently, the second inequality is trivial since with probability $(1 / 6)^{15}=\Omega(1)$ all 15 vertices lie in the same sector of angle $\pi / 3$ and are thus joined.

For the first inequality let $E$ be the event that exactly 3 vertices lie in each of five circles of radius $r / 20$ with centres at the vertices of a fixed regular pentagon with centre $v$ and circumradius $(1-1 / 20) r$ (see Figure 3.3). Then, since the side lengths of such a pentagon are $2(1-1 / 20) r \sin (\pi / 5)$, the minimum distance between any two vertices in different circles is at least $2 r((1-1 / 20) \sin (\pi / 5)-1 / 20) \geq \frac{101}{100} r$. That is, vertices in different circles are not joined and so if $E$ occurs, the neighbourhood of $v$ cannot contain a path on four vertices. Thus since the event $E$ implies that $v$ is not the root of a copy of $T$, the probability of the former gives a lower bound on the probability of the latter in this conditional distribution.

Now, the probability of the event $E$ is bounded away from zero since the area of each of the smaller circles is proportional to the area of the disc of radius $r$. Indeed, the probability of the event $E$ is exactly $\frac{15!}{3!50^{30}}$.

Before deducing a lower bound on $r$, the hitting radius of $T$-locality, we state an elemen-
tary bound concerning the Poisson distribution and a simple corollary which will later be used to show that whp certain regions of large enough area contain many points.

Proposition 57. Let $B$ be a region of area $\mu=\omega(1)$ and $C \in \mathbb{N}$ be constant. Then, the probability that $B$ contains at most $C$ points is

$$
\left(1+o(1) \frac{e^{-\mu} \mu^{C}}{C!} .\right.
$$

In particular, if $\mu=\log n+\omega(\log \log n)$, then the probability that $B$ contains at most $C$ points is at most $n^{-1}(\log n)^{-\omega(1)}$.

Proof. The first part is trivial since the probability in question is $\sum_{i=0}^{C} e^{-\mu} \mu^{i} / i!=$ $\left(e^{-\mu} \mu^{C} / C!\right) \sum_{i=0}^{C} \mu^{-(C-i)} C!/ i$ !. The second part follows immediately, since for $n$ large enough, the probability of this event is at most

$$
(1+o(1)) \frac{e^{-\log n-\omega(\log \log n)}(\log n)^{C}}{C!} \leq n^{-1}(\log n)^{-\omega(1)} .
$$

Now we deduce a lower bound on $r$, the hitting radius of $T$-locality.

Corollary 58. With high probability $\pi r^{2} \geq \log n+15 \log \log n-O(1)$.
We remark that this may essentially be deduced from Lemma 56 using Theorem 8.1 of [68], which implies that if $n e^{-A} A^{15}=\omega(1)$, then whp there are $\omega(1)$ vertices of degree 15. However, in order to apply Lemma 56 directly, we must have $\omega(1)$ vertices of degree 15 which are all at least distance $2 r$ from each other.

Proof. Suppose for contradiction that $n e^{-A} A^{15}=\omega(1)$. Observe that it is sufficient to show that whp there are $\omega(1)$ vertices which are all at distance at least $2 r$ from each other and have degree 15. Indeed, then by Lemma 56, the probability that every one of these vertices occurs as the root of a copy of $T$ is $(1-\varepsilon)^{\omega(1)}=o(1)$-where $\varepsilon$ is the
constant lower bound from Lemma 56 ,
By Theorem 8.1 of [68], since $n e^{-A} A^{15}=\omega(1)$, whp the number of vertices of degree 15 is $\omega(1)$. Note that each vertex of degree 15 is trivially within distance $r$ of at most 15 other vertices of degree 15 , and therefore, there exists a collection of $\omega(1)$ vertices of degree 15 which are all at least distance $r$ from each other. Now, since the discs of radius $r / 2$ about such points must be disjoint, if $v$ is some such vertex, there can be at most 25 such vertices within distance $2 r$ of $v$. Indeed, the disc of radius $r / 2$ about any such point must be contained in the disc of radius $5 r / 2$ about $v$. Therefore, we obtain a collection of $\omega(1)$ vertices of degree 15 which are all at least distance $2 r$ from each other.

Observe that it is very nearly the case that whp the minimum degree is at least 16. Indeed, the area threshold for minimum degree at least 16 is $A=\log n+15 \log \log n$ (Theorem 8.4 of [68]). However, with positive probability $\mathcal{H}(G$ is $T$-local $)<\mathcal{H}(\delta(G) \geq 16)$. Indeed, considering the last vertex of degree 15, it is easy to see that this vertex occurs as the root of a copy of $T$ with positive probability-see Lemma 56. While we do not require it, we remark that since the area threshold for minimum degree at least 15 is $A=\log n+14 \log \log n$ (Theorem 8.4 of [68]), an immediate consequence of Corollary 58 is that whp the minimum degree is at least 15 (see Lemma 60 for a stronger result).

Next we prove two lemmas giving us some control over where the neighbours of vertices can lie. Before doing this we describe why these lemmas are needed.

Later in the proof we will want to join a far point $v$ to a square cycle around the sea using the fact that $v$ is the root of a copy of $T$ (by $T$-locality). A priori, this might not be possible, for instance, if the vertices of this copy of $T$ other than $v$ are too close to $v$. The following lemma will allow us to find for any vertex $v$, a copy of $T$ with root $v$, such that not only are all of the vertices of $T$ other than its root at least some small distance away from $v$, but those vertices are constrained in such a way that we will be able to extend this copy of $T$ to the sea (using Lemma 64 below).

First, it is convenient to define a notion of a small distance.
Definition 59. Let $\rho=\rho(n)=(\log \log n)^{2} / \sqrt{\log n}$.
The important things we will use are that $\rho=o(1), r \rho=\omega(\log \log n)$ and $r \rho=o\left((\log n)^{\varepsilon}\right)$ for all $\varepsilon>0$.

Lemma 60. With high probability, for all $v \in G$, either $v$ has at least 16 neighbours at least distance $\rho$ away, or all of its 15 neighbours are at least distance $\rho$ away.

Proof. By Proposition 57, for a fixed $v \in G$, the exceptional probability that $v$ either has exactly 15 neighbours at least distance $\rho$ away and at least one neighbour within distance $\rho$, or $v$ has at most 14 neighbours at least distance $\rho$ away is at most

$$
\left(1-e^{-\pi \rho^{2}}\right) \frac{e^{-A+\pi \rho^{2}} A^{15}}{15!}+(1+o(1)) \frac{e^{-A} A^{14}}{14!}=O\left(\pi \rho^{2} e^{-A} A^{15}+e^{-A} A^{14}\right) .
$$

Recall that, by Corollary 58, whp $n e^{-A} A^{15}=O(1)$. Thus, by a union bound the probability that some vertex has this property is $o(1)$.

The next lemma will be used to show that if a vertex $v$ has low degree, then it has several neighbours which are joined to all vertices within a small distance of $v$.

Lemma 61. With high probability, for all $v \in G$, either $\operatorname{deg}(v)>4 M c^{2}$ or $v$ has at least 15 neighbours $u_{1}, u_{2}, \ldots u_{15}$ with $1<d\left(v, u_{i}\right)<r-\rho$.

Proof. Suppose that a vertex $v$ does not satisfy either condition. Then $B(v, r-\rho) \backslash B(v, 1)$ contains at most 14 points and $B(v, r) \backslash B(v, r-\rho)$ contains at most $4 M c^{2}$ points. Note that the area of the latter set is $\Theta(r \rho)$. Thus, by Proposition 57, this has probability

$$
\begin{aligned}
& O\left(\exp \left(-\pi\left((r-\rho)^{2}-1\right)\right) A^{14} \exp \left(-\pi\left(r^{2}-(r-\rho)^{2}\right)\right)(r \rho)^{4 M c^{2}}\right) \\
= & O\left(e^{-A} A^{14}(r \rho)^{4 M c^{2}}\right) .
\end{aligned}
$$

This in turn is $o(1 / n)$ since $r \rho=o\left((\log n)^{\varepsilon}\right)$ for any constant $\varepsilon>0$. Thus, by a union bound, the claim follows.

Next, we see that if a vertex has bounded degree then there are 'lots' of points just outside its neighbourhood ball. We say the region $\left\{(R, \theta): R_{1} \leq R \leq R_{2}, \theta_{1} \leq \theta \leq \theta_{2}\right\}$ in polar coordinates with origin $v$ is an annular sector of radii $\left(R_{1}, R_{2}\right)$ and angles $\left(\theta_{1}, \theta_{2}\right)$ about $v$. We call $R_{2}-R_{1}$ the height and $\theta_{2}-\theta_{1}$ the width of this annular sector.

Later, once we have established an essential ingredient of its proof, we will give a variant of this lemma which, rather than addressing the case of a vertex of bounded degree, applies to the case of a triple of vertices with the properties that each pairwise distance is small and boundedly many vertices are joined to at least two of them.

Lemma 62. With high probability every vertex $v$ of degree at most $4 M c^{2}$, has the property that every annular sector not intersecting $B=B(v, r)$, contained in the annulus of radii $r$ and $r+3 / 2$ about $v$, with width at least $\pi / 18$ and height at least $\rho / 2$, contains at least $4 M c^{2}$ points.

In particular, this includes the cases of all annular sectors of width at least $\pi / 18$ and radii $(r, r+1)$ or $(r, r+\rho / 2)$.

While it would be sufficient to use $\pi / 3$ in place of $\pi / 18$ in the torus, the latter is required in the case of the box (see 3.6) and the proof is essentially the same as in the present case. In a similar vein, we prove this for radii $r$ and $r+3 / 2$ as this is what is required in applications of the variant we will prove shortly.

Proof. For each $v \in V$ we will construct a family $\mathcal{S}_{v}$ of at most $\sqrt{\log n}$ annular sectors, each with area at least $\pi r \rho / 288=\omega(\log \log n)$, such that every annular sector about $v$ from the lemma contains an annular sector from $\mathcal{S}_{v}$. First we show that given such families whp every $v$ satisfying the hypothesis from the lemma has the property that every annular sector in $\mathcal{S}_{v}$ not intersecting $B$ contains at least $4 M c^{2}$ points.

It suffices to show that whp there are no bad vertices, where we say a vertex $v$ is bad if $v$ has degree at most $4 M c^{2}$ and some annular sector in $\mathcal{S}_{v}$ not intersecting $B$ contains fewer than $4 M c^{2}$ points. Note that since $B$ has area $\pi r^{2}$, the union of $B$ and an annular sector in $\mathcal{S}_{v}$ not intersecting $B$ has area at least $\log n+\omega(\log \log n)$. Furthermore, note that if $v$ is bad, then the union of $B$ and some annular sector in $\mathcal{S}_{v}$ not intersecting $B$ contains fewer than $C$ points for some constant $C$. By Proposition 57, the probability of this occurring for a fixed vertex $v$ and a fixed annular sector in $\mathcal{S}_{v}$ not intersecting $B$ is $o\left(n^{-1}(\log n)^{-1 / 2}\right)$. Since there are at most $n$ such vertices and subsequently at most $\sqrt{\log n}$ such annular sectors, by a union bound, the probability that there is a bad vertex is $o(1)$. Thus, it remains to construct $\mathcal{S}_{v}$ for each $v \in V$.

Let $h=3 / 2 H$ where $H=\lceil 3 /(2 \rho / 4)\rceil$, and let $w=\pi / 36$-noting that $h \leq \rho / 4$. Let $\mathcal{S}_{v}$ be the family of annular sectors about $v$ with radii $(r+\ell h, r+(\ell+1) h)$ and angles $(k w,(k+1) w)$ for $0 \leq \ell<H$ and $0 \leq k<72$.

Now, $\mathcal{S}_{v}$ contains $72 H$ annular sectors and $72 H \leq \sqrt{\log n}$ for $n$ large enough. Furthermore, a generic annular sector in $\mathcal{S}_{v}$ has area $\frac{1}{2} w\left((r+(\ell+1) h)^{2}-(r+\ell h)^{2}\right) \geq w r h$. Thus, all such annular sectors have area at least $\pi r \rho / 288$ since $h \geq \rho / 8$. Therefore, it remains to show that any annular sector about $v$ satisfying the hypotheses contains an annular sector from $\mathcal{S}_{v}$. This is immediate from the observation that $h \leq \rho / 4$ and $w \leq \pi / 36$. Indeed, if ( $R_{1}, R_{2}$ ) and ( $\theta_{1}, \theta_{2}$ ) are the radii and angles respectively of an annular sector satisfying the hypotheses, then it is possible to choose $0 \leq \ell<H$ and $0 \leq k<72$ such that $R_{1} \leq r+\ell h \leq r+(\ell+1) h \leq R_{2}$ and $\theta_{1} \leq k w \leq(k+1) w \leq \theta_{2}$.

Now, we give the trivial consequence that whp, provided two neighbours are not too close together, one of them must have at least $4 M c^{2}$ neighbours. We remark that while this is straightforward to prove directly, it is slightly more convenient to deduce it from Lemma 62.

Lemma 63. With high probability, for all $u, v \in G$ such that $\rho \leq d(u, v) \leq r$, either $u$ or $v$ has degree at least $4 M c^{2}$.

Proof. Suppose $u$ and $v$ have $\rho \leq d(u, v) \leq r$, and that $\operatorname{deg}(u)<4 M c^{2}$. Consider the annular sector about $u$ of radii $(r, r+\rho / 2)$ and angular width $\pi / 2$ centred on the line through $u$ and $v$ in the direction of $v$. By Lemma 62, we may assume that it contains at least $4 M c^{2}$ points, each of which is joined to $v$ by Lemma 53 .

Next, using Lemma 62, we give some sufficient conditions under which two neighbours of a vertex of bounded degree have many common neighbours.

Lemma 64. With high probability, for all $v$ with degree at most $4 M c^{2}$, if $u$ and $w$ are neighbours of $v$, with distance at least $\rho$ from $v$, and such that $\angle u v w \leq \pi / 3$, then $u$ and $w$ have at least $4 M c^{2}$ common neighbours which are not joined to $v$.

Proof. By Lemma 53, $u$ and $w$ are both joined to every point in the annular sector about $v$ centred on the bisector of $\angle u v w$, of radii $(r, r+\rho / 2)$ and width $\pi / 6$. Thus we are done since, by Lemma 62, whp this angular sector contains at least $4 M c^{2}$ points.

The next two lemmas are purely geometrical, but combined with earlier results, will be used to show that if three vertices are within a constant distance of each other, then there are at least 15 vertices which are joined to at least two of them.

Lemma 65. Let $C$ be a circle of radius $r$ about a point $w$ within distance one of the origin and write $(R(\theta), \theta)$ for the polar coordinates of $C$. Then,

$$
R(\theta)+R(\theta+\pi) \geq 2 \sqrt{r^{2}-1}
$$

Proof. The two radii given in the statement form a chord of the circle $C$. Writing $d$ for the distance of $w$ from the origin, by the intersecting chords theorem we have $R(\theta) R(\theta+\pi)=(r+d)(r-d) \geq r^{2}-1$ (see Figure 3.4). Thus $R(\theta)+R(\theta+\pi) \geq 2 \sqrt{r^{2}-1}$.

Lemma 66. Suppose we have 3 discs of radius $r$ whose centres are all within distance 1 of each other. Then the area of the union of the pairwise intersections of the discs is


Figure 3.4: Configuration of points in Lemma 65
at least $\pi r^{2}-\pi$.

Proof. Let $u, v$ and $w$ be the centres of the three discs and let the origin be some point within distance one of $u, v$ and $w$. Let $R_{1}(\theta), R_{2}(\theta)$ and $R_{3}(\theta)$ be the radius functions of the boundaries of the discs about $u, v$ and $w$ respectively. The boundary of the region of interest has radius function $R(\theta)$, the middle value of the three values $R_{1}(\theta), R_{2}(\theta)$, and $R_{3}(\theta)$-see Figure 3.5 .

We claim that $R(\theta)+R(\theta+\pi) \geq 2 \sqrt{r^{2}-1}$ for all $\theta$. Indeed, for each fixed $\theta$, by the previous lemma,

$$
R_{i}(\theta)+R_{i}(\theta+\pi) \geq 2 \sqrt{r^{2}-1}
$$

for each $i$. Without loss of generality we may assume that $R_{1}(\theta) \leq R_{2}(\theta) \leq R_{3}(\theta)$ and consequently that $R(\theta)=R_{2}(\theta)$. In particular,

$$
R_{1}(\theta+\pi), R_{2}(\theta+\pi) \geq 2 \sqrt{r^{2}-1}-R(\theta),
$$
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and therefore $R(\theta+\pi) \geq 2 \sqrt{r^{2}-1}-R(\theta)$.

Subject to this constraint, the expression $R(\theta)^{2}+R(\theta+\pi)^{2}$ is minimised when $R(\theta)=$ $R(\theta+\pi)$. Thus,

$$
R(\theta)^{2}+R(\theta+\pi)^{2} \geq 2\left(\sqrt{r^{2}-1}\right)^{2}
$$

Hence the required area is

$$
\begin{aligned}
\int_{0}^{2 \pi} \frac{1}{2} R(\theta)^{2} d \theta & =\frac{1}{2} \int_{0}^{\pi} R(\theta)^{2}+R(\theta+\pi)^{2} d \theta \\
& \geq \int_{0}^{\pi} r^{2}-1 d \theta \\
& =\pi r^{2}-\pi
\end{aligned}
$$

We now give a probabilistic consequence of the previous lemma.

Lemma 67. Let $G=G(n, A)$, then whp every triple of points, all of whose pairwise distances are at most 1, has the property that there are at least 15 points which are joined to at least two of them and distance at least 1 from all three of them.

Proof. Say a triple $u, v, w$ is bad if each of the three pairwise distances is at most one and there are fewer than 15 points joined to at least two of them and at least distance 1 from all three. Note that there are $n$ choices for $u$ and, subject to the constraint that each of the three pairwise distances is at most one, there are subsequently at most $O(1)$ choices for each of $v$ and $w$. Thus, there are $O(n)$ triples $u, v, w$ all of whose pairwise distances are at most one.

Note that, if $u, v, w$ is bad, then the union of the pairwise intersections of the discs of radius $r$ about each of them with a disc of radius 2 about $u$ removed contains fewer than 15 points. Now, by Lemma 66, this region has area at least $\pi r^{2}-\pi-4 \pi=A-5 \pi$. Thus, by Proposition 57 and a union bound, the probability that there is a bad triple is at most $O\left(n e^{-(A-5 \pi)} A^{14}\right)$. This in turn is $o(1)$, since it follows from Corollary 58 that $n e^{-A} A^{15}=O(1)$ whp.

As mentioned earlier we now give the variant of Lemma 62 applying to a triple of vertices.

Lemma 68. Let $C \in \mathbb{N}$, then whp every triple of vertices $u$, $v$ and $w$ with pairwise distances at most one, and such that

$$
B=(B(u, r) \cap B(v, r)) \cup(B(v, r) \cap B(w, r)) \cup(B(w, r) \cap B(u, r))
$$

contains at most $C$ vertices, has the property that every annular sector not intersecting $B$, contained in the annulus of radii $r$ and $r+3 / 2$ about $v$, with width at least $\pi / 18$ and height at least $\rho / 2$, contains at least $4 M c^{2}$ points.

In particular, this includes the case of all annular sectors of width at least $\pi / 18$ and radii $(r+1, r+3 / 2)$.

Sketch of Proof. The proof proceeds exactly as in Lemma 62 with the following three changes. Firstly, we instead say that a triple $u, v$ and $w$ such that $d(u, v), d(v, w), d(w, u) \leq$ 1 is bad if $B$ contains at most $C$ points and some annular sector in $\mathcal{S}_{v}$ not intersecting $B$ contains fewer than $4 M c^{2}$ points. Secondly, we invoke Lemma 66 to see that $B$ has area at least $\pi r^{2}-\pi$, and consequently that the union of $B$ and an annular sector in $\mathcal{S}_{v}$ not intersecting $B$ has area at least $\log n+\omega(\log \log n)$. Finally, before applying a union bound, we note that since there are $n$ choices of $v$, and subsequently at most $O(1)$ choices of $u$ and $w$, there are at most $O(n)$ choices of $u, v$ and $w$.

The final two lemmas of this section give some sufficient conditions under which we may assume that a quadruple $x_{1}, x_{2}, x_{3}, x_{4}$ has the property that some two of them have many common neighbours. In fact, more than this, we give conditions which ensure that a quadruple has the property that either the first two or last two not only have many common neighbours, but have many common neighbours which are further from $x_{1}$ than $x_{3}$. We do this because we wish to find such a quadruple among the far points such that many of the common neighbours are not themselves far points-this extra stipulation enables us to guarantee this.

Before giving a formal definition of such a quadruple (see Definition 69 below) we motivate its various parts. To find sufficient conditions under which we may assume that a quadruple $x_{1}, x_{2}, x_{3}, x_{4}$ has the properties described in the previous paragraph, by a union bound and Proposition 57, it is enough to find sufficient conditions under which the area of the target region $\left(B\left(x_{1}, r\right) \cap B\left(x_{2}, r\right)\right) \cup\left(B\left(x_{3}, r\right) \cap B\left(x_{4}, r\right)\right) \backslash B\left(x_{1}, d\left(x_{1}, x_{3}\right)\right)$ is $\log n+\omega(\log \log n)$. Firstly, one of the conditions must be that $x_{3}$ and $x_{4}$ are a reasonable distance from $x_{1}$. Indeed, if they are within distance $\iota$, then the target region has area at most $A+O(r \iota)$ (by virtue of being contained in $B\left(x_{1}, r\right) \cup B\left(x_{3}, r\right)$ )-which is certainly not large enough if $r \iota=O(\log \log n)$. Next, in the case that all the points are colinear, insisting that the distance from both $x_{3}$ and $x_{4}$ to $x_{1}$ is at least some large multiple of the distance between $x_{1}$ and $x_{2}$, it is easy to see that the area of the target region is large enough. For this reason we insist that $d\left(x_{3}, x_{1}\right), d\left(x_{4}, x_{1}\right) \geq 400 d\left(x_{2}, x_{1}\right)$,
and, in order to avoid deviating too much from the colinear case, that $\angle x_{3} x_{1} x_{4}$ is small. Finally, to avoid a situation where $x_{3}$ is as close as possible to $x_{1}$, but $x_{4}$ is very far from $x_{1}$, we insist that all points are within distance $\left(1+\frac{20}{c}\right) \frac{\sqrt{2}}{10} r$ of $x_{1}$. We note however that this is not in practice an obstacle since we are interested in finding such quadruples among the far points and it is a simple consequence of Lemma 44 that for $c$ large enough all far points are within this distance.

Definition 69. We say a quadruple $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ is attacking if

- $d\left(x_{2}, x_{1}\right) \leq d\left(x_{3}, x_{1}\right) \leq d\left(x_{4}, x_{1}\right)$,
- $d\left(x_{3}, x_{1}\right) \geq \max \left(400 d\left(x_{2}, x_{1}\right), \rho\right)$,
- $\angle x_{3} x_{1} x_{4} \leq \pi / 6$,
- $d\left(x_{4}, x_{1}\right)<\left(1+\frac{20}{c}\right) \frac{\sqrt{2}}{10} r$.

An attacking quadruple is good if the set

$$
\left(B\left(x_{1}, r\right) \cap B\left(x_{2}, r\right)\right) \cup\left(B\left(x_{3}, r\right) \cap B\left(x_{4}, r\right)\right) \backslash B\left(x_{1}, d\left(x_{1}, x_{3}\right)\right)
$$

contains at least $8 M c^{2}$ points.

We will see in Lemma 71 that whp all attacking quadruples are good. This follows fairly straightforwardly from Proposition 57, once we show, in the next lemma, that for all attacking quadruples the target set in question has area at least $\pi r^{2}+\Omega(r \rho)$.

Lemma 70. Suppose $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ is an attacking quadruple. Then,

$$
\left(B\left(x_{1}, r\right) \cap B\left(x_{2}, r\right)\right) \cup\left(B\left(x_{3}, r\right) \cap B\left(x_{4}, r\right)\right) \backslash B\left(x_{1}, d\left(x_{1}, x_{3}\right)\right) \geq \pi r^{2}+\frac{1}{100} r \rho .
$$

Proof. Without loss of generality we may assume that the line containing $x_{1}$ and $x_{3}$ is horizontal, $x_{3}$ lies to the right of $x_{1}$, and $x_{4}$ lies above the horizontal. Let $r_{i}(\theta)$ describe the boundary of the ball $B\left(x_{i}, r\right)$ in polar coordinates with origin $x_{1}$. Note that the region
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$B\left(x_{1}, r\right) \cap B\left(x_{2}, r\right)$ is described by $\min \left\{r_{1}(\theta), r_{2}(\theta)\right\}$ and the region $B\left(x_{3}, r\right) \cap B\left(x_{4}, r\right)$ is described by $\min \left\{r_{3}(\theta), r_{4}(\theta)\right\}$.

Write $d_{i j}=d\left(x_{i}, x_{j}\right)$ for $1 \leq i, j \leq 4$, and let $\eta=\frac{1}{2}-\frac{1}{15}$. We will first show that for $-\pi / 6 \leq \theta \leq \pi / 3$ we have $r_{3}(\theta), r_{4}(\theta) \geq r+\eta d_{13}$. Let $\varphi=\angle x_{3} x_{1} x_{4}$, noting that $0 \leq \varphi \leq \pi / 6$, and consequently that $|\theta|,|\varphi-\theta| \leq \pi / 3$. By the cosine rule we have (see Figure 3.6

$$
\begin{align*}
& r^{2}=r_{3}(\theta)^{2}+d_{13}^{2}-2 r_{3}(\theta) d_{13} \cos (\theta)  \tag{3.2}\\
& r^{2}=r_{4}(\theta)^{2}+d_{14}^{2}-2 r_{4}(\theta) d_{14} \cos (\varphi-\theta) . \tag{3.3}
\end{align*}
$$

Thus, since $d_{13} \leq d_{14} \leq r$, and $x^{2}-2 a x$ is increasing for $x \geq a$, it is sufficient to show
that

$$
\begin{align*}
& r^{2} \geq\left(r+\eta d_{13}\right)^{2}+d_{13}^{2}-2\left(r+\eta d_{13}\right) d_{13} \cos (\theta)  \tag{3.4}\\
& r^{2} \geq\left(r+\eta d_{14}\right)^{2}+d_{14}^{2}-2\left(r+\eta d_{14}\right) d_{14} \cos (\varphi-\theta) . \tag{3.5}
\end{align*}
$$

Simplifying, (3.4) is equivalent to

$$
2 d_{13} r(\cos (\theta)-\eta) \geq\left(1+\eta^{2}-2 \eta \cos (\theta)\right) d_{13}^{2} .
$$

Thus, since $\cos (\theta)-\eta \geq 1 / 15$ for $|\theta| \leq \pi / 3$, 3.4 follows for $c$ large enough ( $c=10^{4}$ will do) from the fact that $d_{13}<\left(1+\frac{20}{c}\right) \frac{\sqrt{2}}{10} r$. Inequality 3.5 follows similarly since $\cos (\varphi-\theta) \geq \frac{1}{2}$ for $|\varphi-\theta| \leq \pi / 3$.

Therefore, since $\min \left\{r_{1}(\theta), r_{2}(\theta)\right\} \leq r_{1}(\theta)=r$, the region $\left(B\left(x_{3}, r\right) \cap B\left(x_{4}, r\right)\right) \backslash\left(B\left(x_{1}, r\right) \cap\right.$ $\left.B\left(x_{2}, r\right)\right)$ contains an annular sector of radii $\left(r, r+\eta d_{13}\right)$ and angular width $\pi / 2$, and consequently has area at least $\frac{1}{2} \pi \eta r d_{13}$.

Finally, the area of $\left(B\left(x_{1}, r\right) \cap B\left(x_{2}, r\right)\right) \cup\left(B\left(x_{3}, r\right) \cap B\left(x_{4}, r\right)\right) \backslash B\left(x_{1}, d_{13}\right)$ is at least

$$
\begin{aligned}
& \pi\left(r-d_{12}\right)^{2}+\frac{1}{2} \pi \eta r d_{13}-\pi d_{13}^{2} \\
\geq & \pi r^{2}+\frac{1}{2} \eta \pi r d_{13}-2 \pi r d_{12}-\pi d_{13}^{2} \\
\geq & \pi r^{2}+\left(\frac{1}{200}+\left(1+\frac{20}{c}\right) \frac{\sqrt{2}}{10}+\frac{1}{100 \pi}\right) \pi r d_{13}-2 \pi r d_{12}-\pi d_{13}^{2} \\
\geq & \pi r^{2}+\frac{1}{100} r \rho
\end{aligned}
$$

where the last inequality follows for $c$ large enough ( $c=10^{4}$ will do) since $\rho \leq d_{13} \leq$ $\left(1+\frac{20}{c}\right) \frac{\sqrt{2}}{10} r$.

We now use the previous lemma to show that whp all attacking quadruples are good.

Lemma 71. Let $G=G(n, A)$. Then, with high probability all attacking quadruples are
good.

Proof. First note that the number of attacking quadruples is at most the number of vertices $x_{1}$ and the number of ordered triples $\left(x_{2}, x_{3}, x_{4}\right)$ of neighbours of $x_{1}$. Thus, since there are at most $n$ choices for $x_{1}$ and subsequently at most $O(\log n)$ choices for each of $x_{2}, x_{3}$ and $x_{4}$, there are at most $O\left(n \log ^{3} n\right)$ attacking quadruples.

Now, by Lemma 70, for any such quadruple,

$$
\left(B\left(x_{1}, r\right) \cap B\left(x_{2}, r\right)\right) \cup\left(B\left(x_{3}, r\right) \cap B\left(x_{4}, r\right)\right) \backslash B\left(x_{1}, d\left(x_{1}, x_{3}\right)\right) \geq \pi r^{2}+\frac{1}{100} r \rho
$$

Thus, since $\pi r^{2}+\frac{1}{100} r \rho=\log n+\omega(\log \log n)$, by Proposition 57 (with $C=8 M c^{2}$ ), the probability that this region contains fewer than $8 M c^{2}$ points is $o\left(n^{-1} \log ^{-3} n\right)$. Thus the lemma follows by a union bound.

### 3.5 Proof of Proposition 52

In this section we prove Proposition 52, that whp for every component of non-full squares it is possible to cover the far points with a bounded number of disjoint doubly anchored paths. In fact, we deduce Proposition 52 from Proposition 72 below, stating that for a fixed $N \in \mathcal{N}$, if Conditions A below hold, then these doubly anchored paths exist a.s.

## Conditions A

1. the largest component of non-full squares has size at most $U$,
2. every vertex $v \in G$ either has at least 16 neighbours at least distance $\rho$ away or all of its 15 neighbours are at least distance $\rho$ away
3. every vertex $v \in G$ either has at least $4 M c^{2}$ neighbours in total or at least 15 neighbours with distance between 1 and $r-\rho$,
4. any vertex $v \in G$ such that either:

- $B=B(v, r)$ contains at most $4 M c^{2}$ vertices,
- or there exists vertices $u$ and $w$ such that all the pairwise distances between $u, v$ and $w$ are at most one, and $B=(B(u, r) \cap B(v, r)) \cup(B(v, r) \cap B(w, r)) \cup$ $(B(w, r) \cap B(u, r))$ contains at most $4 M c^{2}$ vertices,
has the property that every annular sector not intersecting $B$, of angle $\pi / 18$ and radii $(r, r+1),(r+1, r+3 / 2)$ or $(r, r+\rho / 2)$ contains at least $4 M c^{2}$ points,

5. if $u, v$ and $w$ are three vertices with each of the three pairwise distances at most 1 , then there are at least 15 vertices which are within distance $r$ of at least two of $u, v, w$ and distance at least 1 from all three,
6. all attacking quadruples are good.

We now state the proposition from which we will deduce Proposition 52 ,

Proposition 72. Suppose $N \in \mathcal{N}$ and Conditions $A$ hold, then a.s. the far points (with respect to $N$ ) may be covered by at most $10^{6}$ disjoint doubly anchored paths.

We first give the easy deduction of Proposition 52 from Proposition 72 . The rest of this section is then occupied with the proof of the latter.

Proof of Proposition 52 from Proposition 72. By a union bound, it suffices to show that Conditions A hold whp. Indeed, recall that, provided Condition A. 1 (see Lemma 43) holds, all properties of the tessellation quoted in Section 3.2 hold a.s. Furthermore, recall that provided Condition A.4 (see Lemma 62) holds, a.s. the conclusions of Lemmas 63 and 64 hold.

Now, Conditions A.1, A.2, A.3, A.5, and A. 6 hold whp by Lemmas 43, 60, 61, 67, and 71 respectively, whereas Condition A.4 holds whp by Lemmas 62 and 68 .

Throughout this section, for $N \in \mathcal{N}$ we write $F(N)$ for the far points corresponding to $N$, abbreviating as $F$ when unambiguous from context.

In the next subsection, we split the proof of Proposition 72 into three cases, then in the following subsections we address each of these three cases in turn.

### 3.5.1 Splitting into three cases

Before we can split into three cases we give a definition. The motivation behind this definition is that one might expect (and the next lemma shows) that, provided there are sufficiently many far points, unless all but a small number of the far points are very close to each other, there must be an attacking quadruple consisting of far points.

Definition 73. We say that the far points with respect to a particular $N \in \mathcal{N}$ are almost local if there is a ball of radius $\rho$ that contains all but at most 11 of the far points.

We now split into three cases.

Lemma 74. Let $N \in \mathcal{N}$ and suppose that Conditions $A$ hold. Then, (at least) one of the following three cases must occur:

1. there exist two disjoint attacking quadruples in $F$,
2. the far points are almost local,
3. $|F| \leq 10^{6}$.

Proof. Suppose Case 1 does not hold. Then certainly we may fix $F^{\prime} \subset F$ with $\left|F^{\prime}\right|=4$ such that $F^{\prime \prime}:=F \backslash F^{\prime}$ does not contain an attacking quadruple. Let $x_{1}, x_{2}$ be the pair of points in $F^{\prime \prime}$ with $d:=d\left(x_{1}, x_{2}\right)$ minimal.

Consider the points of $F^{\prime \prime}$ at least distance $\max \{\rho, 400 d\}$ from $x_{1}$. Suppose two of them, $y_{1}$ and $y_{2}$ subtend an angle of at most $\pi / 6$ about $x_{1}$, then since all far points are within distance $\left(1+\frac{20}{c}\right) \frac{\sqrt{2}}{10} r$ of each other (a simple consequence of Lemma 44 itself a
deterministic consequence of Condition A.1) either $\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$ or $\left(x_{1}, x_{2}, y_{2}, y_{1}\right)$ is an attacking quadruple. Thus, there are at most 11 points of $F^{\prime \prime}$ with distance more than $\max \{\rho, 400 d\}$ from $x_{1}$. Therefore, if $d \leq \rho / 400$, then the far points are almost local and Case 2 holds. Thus, we may assume that $d>\rho / 400$.

Since $x_{1}$ and $x_{2}$ are the closest pair of far points, the balls of radius $d / 2$ about those points of $F^{\prime \prime}$ within distance 400 d of $x_{1}$ must be disjoint, and contained in the ball with centre $x_{1}$ and radius $400.5 d$. Therefore, there are at most 641601 such points. Thus, since we assume $d>\rho / 400$, there are at most 641616 far points in total, and we are in Case 3 .

In what follows, we split the cases up slightly differently. In Subsections 3.5.2 and 3.5.4 we address Cases 1 and 3 of Lemma 74 respectively; whereas in Subsection 3.5 .3 it is sufficient to address the instance in which Case 2 of Lemma 74 holds but Case 3 does not.

Before addressing the three cases we define an anchored path-a useful building block for constructing doubly anchored paths.

Definition 75. We say a square path $P=p_{1} \cdots p_{\ell}$ is an anchored path if: $p_{1}$ and $p_{2}$ are far points; $p_{\ell-1}$ and $p_{\ell}$ are contained in the same sea square; and $\ell \leq 6$.

Now we show that two disjoint anchored paths can be joined to give a doubly anchored path covering the far points.

Lemma 76. Suppose Conditions $A$ hold, and there exist two disjoint anchored paths $P$ and $P^{\prime}$, then there exists a single doubly anchored path covering the far points.

Proof. Write $p_{1}, \ldots, p_{k}$ for any remaining far points. Now, by Corollary 45 (a deterministic corollary of Condition A.1), first traversing $P$ in reverse order (beginning with the two points in the same sea square), then visiting the points $p_{1}, \ldots, p_{k}$ in any order, and finally traversing $P^{\prime}$ in (forward) order, gives a doubly anchored path covering all the
far points.

### 3.5.2 Case 1: there exist two disjoint attacking quadruples consisting of far points

We now see that Proposition 72 holds in Case 1 of Lemma 74 , in fact with a single doubly anchored path.

Lemma 77. Let $N \in \mathcal{N}$. Suppose that Conditions $A$ hold and that there exist two disjoint attacking quadruples in $F$. Then there exists a doubly anchored path covering the far points.

Proof. Choose two disjoint attacking quadruples $Q=\left(q_{1}, q_{2}, q_{3}, q_{4}\right)$ and $Q^{\prime}=\left(q_{1}^{\prime}, q_{2}^{\prime}, q_{3}^{\prime}, q_{4}^{\prime}\right)$ such that $Q$ is the attacking quadruple with $d\left(q_{1}, q_{3}\right)$ maximal among all attacking quadruples in $F \backslash Q^{\prime}$, and vice versa-for example the maximal pair of disjoint attacking quadruples with respect to the lexicographic ordering on $\left(d\left(q_{1}, q_{3}\right), d\left(q_{1}^{\prime}, q_{3}^{\prime}\right)\right)$.

By Lemma 76 and symmetry, it is sufficient to show that for any four points $p_{1}, \ldots, p_{4} \notin$ $Q^{\prime}$, there exists an anchored path $P^{\prime}=p_{1}^{\prime} \cdots p_{4}^{\prime}$ disjoint from $\left\{p_{1}, \ldots, p_{4}\right\}$ such that $p_{1}^{\prime}, p_{2}^{\prime} \in Q^{\prime}$.

By Condition A.6, all attacking quadruples are good, thus for either $i=1$ or $i=3, q_{i}^{\prime}$ and $q_{i+1}^{\prime}$ have at least $4 M c^{2}$ common neighbours outside of $B\left(q_{1}^{\prime}, d\left(q_{1}^{\prime}, q_{3}^{\prime}\right)\right)$. Now, since $\left\{p_{1}, \ldots, p_{4}\right\}$ and $Q^{\prime}$ are disjoint, let $p_{1}^{\prime}=q_{i}^{\prime}$ and $p_{2}^{\prime}=q_{i+1}^{\prime}$.

Note that there are at most 11 far points outside $B\left(q_{1}^{\prime}, d\left(q_{1}^{\prime}, q_{3}^{\prime}\right)\right) \cup\left\{q_{1}, \ldots, q_{4}\right\}$. Indeed, otherwise some two of these far points, say $y_{1}$ and $y_{2}$, subtend an angle of at most $\pi / 6$ at $q_{1}^{\prime}$ and thus either $\left(q_{1}^{\prime}, q_{2}^{\prime}, y_{1}, y_{2}\right)$ or $\left(q_{1}^{\prime}, q_{2}^{\prime}, y_{2}, y_{1}\right)$ is an attacking quadruplecontradicting the maximality of $d\left(q_{1}^{\prime}, q_{3}^{\prime}\right)$.

Now, recall that by Conditions A.1, there are at most $U M$ points in close squares. Thus, for $M$ large enough $\left(4 M c^{2}>11+4+U M+4 c^{2}\right.$ will do $), p_{1}^{\prime}$ and $p_{2}^{\prime}$ have more than $4 c^{2}$
common neighbours in the sea, which are not $p_{3}$ or $p_{4}$. Thus, since there are at most $4 c^{2}$ sea squares containing neighbours of $p_{1}^{\prime}$ by Lemma 54, some two of these common neighbours lie in the same sea square by the pigeonhole principle. Taking $p_{3}^{\prime}$ and $p_{4}^{\prime}$ to be these two points completes the proof.

### 3.5.3 Case 2 but not Case 3: the far points are almost local and $|F|>$ $10^{6}$

In this subsection we show that Proposition 72 holds when Case 2 of Lemma 74 holds but Case 3 does not. That is, we see that if the far points are almost local and $|F|>10^{6}$, then it is possible to cover them all with a single doubly anchored path.

Lemma 78. Let $N \in \mathcal{N}$. Suppose Conditions $A$ hold, that the far points (with respect to $N$ ) are almost local, and that $|F|>10^{6}$. Then there exists a doubly anchored path covering all the far points.

Proof. By Lemma 76 and symmetry, it is sufficient to show that for any $\ell \leq 6$ points $p_{1}, \ldots, p_{\ell}$, there exists an anchored path $P^{\prime}=p_{1}^{\prime} \cdots p_{k}^{\prime}$ disjoint from $\left\{p_{1}, \ldots, p_{\ell}\right\}$. In fact, we claim that for any $\ell$ such points, there exists an anchored path $P^{\prime}=p_{1}^{\prime} \cdots p_{k}^{\prime}$ disjoint from $\left\{p_{1}, \ldots, p_{\ell}\right\}$ with $k=4$ or 6 .

Fix $\ell \leq 6$ such points $p_{1}, \ldots, p_{\ell}$. Almost locality ensures that there exists a disc $D$ of radius $\rho$ containing at least $10^{6}-11$ far points. In particular, it contains at least 9 far points and thus we may choose three far points in $D$ not in $\left\{p_{1}, \ldots, p_{\ell}\right\}$, say $x_{1}, x_{2}$ and $x_{3}$.

Suppose first that the union of the pairwise intersections of the discs (of radius $r$ ) about $x_{1}, x_{2}$ and $x_{3}$ with $D$ removed contains at least $4 M c^{2}$ points. In this case it is sufficient to show that some two of $x_{1}, x_{2}$ and $x_{3}$, have two common neighbours in the same sea square. Indeed, supposing without loss of generality that $x_{1}$ and $x_{2}$ have common neighbours $y_{1}$ and $y_{2}$ in the same sea square, then $P^{\prime}=x_{1} x_{2} y_{1} y_{2}$ is an anchored path of
the form described and the claim holds with $k=4$.

By the pigeonhole principle, it is sufficient to show that there are four points in the same sea square adjacent to at least two of $x_{1}, x_{2}$ and $x_{3}$. Recall that, there are at most 11 far points outside $D$; by Conditions A.1, there are at most $U M$ points in close squares; and there are at most six points in $\left\{p_{1}, \ldots, p_{\ell}\right\}$. Therefore, for $M$ large enough $\left(4 M c^{2}>11+U M+6+12 c^{2}\right.$ will do $)$, there are more than $12 c^{2}$ points which are adjacent to at least two of $x_{1}, x_{2}$ and $x_{3}$, and lie in sea squares. Thus, since there are at most $4 c^{2}$ sea squares within distance $r$ of any of $x_{1}, x_{2}$ and $x_{3}$ by Lemma 54, the claim follows from the pigeonhole principle.

Suppose instead that the union of the pairwise intersections of the discs about $x_{1}, x_{2}$ and $x_{3}$ with $D$ removed contains at most $4 M c^{2}$ points. In this case, we show that the claim holds with $k=6$.

By Condition A.5, the union of the pairwise intersections of the discs about $x_{1}, x_{2}$ and $x_{3}$ with discs of radius 1 about each of $x_{1}, x_{2}$ and $x_{3}$ removed certainly contains at least 15 points. Therefore, by the pigeonhole principle, without loss of generality we may assume that at least 6 such points are contained in the disc of radius $r$ about $x_{2}$ but not in $\left\{p_{1}, \ldots, p_{\ell}\right\}$. Thus, by Lemma 55, we may choose two such points, say, $y_{1}, y_{2} \notin\left\{p_{1}, \ldots, p_{\ell}\right\}$, such that $\angle y_{1} x_{1} y_{2} \leq \pi / 3$-in particular $y_{1}$ and $y_{2}$ are joined. Without loss of generality we may assume that $y_{1}$ is joined to $x_{1}$ and $x_{2}$, whereas $y_{2}$ is joined to $x_{2}$ and either $x_{1}$ or $x_{3}$. The square path $x_{1} x_{2} y_{1} y_{2}$ will be an initial segment of $P^{\prime}$.

Consider an annulus with radii $(r+1, r+3 / 2)$ about $x_{1}$. By Condition A.4 every annular sector of this annulus of angle $\pi / 6$ contains at least $4 M c^{2}$ points. Now, by Lemma 53 , every point in the annular sector of this annulus of angle $\pi / 6$, centred on the bisector of $\angle y_{1} x_{1} y_{2}$, is joined to both $y_{1}$ and $y_{2}$. Recall that, by Lemma 44 (a deterministic consequence of Condition A.1), the annulus does not contain any far points; and by Condition A.1, there are at most $U M$ points in close squares. Therefore, for $M$ large
enough $\left(4 M c^{2}>U M+6+4 c^{2}\right.$ will do), there are more than $4 c^{2}$ points in sea squares which are adjacent to both $y_{1}$ and $y_{2}$, and not in $\left\{p_{1}, \ldots, p_{\ell}\right\}$. Thus, since there are at most $4 c^{2}$ sea squares intersecting the disc of radius $r$ about $x_{1}$ by Lemma 54 , we are done by the pigeonhole principle.

### 3.5.4 Case 3: there are at most $10^{6}$ far points

In this subsection we prove Proposition 72 in the remaining case (Case 3 of Lemma 74 ) that there are boundedly many far points. We give a brief overview of the proof in this case.

First, we show in Lemma 80 that it is possible to deal with any far points (corresponding to $N \in \mathcal{N}$ ) of sufficiently high degree individually and therefore, as detailed below by Corollary 81, either we are done or there is a far point of low (that is, not high) degree. Since all low degree far points must be within distance $\rho$ of each other by Lemma 63 (a deterministic consequence of Condition A.1), we may subsequently reduce to two cases: either there are multiple far points of low degree all within distance $\rho$ of each other, or there is only one low degree far point.

In the former case, by Condition A.3, there are at least 15 vertices joined to every one of the low degree far points. In Lemma 82, we show how this enables us to find a doubly anchored path covering all the bounded degree far points. In the latter case that there is only one bounded degree far point, in Lemma 83, we use the hitting radius of $T$-locality directly, along with Condition A.2, to find a doubly anchored path covering this far point.

We first give a name to vertices of a particular large degree.

Definition 79. We say a vertex is anchorable if it has degree at least $4 M c^{2}$.

The key point of this definition is that if there are only boundedly many far points, then provided that the rest of the far points are joined to the sea sensibly, every vertex of this
degree can thereafter be joined to the sea. In particular, as the following lemma shows, they can be joined to the sea by a doubly anchored path provided the rest of the far points are joined to the sea by doubly anchored paths.

Lemma 80. Let $N \in \mathcal{N}$. Suppose Conditions $A$ hold, that there are at most $10^{6}$ far points and that there is a collection of disjoint doubly anchored paths covering all those far points which are not anchorable. Then, there exists a collection of at most $10^{6}$ disjoint doubly anchored paths covering the far points.

Proof. Fix a collection of disjoint doubly anchored paths $\mathcal{A}$ covering all the far points which are not anchorable. It is sufficient to greedily cover each of the remaining far points $f_{1}, \ldots, f_{k}$ in turn with disjoint doubly anchored paths not meeting any of the paths in $\mathcal{A}$.

Proceed by induction. Suppose that for some $j \leq k, P_{1}, \ldots, P_{j-1}$ is a collection of disjoint doubly anchored paths, such that for each $i<j, P_{i} \cap\left\{f_{1}, \ldots, f_{k}\right\}=\left\{f_{i}\right\}$. It is sufficient to find a doubly anchored path $P_{j}$ such that $P_{j} \cap\left\{f_{1}, \ldots, f_{k}\right\}=\left\{f_{j}\right\}$ and $P_{j}$ is disjoint from the paths $P_{1}, \ldots, P_{j-1}$ and the paths in $\mathcal{A}$. Note that: there are at most $10^{6}$ far points; there are at most $9 \times 10^{6}$ points in the collection $\mathcal{A} \cup\left\{P_{1}, \ldots, P_{j-1}\right\}$; by Condition A.1, there are at most $U M$ points in close squares; and by Lemma 54 $B\left(f_{j}, r\right)$ meets at most $4 c^{2}$ sea squares. Thus, by the pigeonhole principle, for $M$ large enough ( $4 M c^{2}>10^{6}+9 \times 10^{6}+U M+12 c^{2}$ will do), there exists four neighbours of $f_{j}$ in the same sea square, say $p_{1}, p_{2}, p_{1}^{\prime}, p_{2}^{\prime}$, not contained in any of the paths in the collection $\mathcal{A} \cup\left\{P_{1}, \ldots, P_{j-1}\right\}$. Thus we are done by induction upon taking $P_{j}=p_{1} p_{2} f_{j} p_{1}^{\prime} p_{2}^{\prime}$.

An easy consequence of this lemma is that we are done unless there is a far point which is not anchorable.

Corollary 81. Let $N \in \mathcal{N}$. Suppose Conditions $A$ hold and that there are at most $10^{6}$ far points. Then one of the following two cases must occur:

1. there exist at most $10^{6}$ doubly anchored paths covering the far points,

## 2. there exists a far point of degree at most $4 M c^{2}$.

Proof. Suppose Case 2 does not hold. Then all far points are anchorable and Case 1 holds by Lemma 80 .

Recall that, by Lemma 63 (a deterministic consequence of Condition A.1), if $f_{1}$ is a far point with degree at most $4 M c^{2}$, then all far points outside of the disc $B\left(f_{1}, \rho\right)$ are anchorable. Thus, in light of Lemma 80, Corollary 81 allows us to restrict our attention to the far points in $B\left(f_{1}, \rho\right)$ for some far point $f_{1}$ with degree at most $4 M c^{2}$. Next we reduce to the case that $f_{1}$ is the only such far point.

Lemma 82. Let $N \in \mathcal{N}$. Suppose Conditions $A$ hold, that there are at most $10^{6}$ far points, and that there exists a far point $f_{1}$ of degree at most $4 M c^{2}$. Then one of the following two cases must occur:

1. there exist at most $10^{6}$ doubly anchored paths covering the far points,
2. the disc of radius $\rho$ about $f_{1}$ contains no far points other than $f_{1}$.

Proof. Suppose $f_{1}$ is not the only far point in $B\left(f_{1}, \rho\right)$. By Condition A.3, we may fix 15 neighbours of $f_{1}$ whose distance from $f_{1}$ lies between 1 and $r-\rho$. By the triangle inequality, each such neighbour is joined to every far point in $B\left(f_{1}, \rho\right)$.

It is sufficient to show that if $P=p_{1} \cdots p_{5}$ is any square path satisfying the three properties: $p_{1}$ is a far point in $B\left(f_{1}, \rho\right) ; p_{2}$ and $p_{3}$ are among the 15 fixed neighbours of $f_{1}$; and $p_{4}$ and $p_{5}$ lie in the same sea square, then there exists a disjoint square path on five vertices $P^{\prime}=p_{1}^{\prime} \cdots p_{5}^{\prime}$ satisfying the same properties. Indeed, a doubly anchored path visiting all the far points in $B\left(f_{1}, \rho\right)$ may be obtained by first visiting the points of $P$ in reverse order, then any remaining far points in $B\left(f_{1}, \rho\right)$, and then the points of $P^{\prime}$. Thus, we are done by Lemma 80, since all other far points are anchorable by Lemma 63 (a deterministic consequence of Condition A.1).

Fix some such $P$. Since $B\left(f_{1}, \rho\right)$ contains at least two far points, first let $p_{1}^{\prime}$ be some such far point not contained in $P$. By Lemma 55, there exist $p_{2}^{\prime}$ and $p_{3}^{\prime}$ not in $P$, such that $\angle p_{2}^{\prime} p_{1} p_{3}^{\prime} \leq \pi / 3$. Now, by Lemma 64, $p_{2}^{\prime}$ and $p_{3}^{\prime}$ have at least $4 M c^{2}$ common neighbours which are not neighbours of $p_{1}^{\prime}$. By Corollary 45 (a deterministic consequence of Condition A.1), none of these common neighbours are far points.

Recall that: by Condition A.1, there are at most $U M$ points in close squares; and that by Lemma $54, B\left(p_{1}^{\prime}, r+\rho / 2\right)$ meets at most $4 c^{2}$ sea squares. Therefore, by the pigeonhole principle, for $M$ large enough ( $4 M c^{2}>4+2+U M+4 c^{2}$ will do), $p_{2}^{\prime}$ and $p_{3}^{\prime}$ have two common neighbours $p_{4}^{\prime}$ and $p_{5}^{\prime}$ in the same sea square, such that $p_{1}, \ldots, p_{5}, p_{1}^{\prime}, \ldots, p_{5}^{\prime}$ are all distinct as required.

Thus, it remains to prove the following lemma.

Lemma 83. Let $N \in \mathcal{N}$. Suppose Conditions $A$ hold, that there are at most $10^{6}$ far points, and that there exists a far point $f_{1}$ of degree at most $4 M c^{2}$, such that all other far points are at least distance $\rho$ from $f_{1}$. Then, there exists at most $10^{6}$ doubly anchored paths covering the far points.

We will derive this from the following lemma.

Lemma 84. Let $N \in \mathcal{N}$. Suppose Conditions $A$ hold and that $f_{1}$ is a far point. Then there exist four neighbours of $f_{1}$, say $p_{1}, p_{2}, p_{1}^{\prime}$ and $p_{2}^{\prime}$, at least distance $\rho$ away from $f_{1}$, such that $\angle p_{1} f_{1} p_{2}, \angle p_{1}^{\prime} f_{1} p_{2}^{\prime} \leq \pi / 3$ and $p_{1}$ is joined to $p_{1}^{\prime}$. In particular, $p_{2} p_{1} f_{1} p_{1}^{\prime} p_{2}^{\prime}$ is a square path.

We first give the proof of Lemma 84, before giving the deduction of Lemma 83 from Lemma 84 .

Broadly speaking, to prove Lemma 84, we will split into the two cases given by Condition A.2. That is, either the bounded degree far point has at least 16 neighbours at least distance $\rho$ away, or it has exactly 15 neighbours, all of which are at least distance $\rho$ away.

In the former case, we are done easily by Lemma 55, whereas in the latter case we must use the hitting radius directly. The slight difficulty in this latter case is ensuring that we can extend into the sea-indeed we do not necessarily use the $T$ given by $T$-locality.

Proof of Lemma 84. By Condition A.2, either $f_{1}$ has at least 16 neighbours at least distance $\rho$ away, or all of its 15 neighbours are at least distance $\rho$ away. In the former case, by Lemma 55, among these 16 neighbours there exist four, say $p_{1}, p_{2}, p_{1}^{\prime}$ and $p_{2}^{\prime}$, such that $\angle p_{1} f_{1} p_{2}, \angle p_{1} f_{1} p_{1}^{\prime}, \angle p_{1}^{\prime} f_{1} p_{2}^{\prime} \leq \pi / 3$ and we are done since then $p_{1}$ and $p_{1}^{\prime}$ are joined. Thus we may assume the latter.

In the latter case, suppose that the neighbourhood of $f_{1}$ does not contain four vertices, say $v_{1}, v_{2}, v_{3}$ and $v_{4}$, such that $\angle v_{i} f_{1} v_{i+1} \leq \pi / 3$ for $1 \leq i \leq 3$ else we are certainly done as before. By the final part of Lemma 55, the 15 neighbours of $f_{1}$ may be partitioned into 5 parts of equal size such that a pair of neighbours subtend an angle of at most $\pi / 3$ at $f_{1}$ if and only if they lie in the same part. Since $G$ is $T$-local, the restriction of $G$ to the neighbourhood of $f_{1}$ contains a path on four vertices. Therefore, there must be an edge of $G$ between two parts of the partition. Thus, we are done by letting $p_{1} p_{1}^{\prime}$ be this edge, choosing $p_{2}$ to be some other point in the same part as $p_{1}$, and choosing $p_{2}^{\prime}$ to be some other point in the same part as $p_{1}^{\prime}$.

Now we give the proof of Lemma 83 using Lemma 84 .

Proof of Lemma 83. By Lemma 84, there exists $p_{1}, p_{2}, p_{1}^{\prime}$ and $p_{2}^{\prime}$ in $B\left(f_{1}, r\right) \backslash B\left(f_{1}, \rho\right)$, such that $\angle p_{1} f_{1} p_{2}, \angle p_{1}^{\prime} f_{1} p_{2}^{\prime} \leq \pi / 3$ and $p_{1}$ is joined to $p_{1}^{\prime}$. Since $f_{1}$ has degree at most $4 M c^{2}$, by Lemma 64, $p_{1}$ and $p_{2}$ have at least $4 M c^{2}$ common neighbours which are not joined to $f_{1}$, as does the pair $p_{1}^{\prime}$ and $p_{2}^{\prime}$. Since all far points are joined by Corollary 45 (a consequence of Condition A.1), none of these common neighbours are far points.

Recall that, by Condition A.1, there are at most $U M$ points in close squares. Therefore, by the pigeonhole principle, for $M$ large enough ( $4 M c^{2}>U M+4+2+4 c^{2}$ will do), the pair $p_{1}$ and $p_{2}$ have two common neighbours in the same sea square, say $p_{3}$ and $p_{4}$, and
the pair $p_{1}^{\prime}$ and $p_{2}^{\prime}$ have two common neighbours in the same sea square, say $p_{3}^{\prime}$ and $p_{4}^{\prime}$, such that $p_{1}, \ldots, p_{4}, p_{1}^{\prime}, \ldots, p_{4}^{\prime}$ are all distinct.

Thus, since $p_{4} p_{3} p_{2} p_{1} f_{1} p_{1}^{\prime} p_{2}^{\prime} p_{3}^{\prime} p_{4}^{\prime}$ is a doubly anchored path and all other far points are anchorable by Lemma 63 the lemma follows from Lemma 80 .

This completes the proof of Proposition 72 and in turn Proposition 52 and Theorem 40 .

### 3.6 The Box

The proof of the analogous result to Theorem 40 in the box is a mild extension of the proof of Theorem 40. It is necessary however to modify Conditions A (found on page 99) to obtain the new set of conditions which we call Conditions A'. In fact, Conditions A ${ }^{\prime}$ consist of a modified version of each of Conditions A and one new condition. The torus analogue of this new condition, namely the assertion that whp $\delta(G) \geq 15$, is implied by both Condition A. 2 and A.3.

In the box most of the conditions are required to have multiple parts, to distinguish between three cases with respect to the distance of the vertices concerned from the boundary. Firstly, the case that the vertices are far enough from the boundary that we may treat them as though in the torus. Secondly, the difficult case that they are very close to the boundary. Finally, the easy case that they are neither far from, nor very close to the boundary. These vertices benefit from being both few in number but far enough from the boundary that, in particular, their neighbourhood discs are relatively large in area.

In fact, since the threshold for $T$-locality is larger in the box than the torus, it is possible to simplify the treatment of those vertices which are far from the boundary. For example, all such vertices have degree at least 16, whereas we could only guarantee that there were at most boundedly many vertices of degree less than 16 in the torus.

We first state Conditions $\mathrm{A}^{\prime}$, and then explain what changes must be made to the proof of Proposition 52. Then, we prove, or in some cases sketch the proofs, that each of Conditions $\mathrm{A}^{\prime}$ holds with high probability. Note that, while we omit this hypothesis from the statement of Conditions $\mathrm{A}^{\prime}$, all but Condition $\mathrm{A}^{\prime} .1$ require all points concerned to be at least distance $2 r$ from a corner. This does not pose a problem as we only ever apply these conditions to points in non-full squares, which must be at least distance $2 r$ from a corner by Condition $\mathrm{A}^{\prime} .1$.

We recall that we define $\rho=\rho(n)=(\log \log n)^{2} / \sqrt{\log n}$ (Definition 59).

Conditions $\mathbf{A}^{\prime}$ We first list the six conditions in direct correspondence with Conditions A.

1. (a) the largest component of non-full squares has size at most $U$,
(b) the largest component of non-full squares including a square within $c$ of the boundary as size at most $U / 2$,
(c) there are no non-full squares within distance $U c$ of a corner
2. for all $v \in G$
(a) if $d\left(v, \partial S_{n}\right) \geq \rho$, then $v$ has at least 16 neighbours at least distance $\rho$ away from itself,
(b) if $d\left(v, \partial S_{n}\right) \leq \rho$, then one of the following holds:

- either exactly 9 of the neighbours $u$ of $v$ have the properties that $d(u, v) \geq$ $10 \rho$ and whenever $d\left(u, \partial S_{n}\right) \leq d\left(v, \partial S_{n}\right)$, then $d(u, v) \leq r-10 \rho$,
- or $v$ has at least 10 such neighbours,

3. every vertex $v \in G$ either has at least $4 M c^{2}$ neighbours in total or at least 9 neighbours with distance from $v$ between 1 and $r-\rho$ and further from the nearest
boundary than $v$,
4. any vertex $v \in G$ such that either:

- $B=B(v, r)$ contains at most $4 M c^{2}$ vertices,
- or there exists vertices $u$ and $w$ such that all the pairwise distances between $u, v$ and $w$ are at most one, and $B=(B(u, r) \cap B(v, r)) \cup(B(v, r) \cap B(w, r)) \cup$ $(B(w, r) \cap B(u, r))$ contains at most $4 M c^{2}$ vertices,
has the property that every annular sector (contained entirely in the box) of angle $\pi / 18$ and radii $(r, r+1),(r+1, r+3 / 2)$ or $(r, r+\rho / 2)$ contains at least $4 M c^{2}$ points,

5. for all vertices $u, v, w \in G$ with each of the three pairwise distances at most one, in the following three cases there are at least $16,4 M c^{2}$ or 9 vertices respectively within distance $r$ of at least two of $u, v, w$ and distance at least 10 from all three:
(a) $u, v, w$ are all at least distance $2 r$ from the boundary,
(b) one of $u, v, w$ is within distance $2 r$ of the boundary, and all three are at least distance $\rho$ from the boundary,
(c) one of $u, v, w$ is within distance $\rho$ of the boundary.
6. all attacking quadruples are good.

Now we give the extra condition we require in the box.
7. for all $v \in G$
(a) if $d\left(v, \partial S_{n}\right) \geq 2 r$, then $v$ has at least 16 neighbours at least distance $\rho$ awayin particular, $\operatorname{deg}(v) \geq 16$,
(b) if $\rho \leq d\left(v, \partial S_{n}\right) \leq 2 r$, then $\operatorname{deg}(v)>4 M c^{2}$,
(c) if $v$ is at least distance $2 r$ from a corner then $\operatorname{deg}(v) \geq 9$.

In what follows we may assume that these seven properties hold since later we will show in Lemmas 86, 91, 93, 94, 98, 100 and 90 respectively, that each of these properties holds whp.

We recommend that a reader not interested in the precise details of the proof of Proposition 52 or the establishing of Conditions A ${ }^{\prime}$ whp skip to Section 3.7 for a description of some open problems we believe to be of interest, and some final remarks.

### 3.6.1 Proof of Proposition 52 in the box

In this subsection we describe the changes which must be made to the proof of Proposition 52 in the case of the box. We first give a description of the main difficulty and how it is dealt with, and then address each part of the proof in turn.

Broadly speaking, the main mathematical difficulty is in dealing with the points very close to the boundary. Having appropriately modified Conditions A, this largely manifests itself in the technical difficulties of applying Condition $A^{\prime} .4$ replacing Condition A.4, since now we must ensure that the annular sectors we consider are contained entirely within the box. We remark that in some cases, for instance in areas rich with points, we can avoid applications of Condition A. 4 altogether, whereas in others some care will be required to ensure that the appropriate annular sectors are contained entirely within the box. We first describe the typical circumstances in which Condition A. 4 is applied in the torus, give a short overview of the individual applications to motivate Lemma 95 , and then, in most of what remains of this chapter, we address each part of the proof of Proposition 52 in turn.

In a typical application of Condition A.4 we have a far point $v$ with degree at most $4 M c^{2}$, and two neighbours $u$ and $w$ of $v$ at least distance $\rho$ from $v$ such that $\angle u v w \leq \pi / 3$. Ultimately, the aim is to find two vertices $x$ and $y$ lying in the same sea square such that vuwxy is a square path. We consider the annular sector of radii $(r, r+\rho / 2)$ centred on the bisector of $\angle u v w$ with angular width $\pi / 6 \leq \pi / 2-\angle u v w$, noting that, by Condition A. 4
this annular sector contains at least $4 M c^{2}$ points, every one of which is joined to both $u$ and $v$ by Lemma 53. Thus, choosing any two vertices from such sector gives us the desired vertices $x$ and $y$.

We now detail how this is salvaged in the box. Note that, if $v$ is at least distance $2 r$ from the boundary, then we may apply Condition $\mathrm{A}^{\prime} .4$ exactly as we would have applied Condition A. 4 in the torus. Furthermore, we will see later that it is not necessary to apply Condition $\mathrm{A}^{\prime} .4$ when $v$ is neither at least distance $2 r$ from the boundary, nor within distance $\rho$.

In the box, in the first two applications of Condition A. 4 (in Lemmas 78 and 82) we will see that it is possible to ensure that both $u$ and $w$ are further from the boundary than $v$, and as such, we can certainly guarantee that at least half of the aforementioned annular sector is contained inside the box.

In Lemma 84, the third and final application of Condition A.4, we must be more careful. We note that the bound $\angle u v w \leq \pi / 3$ is not essential; we require only that $u$ and $w$ are themselves joined, and that $\angle u v w$ is small enough so that $u$ and $w$ are both joined to every point in some annular sector containing many points. Let $\varphi=\sin ^{-1}(1 / 3)$, but note that were it necessary, we could take $\varphi$ in what follows to be arbitrarily small. We will see that in this final application, we may ensure that $u$ and $w$ are joined, that $\angle u v w \leq \pi / 3+\varphi$, and measuring in polar coordinates with origin $v$ and rotating so that the boundary closest to $v$ is horizontal and lies below $v$, we may ensure that the angular coordinates of $u$ and $w$ lie between $-\varphi$ and $\pi+\varphi$. In particular, we note that this precludes the possibility that both $u$ and $w$ lie simultaneously closer to the boundary than $v$ and on opposite sides of the perpendicular from $v$ to the boundary (see Figure 3.7).

We now address each subsection in turn.


Figure 3.7: Configuration of points in applications of Condition $\mathrm{A}^{\prime} .4$.

### 3.6.1.1 Splitting into three cases

In Subsection 3.5.1 "Splitting into three cases", Lemmas 74 and 76 hold with the same proof, requiring only that all far points are joined (a deterministic consequence of Condition $\mathrm{A}^{\prime} .1$.

### 3.6.1.2 Case 1

In Subsection 3.5.2 "Case 1: there exist two disjoint attacking quadruples consisting of far points", Lemma 77 holds with the same proof, requiring Lemma 76 and Conditions $\mathrm{A}^{\prime} .1$ and $\mathrm{A}^{\prime} .6$ (replacing Conditions A. 1 and A. 6 respectively).

### 3.6.1.3 Case 2 but not Case 3

It is in Subsection 3.5.3 "Case 2 but not Case 3: the far points are almost local and $|F|>$ $10^{6 "}$ that the first substantial change occurs - in the proof of Lemma 78. The difficulty, as discussed in the beginning of this section, is in the application of Condition $\mathrm{A}^{\prime} .4$, replacing Condition A. 4 .

Firstly, note that provided $x_{1}, x_{2}$ and $x_{3}$ are all at least distance $2 r$ from the boundary, the proof given is valid upon replacement of Conditions A. 1 and A. 5 by Conditions $\mathrm{A}^{\prime} .1$ and $\mathrm{A}^{\prime} .5$ respectively. Secondly, note that by Condition $\mathrm{A}^{\prime} .5$, in the case that one of $x_{1}$, $x_{2}$ and $x_{3}$ is within distance $2 r$ of the boundary, and all three are at least distance $\rho$ from the boundary, the union of the pairwise intersections of the discs of radius $r$ about this triple of points with the disc $D$ removed must contain at least $4 M c^{2}$ points. Thereafter, the proof given is valid regardless of the location of the triple of points-largely since it does not require Condition A. 4 .

This leaves the case that one of the triple of points is within distance $\rho$ of the boundary and the union of the pairwise intersections of the discs of radius $r$ about these three points with the disc $D$ removed contains at most $4 M c^{2}$ points, since if it contains more than $4 M c^{2}$ points then we are done as above. From then on, as discussed earlier in this section, the proof is essentially the same, instead using Condition $\mathrm{A}^{\prime} .5$ to ensure that there are at least nine points joined to at least two of $x_{1}, x_{2}$ and $x_{3}$, which are at least distance $10 \rho$ from each, and further from the boundary than each of $x_{1}, x_{2}$ and $x_{3}$. Note that, by construction, we may assume that at most two of these points lie in $\left\{p_{1}, \ldots, p_{\ell}\right\}$. Thus, without loss of generality, we may assume that at least four of these nine points are contained in the disc of radius $r$ about $x_{2}$, but not in $\left\{p_{1}, \ldots, p_{\ell}\right\}$. Then since these four points are further from the boundary than $x_{2}$, trivially some two subtend an angle at $x_{2}$ of the most $\pi / 3$ and are consequently adjacent, and the rest is straightforward.

### 3.6.1.4 Case 3

In Subsection 3.5.4 "Case 3: there are at most $10^{6}$ far points", Lemma 80 and Corollary 81 hold with the same proof upon replacement of Condition A.1 by Condition $\mathrm{A}^{\prime} .1$. Recall that, by Corollary 81, we may thereafter assume that there exists a far point of degree at most $4 M c^{2}$, say $f_{1}$. By Condition $\mathrm{A}^{\prime} .7$, $f_{1}$ must either lie at least distance $2 r$ from the boundary or within distance $\rho$. In the case that $f_{1}$ is at least distance $2 r$ from the boundary, we proceed as before, proving Lemmas 82,83 and 84 as in the torus replacing Conditions A .1 and A .2 with Conditions $\mathrm{A}^{\prime} .1$ and $\mathrm{A}^{\prime} .2$ respectively. In fact, in this case, Lemma 84 is trivial by Condition $\mathrm{A}^{\prime} .2$ and Lemma 55.

Thus, it remains to address Lemmas 82,83 and 84 in the case that $f_{1}$ is within distance $\rho$ of the boundary.

Lemma 82 holds with the same proof since by Condition $\mathrm{A}^{\prime} .3$ (replacing Condition A.3), we may guarantee that there are at least 9 neighbours of $f_{1}$ which not only have distance from $f_{1}$ between 1 and $r-\rho$, but are also further from the boundary than $f_{1}$.

We next give a lemma which replaces Lemma 84. Thereafter, Lemma 83 may be deduced from this amended version of Lemma 84 exactly as in the torus upon replacement of Lemma 55 by Lemma 92 and Condition A.1 by Condition $\mathrm{A}^{\prime} .1$.

Lemma 85. Let $N \in \mathcal{N}$ and write $\varphi=\sin ^{-1}(1 / 10)$. Suppose Conditions $A$ hold and that $f_{1}$ is a far point. Then there exist four neighbours $f_{1}$, say $p_{1}, p_{2}, p_{1}^{\prime}$ and $p_{2}^{\prime}$, at least distance $10 \rho$ away from $f_{1}$, and either further from the boundary than $f_{1}$ or at most distance $r-10 \rho$ from $f_{1}$, such that:

1. $p_{2} p_{1} p_{1}^{\prime} p_{2}^{\prime}$ is a path,
2. $\angle p_{1} f_{1} p_{2}, \angle p_{1}^{\prime} f_{1} p_{2}^{\prime} \leq \pi / 3+\varphi$,
3. measuring in polar coordinates with origin $f_{1}$, rotating so that the nearest boundary
is horizontal and lies below $f_{1}$, the angular coordinates of $p_{1}, p_{2}, p_{1}^{\prime}$ and $p_{2}^{\prime}$ lie between $-\varphi$ and $\pi+\varphi$.

In particular, $p_{2} p_{1} f_{1} p_{1}^{\prime} p_{2}^{\prime}$ is a square path.

Finally, we turn to the proof of Lemma 85, the amended version of Lemma 84. This holds with the same proof upon replacement of Lemma 55 by Lemma 92 , and Condition A.2 by Condition $\mathrm{A}^{\prime} .2$.

### 3.6.2 Establishing Conditions $\mathrm{A}^{\prime}$ with high probability

In this subsection we state the lemmas required in the box, neglecting to give the proof when sufficiently similar to the proof of the analogous result in the torus. In particular, this shows that Conditions $\mathrm{A}^{\prime}$ hold whp. We remark that, once appropriate modifications of Conditions A have been decided upon, establishing them whp is relatively routine, albeit a little technical in some cases. Indeed, the main contribution of this section is in appropriately modifying Conditions A.

First we state without proof a version of Lemma 43 from [6] in the case of the box.

Lemma 86 (Lemma 4 of [6]). The following three properties hold whp:

- the largest component of non-full squares in the separation graph $\widetilde{G}$ has size at most $U$
- the largest component of non-full squares in the separation graph $\widetilde{G}$ including a square within $c$ of the boundary of $S_{n}$ has size at most $U / 2$,
- there is no non-full square within distance $U c$ of a corner.

Next we see that the threshold for $T$-locality is dictated by the boundary effects. We replace Lemma 56 with the following.

Lemma 87. There exists $\varepsilon>0$ such that for each vertex $v \in G$ at least distance $r$ from
a corner,

$$
\varepsilon<\mathbb{P}(v \text { is not the root of a copy of } T \mid \operatorname{deg}(v)=9)<1-\varepsilon
$$

The proof of this result is essentially the same as the proof of Lemma 56, where we instead rotate the pentagon from the proof of Lemma 56 so that the circles about three of its vertices are contained in the box (for example by ensuring that one of the axes of symmetry of the pentagon is perpendicular to the boundary and the vertex on this line of symmetry is furthest from the boundary). Then, we consider the event that three points lie in each of the three circles about the vertices of the pentagon which are furthest from the boundary.

From this we immediately obtain a lower bound on the hitting area.

Corollary 88. With high probability $\pi r^{2} \geq \log n+17 \log \log n-O(1)$.

In analogy to the case of the torus, where, at the hitting area for $T$-locality, there can be at most boundedly many vertices of degree at most 15 , this shows that in the box there can be at most boundedly many vertices of degree at most 9 -where of course, such vertices must lie close to the boundary. Moreover, Corollary 88 implies a lower bound on the minimum degree among vertices in three different regimes of distance from the boundary.

First, we state an analogous result to Proposition 57 which simplifies the proof somewhat.

Proposition 89. Let $B$ be a region of area $\frac{1}{2} \log n+\omega(\log \log n)$, and let $C \in \mathbb{N}$ be constant. Then the probability that $B$ contains at most $C$ points is at most $n^{-1 / 2}(\log n)^{-\omega(1)}$.

We now deduce lower bounds on the degrees of vertices in three regimes of distance from the boundary.

Lemma 90. Let $G=G(n, A)$, whp for all $v \in G$ :

- if $d\left(v, \partial S_{n}\right) \geq 2 r$, then $v$ has at least 16 neighbours at least distance $\rho$ away-in
particular, $\operatorname{deg}(v) \geq 16$,
- if $\rho \leq d\left(v, \partial S_{n}\right) \leq 2 r$, then $\operatorname{deg}(v)>4 M c^{2}$,
- if $v$ is at least distance $2 r$ from a corner then $\operatorname{deg}(v) \geq 9$.

Proof. Note that: there are $O(n)$ vertices $v$ at least distance $2 r$ from the boundary and that for such a vertex the area of $B(v, r)$ is $A$; there are $O(\sqrt{n} r)$ vertices $v$ with $\rho \leq d\left(v, \partial S_{n}\right) \leq 2 r$ and that for such a vertex the area of $B(v, r)$ is at least $\frac{1}{2} A+\rho r=$ $\frac{1}{2} \log n+\omega(\log \log n) ;$ and finally that there are $O(\sqrt{n} \rho)=O(\sqrt{n})$ vertices $v$ within distance $\rho$ of the boundary and that for such a vertex the area of $B(v, r)$ is at least $\frac{1}{2} A$.

By a union bound and Proposition 57 the probability that any of the three claimed properties fails is

$$
O\left(n e^{-A} A^{15}+\sqrt{n} r e^{-A / 2-\rho r} A^{4 M c^{2}}+\sqrt{n} e^{-A / 2} A^{8}\right)
$$

This is then $o(1)$ by Corollary 88 and Proposition 89

In analogy to Lemma 55, a vertex on the boundary (at least distance $2 r$ from a corner) with at least 10 neighbours (at distinct locations) must occur as the root of a copy of $T$. However, a.s. no vertices lie on the boundary and we need to be more careful to deal with vertices which are not on, but very close to the boundary. With this in mind, we give the following lemma.

Lemma 91. With high probability, for all $v \in G$ at least distance $2 r$ from a corner and such that $d\left(v, \partial S_{n}\right) \leq \rho$, both the following are true for each of at least 10, or all nine of the neighbours $u$ of $v$ :

- $d(u, v) \geq 10 \rho$, and
- if $d\left(u, \partial S_{n}\right) \leq d\left(v, \partial S_{n}\right)$, then $d(u, v) \leq r-10 \rho$.

Proof. The proof proceeds essentially as in Lemma 60, only that we must integrate with respect to $d=d\left(v, \partial S_{n}\right)$.

First, note that by Lemma 90, we may neglect the the probability that some vertex has degree at most eight. Then, by Proposition 57, for a fixed $v \in G$, the exceptional probability that $v$ has at least one neighbour $u$ with $d(u, v) \leq 10 \rho$ or with both $d\left(u, \partial S_{n}\right) \leq d$ and $d(u, v) \geq r-10 \rho$; and at most 9 neighbours otherwise is at most

$$
\left(1-e^{-100 \pi \rho^{2}-21 \rho^{2}}\right)(1+o(1)) \frac{e^{-A / 2-d r+(100 \pi+21) \rho^{2}} A^{9}}{9!}=O\left(\rho^{2} e^{-A / 2-d r} A^{9}\right)
$$

Recall that, whp $n e^{-A} A^{17}=O(1)$, by Corollary 88. Thus, by a union bound, and integrating with respect to $d$, the probability that some vertex has this property is at most $\sqrt{n} \rho^{2} e^{-A / 2} A^{9} r^{-1}=o(1)$.

The next lemma replaces Lemma 55. The idea is that, as remarked above, among any four neighbours of a vertex on the boundary some two must be joined, and while this is not strictly true of a vertex lying very close to the boundary, we can use the previous lemma to obtain neighbours which are suitably constrained that among any four of them some two must be joined.

Lemma 92. For a point $O$ at least distance $2 r$ from a corner with $d\left(O, \partial S_{n}\right) \leq \rho$, let $S$ be the the region consisting of those points $x$ such that if $d\left(x, \partial S_{n}\right) \geq d\left(O, \partial S_{n}\right)$, then $10 \rho \leq d(O, x) \leq r$; and if $d\left(x, \partial S_{n}\right)<d\left(O, \partial S_{n}\right)$ then $10 \rho \leq d(O, x) \leq r-10 \rho$. Then, among any four points in $S$, some two either subtend an angle of at most $\pi / 3$, or one is closer to the boundary than $O$ and they subtend an angle of at most $\pi / 3+\varphi$-where we write $\varphi=\sin ^{-1}(1 / 10)$. In particular, the two points are within distance $r$.

Furthermore, among any 10 points in this region there are four, say $x_{1}, x_{2}, x_{3}$ and $x_{4}$ such that $x_{1} x_{2} x_{3} x_{4}$ is a path and for each $1 \leq i \leq 3$, either $\angle x_{i} O x_{i+1} \leq \pi / 3$, or one of $x_{i}$ and $x_{i+1}$ is closer to $\partial S_{n}$ than $O$ and $\angle x_{i} O x_{i+1} \leq \pi / 3+\varphi$.

Next, we state without proof the slight modification of Lemma 61 required.

Lemma 93. With high probability, for all $v \in G$ at least distance $2 r$ from a corner, either $\operatorname{deg}(v)>4 M c^{2}$ or $v$ has at least 9 neighbours $u_{1}, u_{2}, \ldots u_{9}$ with $1<d\left(v, u_{i}\right)<r-\rho$ and $d\left(u_{i}, \partial S_{n}\right) \geq d\left(v, \partial S_{n}\right)$.

The following lemma is proved exactly as Lemmas 62 and 68 which it replaces.

Lemma 94. With high probability every vertex $v$ such that either:

- $B=B(v, r)$ contains at most $4 M c^{2}$ vertices,
- or there exists vertices $u$ and $w$ such that the pairwise distances between $u, v$ and $w$ are at most one, and $B=(B(u, r) \cap B(v, r)) \cup(B(v, r) \cap B(w, r)) \cup(B(w, r) \cap B(u, r))$ contains at most $4 M c^{2}$ vertices,
has the property that every annular sector not intersecting $B=B(v, r)$, contained in the annulus of radii $r$ and $r+3 / 2$ about $v$, with width at least $\pi / 18$ and height at least $\rho / 2$, contains at least $4 M c^{2}$ points.

For clarity, we now state without proof the appropriate adaptation of Lemma 64 for the box. It is somewhat complicated to state as it covers the two cases which were required in the torus, as well as a new case needed when the vertex $v$ is close to the boundary.

Lemma 95. With high probability, for all $v$ within distance $\rho$ of the boundary, at least distance $2 r$ from a corner, and such that either:

- $v$ has degree at most $4 M c^{2}$,
- or there exist $u$ and $w$ such that all the pairwise distances between $u, v$ and $w$ are at most one, and the union of the pairwise intersections of the discs of radius $r$ about these three points with a disc of radius 1 about $v$ removed contains at most $4 M c^{2}$ points,
if $u$ and $w$ are neighbours of $v$, such that:
- $u$ and $w$ are at least distance $\rho$ from $v$,
- $\angle u v w \leq \pi / 3+\varphi$,
- and such that the angular coordinates of $u$ and $w$ measured with origin $v$ such that the perpendicular from $v$ to the nearest boundary has angular coordinate $-\pi / 2$, lie between $-\varphi$ and $\pi+\varphi$,
then $u$ and $w$ have at least $4 M c^{2}$ common neighbours which are not joined to $v$.

We next see that it is possible to recover an analogous result to Lemma 67. First, we state without proof a simple condition under which $r(\theta) \geq r(\theta+\pi)$ where $(r(\theta), \theta)$ describes a circle of radius $r$ in polar coordinates measured from an origin close to the centre of the circle.

Lemma 96. Suppose $v$ lies above the horizontal line $\ell$ through $O$ and within distance $d<r$ of $O$. Let $\varphi$ be the angle between $\ell$ and $O v$. Let $(r(\theta), \theta)$ describe the disc of radius $r$ about $v$ in polar coordinates with origin $O$. Then $r(\theta) \geq r(\theta+\pi)$ whenever $|\theta-\varphi| \leq \pi / 2$.

From this, it is easy to obtain the following lemma.

Lemma 97. Suppose that we have three discs of radius $r$ whose centres are all within distance 1 of each other, at least distance $\sqrt{2} r$ from a corner, and such that the closest of them is distance $d$ from the boundary. Then the area of the union of the pairwise intersections of the discs is at least $\frac{1}{2} \pi r^{2}-\frac{1}{2} \pi+\Omega(d r)$.

Sketch of Proof. Let the centres of the three discs be $u, v$ and $w$, where $u$ is closest to the boundary. Let $\ell$ be the line through $u$ parallel to the nearest boundary. For a point $O$ on the line $\ell$ write $\varphi_{1}, \varphi_{2}$ and $\varphi_{3}$ for the angular coordinates of $u, v$ and $w$ respectively measured with origin $O$ such that the closest point to $O$ on the boundary has angular coordinate $-\pi / 2$. Note that it is possible to choose $O$ such that for each value of $\theta$ with $0 \leq \theta \leq \pi,\left|\theta-\varphi_{i}\right| \leq \pi / 2$ for at least two of the three values of $i$.

Consequently, by Lemma 96, for each value of $\theta$ with $0 \leq \theta \leq \pi$, for at least two values of $i$,

$$
R_{i}(\theta) \geq R_{i}(\theta+\pi) .
$$

Thus, combining this with Lemma 65, which shows that

$$
R_{i}(\theta)+R_{i}(\theta+\pi) \geq 2 \sqrt{r^{2}-1},
$$

we see that for each $\theta$ such that $0 \leq \theta \leq \pi$, there exists two values of $i$ such that $R_{i}(\theta) \geq \sqrt{r^{2}-1}$. Therefore, writing $R(\theta)$ for the middle value of $R_{1}(\theta), R_{2}(\theta)$ and $R_{3}(\theta)$, we see that $R(\theta) \geq \sqrt{r^{2}-1}$. The conclusion then follows immediately much as in Lemma 66 .

From this it is straightforward to deduce the following lemma in the same way that we deduce Lemma 67 from Lemma 66, only we must replace Proposition 57 by Proposition 89

Lemma 98. Let $G=G(n, A)$, then whp one of the following holds simultaneously for each triple of points all of whose pairwise distances are at most 1 and all of which are at least distance $\sqrt{2} r$ from a corner:

- if all three of the points are distance at least $2 r$ from the boundary, then the union of the pairwise intersections of the discs of radius $r$ about each of them contains at least 16 points
- if all three of the points are distance at least distance $\rho$ and one is at least distance $2 r$ from the boundary, then the union of the pairwise intersections of the discs of radius $r$ about each of them contains at least $4 M c^{2}$ points
- if one of the points is at most distance $\rho$ from the boundary, then the union of the pairwise intersections of the discs of radius $r$ about each of them contains at least 9 points.

Now, we explain how to extend Lemma 71 to the box. Broadly speaking, the idea is that the proof of Lemma 70 given extends with no trouble provided that either the directed line segment $x_{1} x_{3}$ points away from the boundary, or the angle between the line $x_{1} x_{3}$ and the boundary is small. Otherwise, $x_{1}$ is forced to be reasonably far from the boundary-of the order of $\Omega\left(d_{13}\right)$ —and consequently the area of $B\left(x_{1}, r\right) \cap B\left(x_{2}, r\right)$ is sufficiently larger than the area of $B\left(x_{3}, d\left(x_{1}, x_{3}\right)\right)$.

Lemma 99. Suppose $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ is an attacking quadruple with all four points at least distance $2 r$ from the corners. Then,

$$
\left(B\left(x_{1}, r\right) \cap B\left(x_{2}, r\right)\right) \cup\left(B\left(x_{3}, r\right) \cap B\left(x_{4}, r\right)\right) \backslash B\left(x_{1}, d\left(x_{1}, x_{3}\right)\right) \geq \frac{1}{2} A+\frac{1}{100} r \rho
$$

Sketch of Proof of Lemma 99. Measuring in polar coordinates with origin $x_{1}$ with the $\theta=0$ line in the direction of $x_{3}$, if the rays with $0 \leq \theta \leq \pi / 3$ do not meet the boundary closest to $x_{1}$ then we are done with the same proof. Additionally, we may assume by symmetry that the line from $x_{1}$ to the nearest point on the closest boundary has angular coordinate in $[-\pi / 2,0]$. Let $\alpha$ be the angle between the $\theta=0$ ray and the nearest side of the boundary (see Figure 3.8). We split into two cases: either $\alpha \geq \pi / 6$, or not.

In the former case, writing $d=d\left(x_{1}, \partial S_{n}\right)$, we first show that $B\left(x_{1}, r\right) \cap B\left(x_{2}, r\right)$ has area at least $\frac{1}{2} A+\frac{9}{10} r d$. By the angle constraint, and since $d_{13} \geq 400 d_{12}$, we have $d\left(x_{1}, \partial S_{n}\right) \geq \frac{1}{2} d_{13} \geq 200 d_{12}$. Then, since $d_{13}<\left(1+\frac{20}{c}\right) \frac{\sqrt{2}}{10} r$, for $c$ large enough $\left(c=10^{4}\right.$ will do) the area of $B\left(x_{1}, r\right) \cap B\left(x_{2}, r\right)$ is at least $\frac{1}{2} \pi\left(r-d_{12}\right)^{2}+\left(r-d_{12}\right) d \geq \frac{1}{2} A-$ $\frac{1}{200} \pi r d+\left(\frac{9}{10}+\frac{1}{200} \pi\right) r d$ as claimed. Now, the area of $\left(B\left(x_{1}, r\right) \cap B\left(x_{2}, r\right)\right) \backslash B\left(x_{1}, d_{13}\right)$ is at least $\frac{1}{2} A+\frac{9}{10} r d-\pi d_{13}^{2} \geq \frac{1}{2} A+\frac{1}{100} r \rho$ as required.

Suppose instead that $\alpha \leq \pi / 6$. In this case, the proof of Lemma 70 may be used to show that $r_{3}(\theta), r_{4}(\theta) \geq r+\eta d_{13}$ for $\pi / 6 \leq \theta \leq \pi / 3$. Consequently, the area of $\left(B\left(x_{3}, r\right) \cap B\left(x_{4}, r\right)\right) \backslash\left(B\left(x_{1}, r\right) \cap B\left(x_{2}, r\right)\right)$ is at least $\frac{1}{4} \pi \eta r d_{13}$. Therefore, the area of $\left(B\left(x_{1}, r\right) \cap B\left(x_{2}, r\right)\right) \cup\left(B\left(x_{3}, r\right) \cap B\left(x_{4}, r\right)\right) \backslash B\left(x_{1}, d_{13}\right)$ is at least $\frac{1}{2} \pi\left(r-d_{12}\right)^{2}+\frac{1}{4} \pi \eta r d_{13}-$ $\frac{1}{2} \pi d_{13}^{2}$. This in turn is at least $\frac{1}{2} \pi r^{2}+\frac{1}{4} \pi \eta r d_{13}-\pi r d_{12}-\frac{1}{2} \pi d_{13}^{2}$. Finally, we note that


Figure 3.8: Configuration of points in Lemma 99 .
for $c$ large enough $\left(c=10^{4}\right.$ will do $), \frac{1}{4} \pi \eta r d_{13} \geq\left(\frac{1}{400}+\frac{1}{2}\left(1+\frac{20}{c}\right) \frac{\sqrt{2}}{10}+\frac{1}{100 \pi}\right) \pi r d_{13} \geq$ $\pi r d_{12}+\frac{1}{2} \pi d_{13}^{2}+\frac{1}{100} r \rho$ completing the proof.

From this, we may deduce the following exactly as in Lemma 71.

Lemma 100. Let $G=G(n, A)$. Then, whp all attacking quadruples at least distance $2 r$ from the corners are good.

Thus we may assume that Conditions $\mathrm{A}^{\prime}$ hold whp, and thus Theorem 40 does indeed hold in the box.

### 3.7 Open questions and concluding remarks

### 3.7.1 Higher powers of Hamilton cycles

Possibly the most interesting open question is what happens in the case of higher powers of Hamilton cycles. For a graph $G$, the $k$-th power of $G$, written $G^{k}$, is the graph with vertex set $V(G)$, in which distinct vertices $u$ and $v$ are joined if their graph distance in $G$ is at most $k$. We write $T_{k}$ for the $k$-th power of a path on $2 k+1$ vertices with its middle vertex as its root, and say a graph is $T_{k}$-local if every vertex occurs as the root of a copy of $T_{k}$. We then make the following conjecture, of which the result of Balogh, Bollobás, Krivelevich, Müller and Walters [6] and Theorem 40 are the special cases $k=1$ and $k=2$ respectively.

Conjecture 101. Suppose that $G=G(n, A)$ is the Gilbert model, then with high probability
$\mathcal{H}(G$ contains the $k$-th power of a Hamilton cycle $)=\mathcal{H}\left(G\right.$ is $T_{k}$-local $)$.

### 3.7.2 Higher dimensions and other $p$-norms

It is natural to generalise the Gilbert model by choosing points using a Poisson process of density 1 in the $d$-dimensional hypercube or $d$-torus (in which opposite faces of dimension $d-1$ are identified) of measure $n$, and joining pairs of points if their distance with respect to a $p$-norm $\|\cdot\|$ (for some $1 \leq p \leq \infty)$ is at most $r$. In [6], Balogh, Bollobás, Krivelevich, Müller and Walters show that whp (3.1), that is

$$
\mathcal{H}(G \text { is Hamiltonian })=\mathcal{H}(G \text { is 2-connected })
$$

holds for all fixed $d \geq 2$ and $1 \leq p \leq \infty$.

We conjecture that Theorem 40 similarly extends to all finite dimensions and all $p$-norms with $1 \leq p \leq \infty$.

Conjecture 102. Suppose that $d \geq 2$ and $1 \leq p \leq \infty$ are fixed, and that $G=G(n, A)$ is the dimensional Gilbert model in the d-dimensional hypercube or d-torus with distance measured by the p-norm. Then whp

$$
\mathcal{H}(G \text { is square Hamiltonian })=\mathcal{H}(G \text { is } T \text {-local })
$$

It is not entirely clear whether our techniques extend to higher dimensions. It is possible that the relationship with packing problems arising from generalising Lemma 55 to higher dimensions could present difficulties.

The main obstacle to extending to other $p$-norms appears to be technical. Namely,
extending various geometric lemmas such as Lemmas 66 and 70 .

### 3.7.3 Robustness

Having found the obstruction to square Hamiltonicity, it is natural to ask how 'robustly' a $T$-local graph is square Hamiltonian. For instance, one could ask how many square Hamilton cycles a $T$-local random geometric graph has whp. See the survey of Sudakov [81] for a general discussion of robustness.

For comparison, we consider Hamiltonicity in the binomial random graph. As remarked in the Subsection 1.2, a.a.s. the Erdős-Rényi random graph process is Hamiltonian once it has minimum degree at least $2-$ a property with (strong) threshold $n p=\log n+\log \log n$. By linearity of expectation it is easy to see that the expected number of Hamilton cycles is $\frac{1}{2}(n-1)!p^{n}=(n p / e)^{n}(1-o(1))^{n}$. Improving upon a result of Cooper and Frieze [19], Glebov and Krivelevich [37] showed that a.a.s. once the Erdős-Rényi random graph process has minimum degree at least two, it has at least $(\log n / e)^{n}(1-o(1))^{n}$ Hamilton cycles.

In the random geometric graph case, though not explicitly stated one can read from [6] that whp once the graph process has minimum degree at least two it must contain at least $(\log n)^{(1-o(1)) n}$ Hamilton cycles. Similarly, since our proof method is similar in all relevant aspects, one may obtain the following.

Theorem 103. With high probability if $r=\mathcal{H}(G$ is $T$-local $)$, then $G\left(n, \pi r^{2}\right)$ contains at least $(\log n)^{(1-o(1)) n}$ square Hamilton cycles.

### 3.7.4 The $k$-nearest neighbour model

Another popular model of a random geometric graph is the $k$-nearest neighbour model. For simplicity we consider only the two dimensional $k$-nearest neighbour model in the box. First, points are chosen, as in the Gilbert model, by a Poisson process of density
one in $S_{n}$. Then, each vertex is joined to its $k$ nearest neighbours with respect to the Euclidean distance.

In the two-dimensional $k$-nearest neighbour model it was shown in [6] that if $G$ is $\kappa$ connected for $\kappa=5 \cdot 10^{7}$ whp, then $G$ has a Hamilton cycle whp. Since this result is certainly not best possible, the case of the square Hamilton cycle in the $k$-nearest neighbour model seems much less of a sensible candidate for enquiry. Nonetheless, we conjecture that there exists a bounded connectivity which whp implies square Hamiltonicity. However, we remark that even this could require new ideas.

## Chapter 4

## Maximising the number of $k$-cycles in a Tournament

### 4.1 Introduction

A tournament is an oriented complete graph. For $k \geq 3$ we say a $k$-cycle in a oriented graph is a cyclically ordered $k$-tuple of distinct vertices in which the direction of the edges between consecutive vertices respects the ordering. Given a tournament $T$, we write $C(T, k)$ for the number of $k$-cycles in $T$, and $C(n, k)$ for the maximum of $C(T, k)$ over all tournaments $T$ on $n$ vertices. Choosing $T$ uniformly at random among tournaments on $n$ vertices, we have $\mathbb{E}[C(T, k)]=\frac{(n)_{k}}{k 2^{k}}=: f(n, k)$-where $(n)_{k}=n(n-1) \cdots(n-k+1)$-and thus $C(n, k) \geq f(n, k)$. Indeed, there are $(n)_{k} / k$ cyclically ordered $k$-tuples, and each induces a $k$-cycle in the direction specified by the cyclic ordering with probability $1 / 2^{k}$.

A well-known result of Kendall and Babington Smith [49] shows that $C(T, 3)$ cannot be much larger than $f(n, 3)$ for any $T$ on $n$ vertices-specifically implying that $C(n, 3) \leq$ $(1+o(1)) f(n, 3)$. In fact they show rather more than this, finding $C(n, 3)$ exactly, showing that it is equal to $f(n, 3)$ up to lower order terms. This raises the question: is it the case that for all $k$ one cannot do better than a random tournament in expectation in
this sense? However, Beineke and Harary [7] showed that it is not the case for $k=4$. In order to state their full result we first give a number of definitions. Throughout we are interested in the asymptotic behaviour for $n$ large and $k$ constant.

With this in mind, we define $c(T, k)=C(T, k) / f(n, k)$ and $c(n, k)=C(n, k) / f(n, k)$, noting that since $C(n, k) \geq f(n, k)$, we have $c(n, k) \geq 1$. We claim that $c(n, k)$ is decreasing in $n$. Given $T$ such that $C(T, k)=C(n, k)$, there must certainly exist a vertex $v$ contained in at most $k C(T, k) / n k$-cycles. Therefore, writing $T^{\prime}$ for the tournament on $n-1$ vertices obtained by removing $v$ from $T$, we see that $C(n-1, k) \geq$ $C\left(T^{\prime}, k\right) \geq\left(1-\frac{k}{n}\right) C(n, k)$, from which the claim follows. Thus we may define $c(k)=$ $\lim _{n \rightarrow \infty} c(n, k)$.

In this notation, the result of Kendall and Babbington Smith 49 implies that $c(3)=1$. Around 25 years later, Beineke and Harary [7] showed that $c(4)=4 / 3$. More than this, they show that $C(n, 4)=C\left(T_{n}, 4\right)$, where $T_{n}$ is the tournament with vertex set $\{0,1, \ldots, n-1\}$ defined as follows. For $n$ odd, include the edge $(i, j)$ if and only if $j-i \in(0, n / 2]$ (viewed as an element and subset of $\mathbb{Z} / n \mathbb{Z}$ respectively). For $n$ even, $T_{n}$ may be obtained by removing any vertex from $T_{n+1}$. More recently, Komarov and Mackey [52] showed that $c(5)=1$.

Since $c(3)=1$ [49], $c(4)=4 / 3[7]$ and $c(5)=1$ [52] it is natural to wonder whether $c(k)=1$ if and only if $k$ is odd. We will see that this is false (see Theorem 109 to follow). Instead we conjecture the following.

Conjecture 104. $c(k)=1$ if and only if $k \not \equiv 0 \bmod 4$.

We prove a number of instances of this, including the 'only if' direction, the cases $k=6$ and $k=7$ of the 'if' direction, and, under a weak additional hypothesis, the 'if' direction in its entirety.

Our first result establishes the 'only if' direction of this conjecture, in particular showing that there are infinitely many $k$ with $c(k)>1$. Note that the case $k=4$ is due to

Beineke and Harary [7]. Following the submission of this thesis, we learned from a personal communication that this result was obtained independently by Savchenko, and appears in work which is unpublished at the time of writing.

Writing $\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}$ for the Riemann zeta function, we define $\tau_{k}=\frac{2\left(2^{k}-1\right) \zeta(k)}{\pi^{k}}$.

Theorem 105. If $k \equiv 0 \bmod 4$, then $c\left(T_{n}, k\right) \rightarrow 1+\tau_{k}>1$. In particular, we have $c(k) \geq 1+\tau_{k}>1$ for $k \equiv 0 \bmod 4$.

For example, for small $k$ we have $\tau_{4}=1 / 3, \tau_{8}=17 / 315$ and $\tau_{12}=1382 / 155925$ (see [5]). As for asymptotics, we note that since $\zeta(k) \rightarrow 1$ as $k \rightarrow \infty, \tau_{k}=(1+o(1)) 2\left(\frac{2}{\pi}\right)^{k}$.

We conjecture that this constant is best possible.

Conjecture 106. If $k \equiv 0 \bmod 4$, then $c(k)=1+\tau_{k}$.

Note that when $k=4$, this follows from the work of Beineke and Harary [7, since $\tau_{4}=1 / 3$. In fact, more than this, Colombo [18] showed that this tournament is the unique maximiser for $k=4$. We conjecture that the same is true for all $k \equiv 0 \bmod 4$.

Conjecture 107. If $k \equiv 0 \bmod 4$, then $C\left(T_{n}, k\right)=C(n, k)$ for $n$ large enough. Moreover, if $T$ is a tournament on $n$ vertices which is not isomorphic to $T_{n}$, then $C(T, k)<$ $C(n, k)$ for $n$ large enough.

However, we remark that with the methods of the present chapter, even proving that $c(k) \rightarrow 1$ as $k \rightarrow \infty$ appears out of reach.

Before stating the remaining results we first give a few more definitions. We say a tournament is regular if every vertex $v$ has $d^{+}(v)=d^{-}(v)=(n-1) / 2$. Note that only tournaments on an odd number of vertices may be regular. For $n$ odd, we then define $C_{\mathrm{reg}}(n, k)$ to be the maximum of $C(T, k)$ over all regular tournaments $T$ on $n$ vertices. Thereafter, we define $c_{\text {reg }}(n, k)=C_{\text {reg }}(n, k) / f(n, k)$ and $c_{\text {reg }}(k)=\lim \sup _{n \rightarrow \infty} c_{\mathrm{reg}}(n, k)$.

Our next result, obtained independently of Savchenko [76] to whom this result is first
due, shows that the other direction of Conjecture 104 holds among regular tournaments. We provide a new and arguably simpler proof using methods which yield a number of interesting and novel consequences. Moreover, we note that the case $k=3$ follows from Kendall and Babington Smith [76], and the case $k=5$ follows from Komarov and Mackey 52].

Theorem 108. If $k \not \equiv 0 \bmod 4$, then $c_{r e g}(k) \leq 1$.

Additionally, we prove two more cases of Conjecture 104 which were previously not known. In particular, showing that the classification of those $k$ for which $c(k)=1$ does not simply depend upon the parity of $k$.

Theorem 109. For $k=6$ and 7, $c(k)=1$.

We note that this is consistent with Conjecture 104 and combined with earlier results and Theorem 105 gives the following.

Corollary 110. Conjecture 104 holds for $k \leq 8$.

In fact, it is possible to relax the regularity assumption in Theorem 108 somewhat. We say a tournament is $\delta$-regular if $\sum_{v}\left(d^{+}(v)-d^{-}(v)\right)^{2} \leq \delta n^{3}$. We remark that, allowing $\delta$ to depend upon $n$, we may easily extend this definition and define $\delta$-regularity of a sequence of tournaments $\left(T_{n}^{\prime}\right)_{n \in \mathbb{N}}$, where $T_{n}^{\prime}$ is a tournament on $n$ vertices. However, as is common we frequently abuse notation and refer only to a tournament $T$, and think of $n$ as varying.

Note that since $d^{+}(v)+d^{-}(v)=n-1$, and the average outdegree is $(n-1) / 2, \sum_{v}\left(d^{+}(v)-\right.$ $\left.d^{-}(v)\right)^{2}$ is related to the 'variance' of the outdegrees. We remark that since the maximum of $\sum_{v}\left(d^{+}(v)-d^{-}(v)\right)^{2}$ over all tournaments on $n$ vertices is $\Theta\left(n^{3}\right)$ (see e.g. Lemma 125), this is a sensible choice of scaling. We then obtain the following extension of Theorem 108 .

Theorem 111. For all $k \not \equiv 0 \bmod 4$ and $\delta=\delta(n)>0$, if $T$ is $\delta$-regular, then $c(T, k) \leq$ $1+O_{k}(\delta)$ for an implicit constant depending only upon $k$.

It is not unreasonable to expect that the tournament with the most $k$-cycles is regular. Since tournaments on an even number of vertices cannot be regular, we say a tournament $T$ is semiregular if half of the out-degrees are $n / 2$, and the other half are $(n-2) / 2$. Then, for $n$ even, writing $C_{\text {semireg }}(n, k)$ for the maximum of $C(T, k)$ over all semiregular tournaments $T$ on $n$ vertices, we define $c_{\text {semireg }}(n, k)=C_{\text {semireg }}(n, k) / f(n, k)$ and $c_{\text {semireg }}(k)=\lim \sup _{n \rightarrow \infty} c_{\text {semireg }}(n, k)$, and make the following conjecture.

Conjecture 112. For all $k, c(n, k)=c_{\text {reg }}(n, k)$ if $n$ is odd, and $c(n, k)=c_{\text {semireg }}(n, k)$ otherwise.

Furthermore, one might expect that sufficiently 'irregular' tournaments cannot have many $k$-cycles. In this vein, we say a tournament $T$ is $\delta$-irregular if $\sum_{v}\left(d^{+}(v)-d^{-}(v)\right)^{2}>$ $\delta n^{3}$, and make the following conjecture.

Conjecture 113. For each $k$, and $\delta=\delta(n)>0$, if $T$ is $\delta$-irregular, then $c(T, k) \leq$ $(1-\Omega(\delta)+o(1)) c(n, k)$ for an implicit constant depending only upon $k$.

In conjunction with Theorems 108 and 111, establishing either of these two conjectures would be enough to prove the 'if' statement of Conjecture 104. Moreover, since Theorem 105 proves the 'only if' statement, this would prove Conjecture 104 entirely.

Note that Conjecture 113 implies Conjecture 112 . Indeed, regular and semiregular tournaments minimise $\sum_{v}\left(d^{+}(v)-d^{-}(v)\right)^{2}$ for $n$ odd and even respectively.

The methods used to prove Theorems 108 and 109 allow us to prove Conjecture 113 , and consequently Conjecture 112 , for $k \leq 7$.

Theorem 114. Conjecture 113 holds for $k \leq 7$.

We remark that the cases $k=3, k=4$ and $k=5$ are implied by the work of Kendall and Babbington Smith [49, Beineke and Harary [7, and Komarov and Mackey 52 ] respectively. We provide new and, except for $k=3$, simpler proofs in each of these cases.

In order to prove Theorems 108 and 111 we prove a slightly stronger result (Lemma 119 to follow) with a number of interesting consequences: an exact recursive result and an application to quasi-randomness.

First, the exact recursive result. We define a $k$-circuit to be a cyclically ordered $k$-tuple of possibly repeated vertices in which consecutive vertices in the ordering are distinct and the direction of edges between such consecutive vertices respects the ordering. We write $L(T, k)$ for the number of $k$-circuits in a tournament $T$. We remark that $L(T, k)=0$ for $k \leq 2$, and $L(T, k)=C(T, k)$ for $k \leq 5$. Moreover, note that $C(T, k) \leq L(T, k) \leq$ $C(T, k)+O\left(n^{k-1}\right)$.

When $k$ is odd, we obtain the following exact recursive formula in terms of the circuits of a regular tournament.

Theorem 115. Suppose $k$ is odd, and $T$ is a regular tournament, then

$$
\sum_{i=3}^{k}\binom{k}{i} i 2^{i} L(T, i)=n^{k}
$$

In particular,

$$
C(T, k)=(1+O(1 / n)) \frac{n^{k}}{k 2^{k}} .
$$

Since $L(T, k)=C(T, k)$ for $k \leq 5$, this provides a new proof of the case $k=5$, originally due to Savchenko [76].

The second part of this result, the assertion that, up to lower order terms, all regular tournaments have the same number of $k$-cycles for $k$ odd, is certainly not true for $k$ even. In fact, when considering which regular tournaments have the most $k$-cycles the behaviour is quite different in the two cases $k \equiv 0 \bmod 4$ and $k \equiv 2 \bmod 4$. Moreover, the behaviour for even $k$ has applications to quasi-randomness of tournaments. We now turn our attention to quasi-randomness.

Following Chung and Graham [17] we say a cyclically ordered $k$-tuple of possibly repeated
vertices, in which vertices which are consecutive with respect to the ordering are distinct, is an even $k$-cycle if an even number of the edges are oriented in the opposite direction to the cyclic ordering, and an odd $k$-cycle otherwise. Chung and Graham were interested in odd and even $k$-cycles in the context of quasi-randomness of tournaments. In [17] they define quasi-randomness in tournaments, in doing so establishing the equivalence of a number of natural definitions. For clarity we say a tournament is quasi-random if (see property $P_{5}$ in [17]) for all $X \subset V$

$$
\sum_{v \in X}| | \Gamma^{+}(v) \cap X|-| \Gamma^{-}(v) \cap X \|=o\left(n^{2}\right)
$$

One may show that all but a vanishing proportion (as $n$ tends to infinity) of tournaments on $n$ vertices have approximately as many even $k$-cycles as odd $k$-cycles. Trivially, if $k$ is odd, then a tournament contains exactly as many even $k$-cycles as odd $k$-cycles, since traversing an even $k$-cycle in the opposite direction yields an odd $k$-cycle and vice versa. With this in mind, writing $L_{\text {even }}(T, k)$ for the number of even $k$-cycles in a tournament $T$, following Chung and Graham [17], and Kalyanasundaram and Shapira [48], we say a tournament satisfies property $\mathcal{P}(k)$ if $L_{\text {even }}(T, k)=(1+o(1)) n^{k} / 2$. In [17], Chung and Graham show that satisfying $\mathcal{P}(4)$ is equivalent to quasi-randomness. More recently, answering a question of Chung and Graham [17], Kalyanasundaram and Shapira 48] showed that for any even $k$, satisfying $\mathcal{P}(k)$ is equivalent to quasi-randomness.

In stark contrast with the case of $k$ odd, we obtain the following.

Theorem 116. If $k$ is even and $T$ is o(1)-regular, then $c(T, k)=1+o(1)$ if and only if $T$ is quasi-random.

In particular, by Theorem 111 this shows that for $k \equiv 2 \bmod 4$ among $o(1)$-regular tournaments, those which are not quasi-random have fewer $k$-cycles than a random tournament has in expectation by a multiplicative factor of $1-\Omega(1)$. Moreover, by Theorem 105 , for $k \equiv 0 \bmod 4$, among $o(1)$-regular tournaments, those which are quasi-
random fall short of maximising the number of $k$-cycles by a multiplicative factor of $1-\Omega(1)$.

We say a tournament satisfies property $\mathcal{C}(k)$ if $C(T, k)=(1+o(1)) \frac{n^{k}}{k 2^{k}}$ and remark that if true Conjecture 112 would imply that satisfying $\mathcal{C}(k)$ for $k \equiv 2 \bmod 4$ is equivalent to quasi-randomness. For $k$ odd, by Theorem 115, this is certainly not true, as regular tournaments are not necessarily quasi-random. Furthermore, for $k \equiv 0 \bmod 4$, it is not true as there exist $\Omega(1)$-irregular tournaments with $(1+o(1)) \frac{n^{k}}{k 2^{k}} k$-cycles. Indeed, it is possible to 'continuously' deform the tournament $T_{n}$ yielding the lower bound $c(k) \geq$ $1+\tau_{k}$ for $k \equiv 0 \bmod 4$, into the transitive tournament with no cycles.

The chapter is organised as follows: in Section 4.2 we prove Theorem 105 , in Section 4.3 we prove Theorems $108,111,115$ and 116 , in Section 4.4 we prove Theorems 109 and 114 .

## $4.2 k \equiv 0 \bmod 4$

In this section we prove Theorem 105 using Fourier analysis on $\mathbb{Z} / n \mathbb{Z}$. We use standard facts and definitions from Fourier analysis without proof, for a more detailed background see [54, 84].

Some of the Fourier analysis would be slightly simpler if instead performed over $\mathbb{R} / \mathbb{Z}$, having approximated by a 'continuous' tournament of sorts. However, as this would introduce its own technical difficulties, and since the differences in the Fourier analysis are merely superficial, we instead work over $\mathbb{Z} / n \mathbb{Z}$, in particular avoiding the need to justify the validity of the continuous approximation. Nonetheless, this introduces a couple of small technical issues of its own, such as a need to be mindful that the definition of $T_{n}$ depends upon the parity of $n$, and most notably, some convergence considerations which in spirit replace the continuous approximation.

We prove the following lemma, from which Theorem 105 follows immediately.

Lemma 117. For $k \geq 2$,

$$
c\left(T_{n}, k\right) \rightarrow \begin{cases}1 & \text { if } k \equiv 1 \bmod 2 \\ 1-\tau_{k} & \text { if } k \equiv 2 \bmod 4 \\ 1+\tau_{k} & \text { if } k \equiv 0 \bmod 4\end{cases}
$$

Proof of Lemma 117. First recall that since $T_{n}$, for $n$ even, is obtained by deleting a vertex from $T_{n+1}$, we have $C\left(T_{n}, k\right)=(1-k / n) C\left(T_{n+1}, k\right)$ by symmetry. Thus, it suffices to consider the limit as $n$ odd tends to infinity.

Let $\psi: \mathbb{Z} / n \mathbb{Z} \rightarrow \mathbb{C}$ be the indicator function of $\{1, \ldots,(n-1) / 2\}$. Given functions $f, g: \mathbb{Z} / n \mathbb{Z} \rightarrow \mathbb{C}$, we define the convolution of $f$ and $g$, written $f * g$, by

$$
(f * g)(x)=\sum_{y \in \mathbb{Z} / n \mathbb{Z}} f(x-y) g(y) .
$$

Moreover, we define the $j$-fold convolution of $f$ written $f_{(j)}$, by $f_{(1)}=f$ and $f_{(j+1)}=$ $f * f_{(j)}$. A walk from a vertex $u$, to a vertex $v$, is a linearly ordered sequence of possibly repeated vertices, beginning with $u$ and ending with $v$, such that consecutive vertices in the ordering are distinct and the direction of edges between them respects the ordering. Now, since $\psi_{(j)}(x)$ counts the number of walks starting at vertex 0 and ending at vertex $x$, by symmetry we have $\psi_{(j)}(0)=j L\left(T_{n}, j\right) / n$. Therefore, since $L\left(T_{n}, k\right)-O\left(n^{k-1}\right) \leq$ $C\left(T_{n}, k\right) \leq L\left(T_{n}, k\right)$, it suffices to show that

$$
\frac{\psi_{(k)}(0)}{n^{k-1}} \rightarrow \frac{1}{2^{k}}\left(1+\frac{\left(1+(-1)^{k}\right) \tau_{k}}{2 i^{k}}\right)
$$

We define the Fourier transform of a function $f: \mathbb{Z} / n \mathbb{Z} \rightarrow \mathbb{C}$, written $\hat{f}$, by $\hat{f}: \mathbb{Z} / n \mathbb{Z} \rightarrow \mathbb{C}$ and

$$
\hat{f}(t)=\sum_{x \in \mathbb{Z} / n \mathbb{Z}} f(x) e^{-2 \pi i t x / n} .
$$

Thus,

$$
\widehat{\psi}(t)= \begin{cases}\frac{n-1}{2} & \text { if } t=0 \\ \frac{e^{-2 \pi i t / n}-e^{-\pi i(n+1) t / n}}{1-e^{-2 \pi i t / n}} & \text { otherwise. }\end{cases}
$$

Now, since the elementary properties of the Fourier transform and convolution give that $\widehat{(f * g)}(t)=\hat{f}(t) \hat{g}(t)$ for all $t \in \mathbb{Z} / n \mathbb{Z}$, writing $\hat{f}^{j}$ for the function $\hat{f}^{j}: \mathbb{Z} / n \mathbb{Z} \rightarrow \mathbb{C}$ with $\hat{f}^{j}: t \mapsto(\hat{f}(t))^{j}$, by the inversion formula

$$
\begin{aligned}
\psi_{(k)}(x) & =\frac{1}{n} \sum_{t \in \mathbb{Z} / n \mathbb{Z}} \widehat{\psi}^{k}(t) e^{2 \pi i x t / n} \\
& =\frac{1}{n}\left(\frac{n-1}{2}\right)^{k}+\frac{1}{n} \sum_{0 \neq t \in \mathbb{Z} / n \mathbb{Z}} \widehat{\psi}^{k}(t) e^{2 \pi i x t / n}
\end{aligned}
$$

and so it suffices to show that

$$
\frac{1}{n^{k}} \sum_{0 \neq t \in \mathbb{Z} / n \mathbb{Z}} \widehat{\psi}^{k}(t) \rightarrow \frac{\left(1+(-1)^{k}\right) \tau_{k}}{2^{k+1} i^{k}}=\frac{\left(1+(-1)^{k}\right)\left(2^{k}-1\right)}{(2 \pi i)^{k}} \zeta(k) .
$$

We claim that

$$
\frac{1}{n^{k}} \sum_{0 \neq t \in \mathbb{Z} / n \mathbb{Z}} \widehat{\psi}^{k}(t) \rightarrow \sum_{\substack{m \in \mathbb{Z} \\ m \text { odd }}} \frac{1}{(m \pi i)^{k}}
$$

and remark that, as the sum on the right-hand side is absolutely convergent, we may sum the terms in any order.

Note that this claim suffices since

$$
\begin{aligned}
\sum_{\substack{m \in \mathbb{Z} \\
m \text { odd }}} \frac{1}{(m \pi i)^{k}} & =\frac{\left(1+(-1)^{k}\right)}{(\pi i)^{k}} \sum_{\substack{m \in \mathbb{N} \\
m \text { odd }}} \frac{1}{m^{k}} \\
& =\frac{\left(1+(-1)^{k}\right)}{(\pi i)^{k}} \sum_{m \in \mathbb{N}}\left(\frac{1}{m^{k}}-\frac{1}{(2 m)^{k}}\right) \\
& =\frac{\left(1+(-1)^{k}\right)}{(\pi i)^{k}} \frac{2^{k}-1}{2^{k}} \sum_{m \in \mathbb{N}} \frac{1}{m^{k}}
\end{aligned}
$$

as required. Thus is remains to prove the claim.

Fix a representative in $(-n / 2, n / 2]$ for each element $t \in \mathbb{Z} / n \mathbb{Z}$. Then we will in fact show $n^{-k} \sum_{\substack{-n / 2<m \leq n / 2 \\ m \neq 0}} \widehat{\psi}^{k}(m) \rightarrow \sum_{\substack{m \in \mathbb{Z} \\ m \text { odd }}} \frac{1}{(m \pi i)^{k}}$.

First note that by L'Hôpital's rule, for $m \neq 0$, as $n \rightarrow \infty$,

$$
\frac{1}{n^{k}} \widehat{\psi}^{k}(m) \rightarrow \begin{cases}0 & \text { if } m \text { even }  \tag{4.1}\\ \frac{1}{(m \pi i)^{k}} & \text { if } m \text { odd }\end{cases}
$$

Thus, broadly, it remains to show that we can 'swap' the two limits.

Define $h_{m}:[0,1] \rightarrow \mathbb{C}$, for $m \neq 0$, by

$$
h_{m}(z)= \begin{cases}z^{k}\left(\frac{e^{-2 m \pi i z}-e^{-m \pi i(1-z)}}{1-e^{-2 m \pi i z}}\right)^{k} & \text { if } z \neq 0, \text { and }-1 / 2 z<m \leq 1 / 2 z \\ \frac{1}{(m \pi i)^{k}} & \text { if } z=0, \\ 0 & \text { otherwise }\end{cases}
$$

noting that $h_{m}$ is continuous at 0 for all $m \neq 0$, and for all $n \in \mathbb{N}, \sum_{m \in \mathbb{Z}} h_{m}(1 / n)=$ $n^{-k} \sum_{m \neq 0,-n / 2<m \leq n / 2} \widehat{\psi}^{k}(m)$. Thus it suffices to show that $\sum_{m \in \mathbb{Z}} h_{m}(z)$ converges uniformly. By the Weierstrass M-test, this is easily achieved. Indeed, it remains to show that there exist $M_{m}$ for $m \in \mathbb{Z}$ such that $\sum_{m \in \mathbb{Z}} M_{m}<\infty$ and $\left|h_{m}(z)\right| \leq M_{m}$ for $z \in[0,1]$. We will show that one may take $M_{m}=1 /|2 m|^{k}$. Firstly, note that for $z=0$, $\left|h_{m}(z)\right|=1 /(m \pi)^{k}$. Therefore, since

$$
\left|h_{m}(z)\right| \leq\left|\frac{e^{-2 m \pi i z}-e^{-m \pi i(1-z)}}{\frac{1}{z}\left(1-e^{-2 m \pi i z}\right)}\right|^{k}
$$

for $z \neq 0$, and since $\left|e^{-2 m \pi i z}-e^{-m \pi i(1-z)}\right| \leq 2$, it is enough to show that $\left|1-e^{i \theta}\right| \geq 2|\theta| / \pi$ for $|\theta| \leq \pi$. Indeed, then $|m z| \leq 1 / 2$ ensures that $\left|\frac{1}{z}\left(1-e^{-2 m \pi i z}\right)\right| \geq 4|m|$ as required. Finally, note that $\left|1-e^{i \theta}\right|=2 \sin (|\theta| / 2)$ for $|\theta| \leq \pi$ and $\sin \chi \geq 2 \chi / \pi$ for $0 \leq \chi \leq \pi / 2$. This completes the proof.

### 4.3 Regular Tournaments

In this section we will prove Theorems $108,111,115$ and 116 .

We begin with a few simple definitions. Write $I_{n}$ for the $n \times n$ identity matrix, and write $0_{n}$ and $J_{n}$ for the $n \times n$ matrices, all of whose entries are 0 and 1 respectivelyoften omitting the subscript when it is clear from context. Moreover, we write $X^{\prime}$ for the transpose of a matrix $X$, defined by $X_{i, j}^{\prime}=X_{j, i}$. Furthermore, we say a matrix is symmetric if $X^{\prime}=X$, and anti-symmetric if $X^{\prime}=-X$. We write $\operatorname{Tr}(X)$ for the trace of a matrix $X$, defined by $\operatorname{Tr}(X)=\sum_{i} X_{i, i}$. Note that the trace is linear, that is, for all $\alpha, \beta \in \mathbb{C}, \operatorname{Tr}(\alpha X+\beta Y)=\alpha \operatorname{Tr}(X)+\beta \operatorname{Tr}(Y)$. Moreover, we note the cyclic property of the trace, that is, for all $n \times n$ matrices $X, Y$ and $Z, \operatorname{Tr}(X Y Z)=\operatorname{Tr}(Y Z X)=\operatorname{Tr}(Z X Y)$. We say a matrix $X$ is trace-free if $\operatorname{Tr}(X)=0$, noting that by the linearity of the trace, and since $\operatorname{Tr}(X)=\operatorname{Tr}\left(X^{\prime}\right)$ for all $n \times n$ matrices $X$, all anti-symmetric matrices are tracefree. We define the Frobenius norm of a matrix $X$, written $\|X\|_{F}$, by $\|X\|^{2}=\sum_{i, j} X_{i, j}^{2}$, noting that $\|X\|^{2}=\operatorname{Tr}\left(X X^{\prime}\right)$. Note that the Frobenius norm is sub-multiplicative, that is, for all $n \times n$ matrices $X$ and $Y,\|X Y\| \leq\|X\|\|Y\|$. Indeed, by the Cauchy-Schwarz inequality,

$$
\begin{aligned}
\|X Y\|^{2} & =\sum_{i, \ell}\left(\sum_{j} X_{i, j} Y_{j, \ell}\right)^{2} \\
& \leq \sum_{i, \ell}\left(\sum_{j} X_{i, j}^{2}\right)\left(\sum_{j} Y_{j, \ell}^{2}\right) \\
& =\|X\|^{2}\|Y\|^{2} .
\end{aligned}
$$

Given a tournament $T$, we write $A=A_{T}$ for the associated adjacency matrix (often
omitting the $T$ when unambiguous), defined as follows:

$$
A_{i, j}= \begin{cases}1 & \text { if }(i, j) \in E(T), \\ 0 & \text { otherwise }\end{cases}
$$

Observe that the symmetric and antisymmetric parts of $A$, that is, $\frac{1}{2}\left(A+A^{\prime}\right)$ and $\frac{1}{2}(A-$ $A^{\prime}$ ), are $\frac{1}{2}(J-I)$ and $\frac{1}{2} D$ respectively, where $D$ is defined as follows:

$$
D_{i, j}= \begin{cases}1 & \text { if }(i, j) \in E(T) \\ -1 & \text { if }(j, i) \in E(T) \\ 0 & \text { otherwise }\end{cases}
$$

With this in mind we define $\frac{1}{2} \Lambda=A+\frac{1}{2} I$ and note that $\Lambda=J+D$.

The objective of this section is to prove Lemma 119 to follow, from which we will deduce Theorems 108, 111, 115 and 116. Before stating Lemma 119, we first record the relationship between $\operatorname{Tr}\left(A^{k}\right), \operatorname{Tr}\left(\Lambda^{k}\right), C(T, k)$ and $L(T, k)$.

Lemma 118. For all tournaments $T$, and all $k \in \mathbb{N}$,

$$
\operatorname{Tr}\left(A^{k}\right)=k L(T, k),
$$

and

$$
\operatorname{Tr}\left(\Lambda^{k}\right)=\sum_{i=3}^{k}\binom{k}{i} i 2^{i} L(T, i) .
$$

In particular,

$$
k 2^{k} L(T, k) \leq \operatorname{Tr}\left(\Lambda^{k}\right) \leq k 2^{k} L(T, k)+O\left(n^{k-1}\right),
$$

and

$$
k 2^{k} C(T, k) \leq \operatorname{Tr}\left(\Lambda^{k}\right) \leq k 2^{k} C(T, k)+O\left(n^{k-1}\right) .
$$

Proof. The first part is straightforward since

$$
\operatorname{Tr}\left(A^{k}\right)=\sum_{i_{1}, \ldots, i_{k}} A_{i_{1}, i_{2}} \cdots A_{i_{k}, i_{1}} .
$$

Then, by the linearity of the trace,

$$
\operatorname{Tr}\left(\Lambda^{k}\right)=\sum_{i=0}^{k}\binom{k}{i} 2^{i} \operatorname{Tr}\left(A^{i}\right),
$$

and since $L(T, i)=0$ for $i \leq 2$, the second part follows from the first. The first pair of inequalities then follow from the fact that $L(T, i)=O\left(n^{i}\right)$. Finally, the second pair of inequalities follow from the fact that $C(T, k) \leq L(T, k) \leq C(T, k)+O\left(n^{k-1}\right)$.

Consequently, for our purposes, it suffices to work with $\operatorname{Tr}\left(\Lambda^{k}\right)$. We now state the key lemma in this section.

Lemma 119. For any tournament $T$, and any $k \in \mathbb{N}$,

$$
\operatorname{Tr}\left(\Lambda^{k}\right)=n^{k}+O\left(n^{k-4}\|J D\|^{2}\right)+\operatorname{Tr}\left(D^{k}\right) .
$$

In particular,

$$
\operatorname{Tr}\left(\Lambda^{k}\right)=n^{k}+O\left(n^{k-4}\|J D\|^{2}\right)+ \begin{cases}0 & \text { if } k=1 \bmod 2, \\ -\left\|D^{k / 2}\right\|^{2} & \text { if } k=2 \bmod 4, \\ \left\|D^{k / 2}\right\|^{2} & \text { if } k=0 \bmod 4 .\end{cases}
$$

Note the following simple consequence, from which we will deduce Theorems 108 and 115 .

Corollary 120. If $T$ is a regular tournament, then

$$
\operatorname{Tr}\left(\Lambda^{k}\right)=n^{k}+ \begin{cases}0 & \text { if } k=1 \bmod 2 \\ -\left\|D^{k / 2}\right\|^{2} & \text { if } k=2 \bmod 4 \\ \left\|D^{k / 2}\right\|^{2} & \text { if } k=0 \bmod 4\end{cases}
$$

Proof. Since $J D=0$ for $T$ regular, this follows immediately from Lemma 119 .

Alternatively, this may be easily proved directly since $\Lambda^{k}=J^{k}+D^{k}$ whenever $T$ is regular. We now prove Theorems 108 and 115 .

Proof of Theorem 108. By Corollary 120 , if $k \not \equiv 0 \bmod 4$, then $\operatorname{Tr}\left(\Lambda^{k}\right) \leq n^{k}$, and the result follows by Lemma 118 .

We remark that the corresponding lower bound also follows from Corollary 120 in the case that $k$ is odd.

Proof of Theorem 115. An immediate consequence of Lemma 118 and Corollary 120 .

We now turn our attention to Theorems 111 and 116 . Note that $\|J D\|^{2}=n \sum_{v}\left(d^{+}(v)-\right.$ $\left.d^{-}(v)\right)^{2}$.

Proof of Theorem 111. This follows immediately from Lemma 119 and the observation that if $T$ is $\delta$-regular, then $\|J D\|^{2} \leq \delta n^{4}$.

Proof of Theorem 116. This follows from Lemma 119 since $\operatorname{Tr}\left(D^{k}\right)=k L_{\text {even }}(T, k)-$ $k L_{\text {odd }}(T, k)$.

Now we give the proof of Lemma 119 .

Proof of Lemma 119 . For the first part it suffices to show that upon expanding $\Lambda^{k}=$ $(J+D)^{k}$, each term containing at least one $J$ and at least one $D$ has magnitude at most
$n^{k-4}\|J D\|^{2}$. Indeed, the first part then follows since there are precisely $2^{k}-2$ such terms and $\operatorname{Tr}\left(J^{k}\right)=n^{k}$. For the second part note that, for $k$ odd, $D^{k}$ is anti-symmetric and hence trace-free. For $k$ even, we have $D^{k}=(-1)^{k / 2} D^{k / 2}\left(D^{k / 2}\right)^{\prime}$.

By the cyclic property of the trace, the trace of every term containing at least one $J$ and at least one $D$ may be expressed as $\operatorname{Tr}\left(J^{a_{1}} D^{b_{1}} \ldots J^{a_{\ell}} D^{b_{\ell}}\right)$ for some $a_{1}, \ldots, a_{\ell}, b_{1}, \ldots, b_{\ell}$ such that $a_{i}, b_{i} \geq 1$ for all $1 \leq i \leq \ell$ and $\sum_{i} a_{i}+\sum_{i} b_{i}=k$. Note that if $X$ is antisymmetric, then $J X J=0$. Thus, without loss of generality, we may assume the $b_{i}$ are even. Since $\operatorname{Tr}(J X J Y)=\operatorname{Tr}(J X) \operatorname{Tr}(J Y)$ for matrices $X$ and $Y$,

$$
\operatorname{Tr}\left(J^{a_{1}} D^{b_{1}} \cdots J^{a_{\ell}} D^{b_{\ell}}\right)=\prod_{i} \operatorname{Tr}\left(J^{a_{i}} D^{b_{i}}\right)
$$

Moreover, since $J^{2}=n J$,

$$
\prod_{i} \operatorname{Tr}\left(J^{a_{i}} D^{b_{i}}\right)=n^{\sum_{i}\left(a_{i}-2\right)} \prod_{i} \operatorname{Tr}\left(J D^{b_{i}} J\right) .
$$

Now, since $D^{b_{i}}=(-1)^{b_{i} / 2} D^{b_{i} / 2}\left(D^{b_{i} / 2}\right)^{\prime}$, we have

$$
\begin{aligned}
n^{\sum_{i}\left(a_{i}-2\right)} \prod_{i} \operatorname{Tr}\left(J D^{b_{i}} J\right) & =(-1)^{\sum_{i} b_{i} / 2} n^{\sum_{i}\left(a_{i}-2\right)} \prod_{i} \operatorname{Tr}\left(J D^{b_{i} / 2}\left(J D^{b_{i} / 2}\right)^{\prime}\right) \\
& =(-1)^{\sum_{i} b_{i} / 2} n^{\sum_{i}\left(a_{i}-2\right)} \prod_{i}\left\|J D^{b_{i} / 2}\right\|^{2}
\end{aligned}
$$

By the sub-multiplicativity of the Frobenius norm, and since $\|D\|^{2} \leq n^{2}$, we have $\left\|J D^{b_{i} / 2}\right\|^{2} \leq\|J D\|^{2}\|D\|^{b_{i}-2} \leq n^{b_{i}-2}\|J D\|^{2}$ and thus

$$
\left|(-1)^{\sum_{i} b_{i} / 2} n^{\sum_{i}\left(a_{i}-2\right)} \prod_{i}\left\|J D^{b_{i} / 2}\right\|^{2}\right| \leq n^{\sum_{i}\left(a_{i}+b_{i}-4\right)}\|J D\|^{2 \ell} .
$$

Finally, since $\|J D\|^{2} \leq n^{4}$, and $\sum_{i}\left(a_{i}+b_{i}\right)=k$,

$$
n^{\sum_{i}\left(a_{i}+b_{i}-4\right)}\|J D\|^{2 \ell} \leq n^{k-4}\|J D\|^{2}
$$

and the result follows.

### 4.4 The cases $k=6$ and $k=7$

In this section we prove Theorems 109 and 114 . Note that since $k 2^{k} C(T, k) \leq \operatorname{Tr}\left(\Lambda^{k}\right)$ (see Proposition 118), in order to show that $c(k)=1$ for a specific value of $k$, it suffices to show that $\operatorname{Tr}\left(\Lambda^{k}\right) \leq n^{k}$ for all tournaments $T$. Moreover, since $\|J D\|^{2}=n \sum_{v}\left(d^{+}(v)-\right.$ $\left.d^{-}(v)\right)^{2}, \delta$-irregularity implies that $\|J D\|^{2}>\delta n^{4}$ and therefore, in order to prove that $c(T, k) \leq(1-\Omega(\delta)+o(1)) c(n, k)$ for all $\delta$-irregular tournaments, it suffices to show that $\operatorname{Tr}\left(\Lambda^{k}\right) \leq n^{k}-\Omega\left(n^{k-4}\|J D\|^{2}\right)$ for any tournament.

Before turning our attention to the cases $k=6$ and $k=7$, we give new proofs of case $k=3$ of Conjecture 113 and a new and simpler proof of Conjecture 104 when $k=5$.

We will make use of the following simple lemma.

Lemma 121. For all tournaments $T$,

$$
\begin{aligned}
& \operatorname{Tr}\left(\Lambda^{3}\right)=n^{3}-3 n^{-1}\|J D\|^{2} \\
& \operatorname{Tr}\left(\Lambda^{4}\right)=n^{4}-4\|J D\|^{2}+\left\|D^{2}\right\|^{2} \\
& \operatorname{Tr}\left(\Lambda^{5}\right)=n^{5}-5 n\|J D\|^{2}+5 n^{-1}\left\|J D^{2}\right\|^{2} \\
& \operatorname{Tr}\left(\Lambda^{6}\right)=n^{6}-6 n^{2}\|J D\|^{2}+\left(3 n^{-2}\|J D\|^{4}+6\left\|J D^{2}\right\|^{2}\right)-\left\|D^{3}\right\|^{2} \\
& \operatorname{Tr}\left(\Lambda^{7}\right)=n^{7}-7 n^{3}\|J D\|^{2}+\left(7 n^{-1}\|J D\|^{4}+7 n\left\|J D^{2}\right\|^{2}\right)-7 n^{-1}\left\|J D^{3}\right\|^{2}
\end{aligned}
$$

Proof. These equalities follow, upon expanding $\Lambda^{k}$, from: the definition of the Frobenius norm in terms of the trace; the cyclic property of the trace; and since $J X J=0$ for $X$
anti-symmetric; and since $J^{2}=n J$.

Corollary 122. For all tournaments $T$,

$$
\begin{aligned}
& \operatorname{Tr}\left(\Lambda^{3}\right)=n^{3}-3 n^{-1}\|J D\|^{2}, \\
& \operatorname{Tr}\left(\Lambda^{4}\right)=n^{4}-4\|J D\|^{2}+\left\|D^{2}\right\|^{2}, \\
& \operatorname{Tr}\left(\Lambda^{5}\right) \leq n^{5} .
\end{aligned}
$$

In particular Conjecture 113 follows when $k=3$, and the weaker Conjecture 104 follows when $k=5$.

Sketch of proof. When $k=3$ Conjecture 113 follows immediately from the observation at the beginning of this section. Whereas, when $k=5$ Conjecture 104 follows from the sub-multiplicativity of the Frobenius norm, since this and the fact that $\|D\|^{2}=n(n-1)$ imply that $\left\|J D^{2}\right\|^{2} \leq\|J D\|^{2}\|D\|^{2} \leq n^{2}\|J D\|^{2}$.

We now address Conjecture 113 in the cases $k=5$ and $k=6$, and after introducing one more idea, in the case $k=7$. We will make extensive use of the following result. This gives an improvement on sub-multiplicativity in a particular case of interest. Writing $\|v\|_{2}$ for the Euclidean norm of $v \in \mathbb{C}^{n}$, defined by $\|v\|_{2}^{2}=\sum_{i}\left|v_{i}\right|^{2}$, we define the 2-norm (in some fields more commonly referred to as the operator norm) of an $n \times n$ matrix $X$, written $\|X\|_{2}$ by

$$
\|X\|_{2}=\sup _{0 \neq v \in \mathbb{C}^{\circledR}} \frac{\|X v\|_{2}}{\|v\|_{2}} .
$$

Lemma 123. For all $n \times n$ matrices $X$ and $Y$,

$$
\|X Y\|_{F}^{2} \leq\|X\|_{F}^{2}\left\|Y^{\prime}\right\|_{2}^{2}
$$

In particular, when $Y$ is anti-symmetric, since then $\left\|Y^{\prime}\right\|_{2}^{2} \leq \frac{1}{2}\|Y\|_{F}^{2}$,

$$
\|X Y\|_{F}^{2} \leq \frac{1}{2}\|X\|_{F}^{2}\|Y\|_{F}^{2}
$$

Proof. Given an $n \times n$ matrix $Z$, we write $Z_{i, \text {, and }} Z_{\text {.,i }}$ for the $i$-th row and column vector of $Z$ respectively. Then,

$$
\begin{aligned}
\|X Y\|_{F}^{2} & =\sum_{1 \leq i, j \leq n}(X Y)_{i, j}^{2} \\
& =\sum_{i=1}^{n}\left\|Y^{\prime} X_{\cdot, i}^{\prime}\right\|_{2}^{2} \\
& \leq \sum_{i=1}^{n}\left\|Y^{\prime}\right\|_{2}^{2}\left\|X_{\cdot, i}^{\prime}\right\|_{2}^{2} \\
& =\|X\|_{F}^{2}\left\|Y^{\prime}\right\|_{2}^{2} .
\end{aligned}
$$

For the second part note that, for every anti-symmetric matrix $Y$, there exists an orthogonal matrix $Q$ such that $Y=Q \Delta Q^{\prime}$ for $\Delta=D_{1} \oplus \cdots \oplus D_{r} \oplus D_{r+1}$ block diagonal, where $D_{r+1}$ is a (possibly absent) zero block, and $D_{i}=\left(\begin{array}{cc}0 & \lambda_{i} \\ -\lambda_{i} & 0\end{array}\right)$ for $\lambda_{i}$ real positive and such that $\lambda_{i} \geq \lambda_{j}$ for $i \leq j$. Thus, since both $\|\cdot\|_{F}^{2}$ and $\|\cdot\|_{2}^{2}$ are invariant under orthogonal changes of basis, we have $\left\|Y^{\prime}\right\|_{2}^{2}=\lambda_{1}^{2} \leq \frac{1}{2} \sum_{i} 2 \lambda_{i}^{2}=\frac{1}{2}\|Y\|_{F}^{2}$ and the result follows.

This is enough to prove Conjecture 113 and consequently Conjectures 104 and 112 when $k=5$ and $k=6$, but only Conjecture 104 when $k=7$. In order to prove Conjecture 113 when $k=7$ we require one more slight improvement.

Corollary 124. For all tournaments $T$,

$$
\begin{aligned}
\operatorname{Tr}\left(\Lambda^{5}\right) & \leq n^{5}-\frac{5}{2} n\|J D\|^{2}, \\
\operatorname{Tr}\left(\Lambda^{6}\right) & \leq n^{6}-\frac{3}{2} n^{2}\|J D\|^{2}-\left\|D^{3}\right\|^{2}, \\
\operatorname{Tr}\left(\Lambda^{7}\right) & \leq n^{7} .
\end{aligned}
$$

In particular Conjecture 113 follows when $k=5$ and $k=6$.

Proof. An immediate consequence of Lemmas 121 and 123 .

The following upper bound on $\|J D\|^{2}$ allows us to prove Conjecture 113 when $k=7$.

Lemma 125. For all tournaments $T$

$$
\|J D\|^{2} \leq \frac{1}{3} n^{2}\left(n^{2}-1\right)
$$

with equality if and only if $T$ is isomorphic to the transitive tournament-the tournament with edge set $\{(i, j): 1 \leq i<j \leq n\}$ (and vertex set $\{1, \ldots, n\}$ ).

Proof. Note that $\|J D\|^{2}=\operatorname{Tr}\left(J D D^{\prime} J\right)=n \operatorname{Tr}\left(J D D^{\prime}\right)$. Write $D_{* j}$ for the sum of the $j$ th column of $D$, noting that $(J D)_{i, j}=D_{* j}$ and $\sum_{j=1}^{n} D_{* j}=\sum_{1 \leq i, j \leq n} D_{i, j}=0$. Without loss of generality we may assume that $D_{* i} \leq D_{* j}$ for $i \leq j$. Now,

$$
\begin{aligned}
\|J D\|^{2} & =n \sum_{1 \leq i, j \leq n} D_{* j} D_{i, j} \\
& =n \sum_{1 \leq i<j \leq n} D_{* j} D_{i, j}+D_{* i} D_{j, i} \\
& =n \sum_{1 \leq i<j \leq n}\left(D_{* j}-D_{* i}\right) D_{i, j} \\
& \leq n \sum_{1 \leq i<j \leq n}\left(D_{* j}-D_{* i}\right) \\
& =n \sum_{1 \leq i \leq n}((i-1)-(n-i)) D_{* i} \\
& =2 n \sum_{1 \leq i \leq n} i D_{* i} .
\end{aligned}
$$

Where the first inequality follows since $D_{* j}-D_{* i} \geq 0$ for $i<j$ and $D_{i, j} \leq 1$ for all $i$ and $j$. This last quantity is maximised precisely when $D_{* i}=2 i-(n+1)$, that is, if and only if $T$ is (isomorphic to) the transitive tournament.

We may now prove Conjecture 113 for $k=7$.

Lemma 126. For all tournaments $T$

$$
\operatorname{Tr}\left(\Lambda^{7}\right) \leq n^{7}-\frac{7}{6} n^{3}\|J D\|^{2}
$$

Proof. An immediate consequence of Lemmas 121, 123 and 125 .

### 4.5 Open questions and closing remarks

Of course the most pressing question is if the 'if statement' of Conjecture 104 is true. Recall that, since we deal with the $o(1)$-regular case, proving Conjecture 112 or 113 would suffice.

Beyond that, it would be interesting to know if the lower bound on $c(k)$ for $k \equiv 0 \bmod 4$ from Theorem 105 is indeed best possible as proposed in Conjecture 106, and moreover, if the tournament used to establish this lower bound is the unique maximiser as postulated in Conjecture 107.

Moreover, it is curious to note that this tournament has very few $k$-cycles for $k \equiv$ $2 \bmod 4$. Motivated by a conjecture of Savchenko [76], who posited that this is true for $k=6$, we conjecture that among regular tournaments, this tournament has the fewest such cycles.
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