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Experimental tests of Lorentz symmetry in systems of all types are critical for ensuring that
the basic assumptions of physics are well-founded. Data from all phases of the Sudbury Neutrino
Observatory, a kiloton-scale heavy water Cherenkov detector, are analyzed for possible violations
of Lorentz symmetry in the neutrino sector. Such violations would appear as one of eight possible
signal types in the detector: six seasonal variations in the solar electron neutrino survival probability
differing in energy and time dependence, and two shape changes to the oscillated solar neutrino
energy spectrum. No evidence for such signals is observed, and limits on the size of such effects are
established in the framework of the Standard Model Extension, including 38 limits on previously
unconstrained operators and improved limits on 16 additional operators. This makes limits on all
minimal, Dirac-type Lorentz violating operators in the neutrino sector available for the first time.
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I. INTRODUCTION

Solar neutrinos are produced in the electron flavor. At
the relevant energies, the electron flavor fraction of the

b Present address: Department of Physics and Astronomy, Univer-
sity of Pennsylvania, Philadelphia, PA

c Present address: Lawrence Livermore National Laboratory, Liv-
ermore, CA

d Present address: Department of Physics, Carleton University,
Ottawa, Ontario, Canada

e Present address: SNOLAB, Lively, ON, Canada
f Present address: Institut für Experimentelle Kernphysik, Karl-

sruher Institut für Technologie, Karlsruhe, Germany
g Present address: Rock Creek Group, Washington, DC
h Present address: Center for Experimental Nuclear Physics and

Astrophysics, and Department of Physics, University of Wash-
ington, Seattle, WA

i Present address: Ruprecht-Karls-Universität Heidelberg, Im
Neuenheimer Feld 227, Heidelberg, Germany

j Deceased
k Present address: Research Center for Nuclear Physics, Osaka,

Japan
l Present address: Sanford Underground Research Laboratory,

Lead, SD
m Present address: Department of Physics, University of Winnipeg,

Winnipeg, Manitoba, Canada
n Present address: Black Hills State University, Spearfish, SD
o Present address: Physics Department, Lancaster University,

Lancaster, UK
p Present address: Pelmorex Corp., Oakville, ON
q Present address: GFZ German Research Centre for Geosciences,

Potsdam, Germany
r Present address: Department of Physics, Cornell University,

Ithaca, NY
s Present Address: Department of Physics and Astronomy, Indi-

ana University, South Bend, IN
t Present address: University of South Dakota, Vermillion, SD
u Present address: Department of Physics, University of Liverpool,

Liverpool, UK
v Present address: Department of Physics, Case Western Reserve

University, Cleveland, OH
w Present address: Dept. of Physics, Royal Holloway University of

London, Egham, Surrey, UK
x Present address: Pacific Northwest National Laboratory, Rich-

land, WA
y Present address: Nevada National Security Site, Las Vegas, NV
z Present address: Department of Physics, University of Califor-

nia, Davis, CA
aa Present address: Department of Physics and Astronomy, Univer-

sity of Sussex, Brighton, UK
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active solar neutrino flux after it has propagated to the
Earth is roughly 1/3. The Sudbury Neutrino Observa-
tory (SNO) [1] was able to make a precise measurement
of this flavor fraction through its distinct flavor-tagging
[2] and flavor-neutral [3] detection channels.

Lorentz symmetry is one of the underlying assump-
tions on which the Standard Model of particle physics
is built. However, the degree to which this symmetry is
respected is an experimental question, and searches for
its violation are motivated by numerous high energy the-
ories, including many approaches to quantum gravity [4].

If Lorentz symmetry is slightly broken in the neu-
trino sector, one would expect that neutrinos propagating
in different directions would behave slightly differently.
This could result in a change in the electron neutrino
survival probability as a function of direction of propa-
gation. Over the course of a year, the propagation direc-
tion of solar neutrinos detected at SNO rotated through
a full circle, following the Earth in the frame of the Sun.
SNO was therefore sensitive to such Lorentz violations
as a time-of-year variation in the electron neutrino sur-
vival probability. This paper reviews the theory needed
to understand how precisely to predict what would be
observed in SNO and presents an analysis searching for
such effects.

This paper is organized as follows. In section II we
discuss the SNO detector. Section III reviews the the-
oretical basis of the measurement, introducing Lorentz
symmetry violations in the neutrino sector in the context
of the Standard Model Extension (SME) [5, 6]. In section
IV, we discuss some conventional effects that could give
rise to similar behavior. Section V presents the analy-
sis technique, a likelihood fit of the solar neutrino signal
that includes a Lorentz violation component during the
full seven-year running period of SNO. The results are
presented in section VI, and section VII concludes.

II. SNO DETECTOR

The Sudbury Neutrino Observatory was a heavy water
Cherenkov detector, located at a depth of 2100 m (5890
m.w.e.) in Vale’s Creighton mine, near Sudbury, Ontario.
The detector consisted of a number of nested volumes, il-
lustrated in Fig. 1. At the center were 1000 metric tons
of 2H2O (hereafter D2O or heavy water) held in a 12-
m diameter spherical acrylic vessel (AV), shown in blue
in Fig. 1. Outside this was a 17.8 m diameter geodesic
support structure (PSUP), which held the 9456 20-cm
photomultiplier tubes (PMTs). Each PMT was fitted
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FIG. 1. (Color online) The SNO detector.

with a light concentrator, which increased the effective
coverage of the detector to 55% [7]. The entire detector
was suspended in a barrel-shaped cavity filled with ultra-
pure light water to act as shielding against background
radiation.

SNO was sensitive to three solar neutrino interaction
channels:

νe + d → p + p + e− – 1.44 MeV (CC) ,

ν + d → p + n + ν – 2.22 MeV (NC) ,

ν + e− → ν + e− (ES) .

The neutral current (NC) interaction couples to neutri-
nos of all flavors equally and allowed an inclusive mea-
surement of the active solar neutrino flux. The charged
current (CC) and elastic scattering (ES) interactions cou-
ple exclusively (CC) or preferentially (ES) to the electron
flavor neutrino, which allowed the solar electron neutrino
survival probability to be measured.

The SNO experiment had three operational phases
with different NC interaction detection techniques. In
Phase I, the detector was filled with ultrapure heavy wa-
ter, and the neutron liberated in the NC process was ob-
served through its capture on deuterium. The detection
rate for NC events was considerably boosted in Phase II
by dissolving NaCl in the heavy water. This enabled neu-
tron capture on chlorine, which has a higher capture cross
section and produces a higher-energy signal more easily
distinguished from backgrounds. In Phase III, a neutral
current detection (NCD) array of 3He-filled proportional
counters was deployed in the detector. These counters
provided an independent measure of the NC event rate.

To evaluate the behavior of these signals in the SNO
detector, we developed a highly detailed microphysical
simulation of the detector, called SNOMAN [1]. This
software was used to simulate data to reflect exactly ex-
perimental conditions at any particular time (for exam-
ple, the trigger thresholds during a particular run). Sam-
ples of Monte Carlo simulations of the various signal and
background events generated with statistics equivalent
to many years of livetime were used extensively in this
analysis.

III. LORENTZ VIOLATION FOR SOLAR
NEUTRINOS

This section provides the theoretical background for
the analysis. We begin by reviewing ordinary solar neu-
trino oscillation before introducing the effects of possible
Lorentz violations.

A. Solar neutrino oscillation

It is well-known that there are three active neutrinos
and that the weak eigenstates |να〉 are mixtures of the
mass eigenstates |νi〉, as related by the PMNS matrix U ,
commonly parameterized in terms of mixing angles.

Neutrinos are produced in nuclear reactions in the Sun
exclusively in the electron neutrino flavor. Above roughly
5 MeV, these neutrinos are then adiabatically converted
nearly completely into the mass state ν2 as they pass
out of the Sun due to the Mikheyev-Smirnov-Wolfenstein
(MSW) or matter effect [8, 9].

Vacuum oscillation effects come to dominate as the
neutrino escapes the Sun but, since the neutrino energy
cannot be resolved on a scale at all comparable to the
number of oscillation lengths travelled from the Sun these
oscillations are averaged over. The adiabatic propagator
within the Sun acts as P̂1 |νi〉 = eiφi |νi〉. The vacuum

oscillation propagator is P̂2 = e−im
2L/2E (in the ultrarel-

ativistic limit). Thus the oscillation probability can be
computed by:

Pβα =
∣∣∣〈να|P̂2P̂1|νβ

〉∣∣∣2
=
∣∣∣〈να|e−im2L/2EP̂1|νβ

〉∣∣∣2
=

∣∣∣∣∣∣
∑
ij

〈
νi|U∗αie−im

2L/2EÛβjP̂1|νj
〉∣∣∣∣∣∣

2

. (1)

Here Û represents the matter-perturbed mixing matrix
relevant for a solar neutrino at its creation. This depends
on both its radial position within the Sun (since it is
electron-density dependent) as well as the energy of the
neutrino in question.
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Applying the adiabatic propagator, we find

Pβα =

∣∣∣∣∣∣
∑
ij

U∗αie
−im2

iL/2EeiφiδijÛβj

∣∣∣∣∣∣
2

=
∑
ij

U∗αiUαjÛβiÛ
∗
βje

i∆m2
jiL/2E+iφij

=
∑
i

∣∣∣UαiÛβi∣∣∣2 . (2)

The last step follows because the phase will average to
zero unless i = j (again, since the phase will vary enor-
mously between neutrinos of very similar energies). Here
∆m2

ij ≡ m2
i −m2

j and φij ≡ φi − φj .

B. Lorentz violation in the neutrino sector

A consistent framework for discussing violations of
Lorentz symmetry was introduced by Kosteleckỳ et al.
[5, 6], in what is called the Standard Model Extension
(SME). This framework includes all possible Lorentz vi-
olating operators of the Standard Model particle fields
while retaining causality and observer independence.
(The theory is invariant under boosts to observers, but
not under boosts to particles.) The SME includes a large
number of such operators, each controlled by a distinct
coefficient determining the size of that effect. This frame-
work has been widely adopted by experimentalists in re-
porting the limits established in a variety of areas [10].

An explication of the SME framework in the neutrino
sector is given in [11]. Here we extend the discussion
of the prediction of the model for solar neutrinos given
in [12] to operators of arbitrary dimension and update the
discussion to use the spherical harmonic decomposition
introduced [11] after it was written.

We assume that the neutrino Hamiltonian is domi-
nated by the usual mass and matter terms, with effects
due to Lorentz violation forming a small perturbation to
the usual dynamics [11]:

δH =
1

|p|

(
aeff − ceff −geff +Heff

−g†eff +H†eff −aTeff − cTeff

)
. (3)

This expression is written in a block matrix form, with
aeff, ceff, geff, and Heff standing for 3 × 3 matrices that
determine the size of Lorentz violating effects, and p is
the neutrino momentum. The upper three coordinates
are for the three flavors of neutrinos, and the lower three
coordinates are for the antineutrinos.

Because it is expected that a and c type terms and
g and H type terms would arise from different underly-
ing physics, and because SNO is sensitive to these terms
at widely different levels, it is reasonable to perform an
analysis for each of these types of terms separately. In
this analysis, we consider only a and c terms and assume

that g and H are negligibly small. We therefore focus ex-
clusively on the upper left (neutrino-neutrino) quadrant
of the Hamiltonian.

Each of these terms can be expanded in a series of
operators of increasing mass dimension, d [11]. For ex-
ample,

aabeff =
∑
djm

|p|d−2
Yjm(p̂)

(
a

(d)
eff

)ab
jm

, (4)

where Yjm are the spherical harmonic functions. This
representation makes it clear that there are in princi-
ple an infinite number of possible effects to consider.
We therefore need a criterion for selecting a subset for
which to search. One particularly straightforward choice
is to consider only renormalizable terms. As the lowest-
dimension operators, these are likely to be the most im-
portant. Some of the renormalizable terms are helicity-
suppressed at leading order, and we do not search for
such effects in this analysis. The remaining terms (the
dominant terms in the minimal SME) are three spherical-

harmonic multipoles of c
(4)
eff and two multipoles of a

(3)
eff

[11]. The correction to the neutrino Hamiltonian we use
is therefore

δH =
∑
jm

Yjm(p̂)(a
(3)
eff )jm −

∑
jm

|p|Yjm(p̂)(c
(4)
eff )jm , (5)

where j is 0 or 1 for the a term and 0, 1, or 2 for the c
term. In principle, m can take integer values between −j
and j. However, there are relationships between different
coefficients which arise from the fact that the coefficients
are Hermitian in flavor space [11]. This reduces the total
number of independent degrees of freedom. For a and c
coefficients, results are typically presented in terms of
the real and imaginary parts of the coefficients with non-
negative m. Since the m = 0 term is real, this results in
a total of 2j + 1 degrees of freedom.

In this analysis, we search for these effects individually,
assuming that all others are zero, as is usual in searches
of this kind (e.g. [13], [14]). Were Lorentz violations ob-
served in a system, a more sophisticated analysis fitting
for multiple types of violations simultaneously would be
desirable.

C. Lorentz violation in solar neutrinos

Since we have assumed that δH is small in compar-
ison to the conventional mass and matter terms, we
can apply perturbation theory and assume that the full
Hamiltonian will be diagonalized by a matrix U , with
U = U (0) + δU . We define for convenience

U = (1 + ξ)U (0) , (6)

so that

δU = ξU (0) . (7)
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Then recognizing that (I + ξ) diagonalizes U (0)δHU (0)†,
we can use ordinary perturbation theory to conclude
that to first order the matrix elements of ξ are given
by the corrections to the eigenstates of H(0). For the
off-diagonal elements,

ξkj =

(
U (0)δHU (0)†)

kj

Ej − Ek
=
∑
αβ

U
(0)
jα U

(0)∗
kβ

Ej − Ek
δHαβ , (8)

where Ei is the energy of the ith unperturbed mass state.
The diagonal elements of ξ are identically zero at first
order.

Combining this expression with Eq. (7), we see

δUiγ =
∑
αβj

U
(0)
jα U

(0)∗
iβ U

(0)
jγ

Ej − Ei
δHαβ . (9)

We can then compute the first order corrections to the
transition probabilities following Eq. (2):

Pβα =
∑
i

∣∣∣∣(U (0) + δU
)
iα

(
Û (0) + δÛ

)
iβ

∣∣∣∣2 (10)

= P
(0)
βα + 2Re

∑
i

U
(0)
iα Û

(0)
iβ

(
U

(0)∗
iα δÛ∗iβ + δU∗iαÛ

(0)∗
iβ

)
.

Plugging in our expression for δU , we then obtain the
correction to the probability:

δP
(1)
βα = 2

∑
γδkl

∣∣∣U (0)
kα

∣∣∣2 Re

(
Û

(0)
kβ

Û
(0)∗
lγ Û

(0)
kδ Û

(0)∗
lβ

Êl − Êk
δHγδ

)

+
∣∣∣Û (0)
kβ

∣∣∣2 Re

(
U

(0)
kα

U
(0)∗
lγ U

(0)
kδ U

(0)∗
lα

El − Ek
δHγδ

)
. (11)

Finally, we substitute Eq. (5) to get our final expression
for the changes to the oscillation probabilities:

δP
(1)
βα = 2

∑
jm

Re

Yjm(p̂)
∑
γδ

((
a

(3)
eff

)γδ
jm
− E

(
c
(4)
eff

)γδ
jm

)∑
kl

(∣∣∣U (0)
kα

∣∣∣2 Û (0)
kβ

Û
(0)∗
lγ Û

(0)
kδ Û

(0)∗
lβ

Êl − Êk
+
∣∣∣Û (0)
kβ

∣∣∣2 U (0)
kα

U
(0)∗
lγ U

(0)
kδ U

(0)∗
lα

El − Ek

) .

(12)

In Eq. (12), the final sum over kl is just a function
of energy that depends on the neutrino mixing angles,
masses, and the matter potential present in the Sun.
However, it is independent of the size of the Lorentz-
violating effects and the propagation direction, which
provides a useful simplification. This function specifies
the (energy-dependent) linear combination of Lorentz-
violating fields to which the experiment is sensitive. Af-
ter factoring out the dominant linear energy dependence,
we denote this by w:

wβαγδ =
2

E

∑
ij

(∣∣∣U (0)
iα

∣∣∣2(Û (0)
iβ

Û
(0)
jγ Û

(0)∗
iδ Û

(0)
jβ

Êj−Êi

)

+
∣∣∣Û (0)
iβ

∣∣∣2(U (0)
iα

U
(0)
jγ U

(0)∗
iδ U

(0)
jα

Ej−Ei

))
. (13)

The survival probability correction can then be written
compactly as:

δP
(1)
βα = Re

∑
jmγδ

Yjm(p̂)wβαγδ

(
E
(
a

(3)
eff

)γδ
jm
− E2

(
c
(4)
eff

)γδ
jm

)
.

(14)
We calculated wγδ for electron neutrino survival over

the energy range relevant for solar neutrinos, namely 1
–20 MeV, using the model parameters defined in Table
I. These weight functions are shown in Fig. 2. It can be
seen that the different contributions become relatively
constant at energies above about 6 MeV, after the MSW
transition has saturated.

ee
μe
τe

ττ

μτ
eτ

eμ

μμ

τμ

FIG. 2. (Color online) Weight functions weeγδ for the various
coefficients as a function of energy. Above 6 MeV, the con-
tributions are reasonably constant. Each color represents a
different flavor pair γδ, as labelled.

D. Independent observables in SNO

For each distinct energy and time behavior (choice of d,
j, and m), there is a group of 9 nearly-degenerate Lorentz
violating coefficients differing only by their weight func-
tion. These have slightly different energy dependencies
at lower energies, where the mixing angles change signif-



6

Mixing Model Parameter Value

sin2 θ13/10−2 2.10 ± 0.11

∆m2
12/10−5 eV2 7.54 ± 0.19

∆m2
23/10−3 eV2 2.48 ± 0.08

TABLE I. Mixing model parameter values used in the analy-
sis. PDG values without input from SNO [15].

icantly as a result of the MSW effect in the Sun.
There are two possible approaches to handling this

near-degeneracy. Either we restrict ourselves to a do-
main in which the signals are truly degenerate, compute
the linear combination of coefficients to which we are sen-
sitive, and set a single limit; or we keep all signals distinct
and try to fit for them simultaneously. Even at the low-
est energy threshold used by SNO (3.5 MeV), the shapes
of the different effects are not obviously resolved. An un-
realistically optimistic sensitivity study showed that the
global correlation of each of the Lorentz-violating param-
eters was at least 0.985. This confirmed that there is no
power to distinguish the different effects. It is therefore
necessary for the analysis to take the other approach,
namely, to search for the single linear combination of
these effects to which the detector is sensitive. For this
analysis, we apply a lower energy threshold of 7 MeV.
This puts us firmly in the regime where the weights are
independent of energy and also reduces the risk of con-
tamination from radioactive backgrounds.

We define the SNO combination of effects as

c
(4)
SNO =

∑
αβ

weeαβ

(
c
(4)
eff

)αβ
, (15)

with a
(3)
SNO defined analogously. With these definitions,

the probability simplifies to

δP (1)
ee = Re

∑
jm

Yjm(p̂)

(
E
(
a

(3)
SNO

)
jm
− E2

(
c
(4)
SNO

)
jm

)
.

(16)
It is this expression that is used in practice for fitting the
data.

To zeroth order, aSNO and cSNO can be read off the
plot in Fig. 2, but a more detailed treatment, taking into
account the Standard Solar Model, will be discussed be-
low. For setting limits, the SNO weight combination is
computed using the fit result for each mode separately.
The final results are reported in Table XI.

After grouping the nearly-degenerate parameters into
effective parameters, there are still four parameters of di-
mension 3 and nine of dimension 4. Those of dimension
3 produce signals that cycle at most once per year and
grow linearly with energy. Those of dimension 4 grow
quadratically with energy (and are therefore independent
of the dimension 3 operators) and have signals that cy-
cle at most twice per year. Simple considerations from
Fourier analysis show that there can be at most three

and five independent observables in these two cases. We
therefore decompose the signals into their Fourier modes
and summarize these combinations in Table II.

E. Modeling the signal

SNO was sensitive to neutrino flavor through the ES
and CC interactions. There is no change to the flavor-
blind NC interaction from Lorentz violations, since this is
not affected by the electron neutrino survival probability
(since we are assuming g and H are zero).

To provide intuition about what the signal would look
like in the SNO detector, we propagate the changes to
the survival probability through the nuclear interactions
and detector effects by reweighting the SNO Monte Carlo
data.

The Sun is not homogeneous, so neutrinos coming from
different locations within the Sun will behave slightly dif-
ferently. We model this according to the Standard Solar
Model (BS05(OP)) [16]. As can be seen from Eq. (16),
this only has an effect on the particular linear combina-
tion of coefficients to which we are sensitive and not on
the shape of the signal. The data on the radial distribu-
tion of 8B production and the electron number density
in the Sun, taken from [16], are shown in Fig. 3.

For each SNO 8B Monte Carlo event, we randomly
sampled a solar origin point and used this to calculate
its survival probability for any choice of the mixing pa-
rameters. Templates for the changes to the reconstructed
8B CC and ES energy spectrum for a fixed value of
the mixing parameters (as defined in Table I) and for a

Lorentz-violating coefficient c
(4)
SNO = 10 GeV−2 are shown

in Fig. 4.
These templates are meant only for illustration, and

are not used explicitly in the final fit. The fit instead
uses probability density functions (PDFs) for solar events
which include both the Standard Model and Lorentz vi-
olating effects together. In the fit, the details of the
Standard Solar model are included when the SNO com-
binations are computed, as reported in section VI, since
this is significantly more computationally efficient than
including the effect in the PDFs.

IV. COMPETING EFFECTS

We investigated two known effects that induce seasonal
variations in the solar neutrino flux, since such behavior
could confound the analysis and must be controlled for.
The first of these is the eccentricity of the Earth’s orbit
(ε = 0.0167 [17]), which leads to a 3% annual variation
in the neutrino flux. We compute the Earth’s Keplerian
orbit and explicitly include these effects on the flux and
the Sun-to-Earth direction in our model.

A second competing effect is caused by a difference in
the νe survival probability between day and night due to
the regeneration of νe from matter effects in the Earth.
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TABLE II. Table of independent observables, and the terms in the theory that contribute to each. Ω is the orbital inclination
of the Earth, and ω is the orbital frequency of the Earth.
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FIG. 3. Above: Distribution of 8B production radii. Below:
Solar electron number density as a function of radius, plotted
as Log (base 10) of ne per cm3 per nA. Data taken from [16].

Because the fraction of day and night varies systemati-
cally over the course of the year, it is important to control
for this effect. The effect in a SNO-like detector, aver-
aged over a year, was derived in [18]. This effect depends
only on the local electron number density in the vicinity
of the detector and can be expressed as pnight = pday

1+δ
1−δ

with

δ =
− cos 2θm sin2 2θ

1 + cos 2θm cos 2θ

EV

∆m2
(17)

where V is the matter potential in the vicinity of the de-
tector. In [18] it is shown that V = (1.1 ± 0.1) × 10−10

meV more than covers any errors between the exact re-
sult and this approximation. The shape of this effect is
illustrated in Fig. 5.

In addition to this year-averaged effect, the night-
time survival probability also varies seasonally as differ-
ent parts of the Earth’s interior are probed. Reference
[19] gives an expression for the instantaneous nighttime
survival probability in an adiabatic approximation. We
applied this analytic solution to a simplified version of
the Preliminary Reference Earth Model [20], consisting
of four layers of constant density, to estimate the size of
this seasonal effect. The magnitude of the seasonal effect
is strongly enhanced at stationary points (at midnight
and at the solstices). Fig. 6 shows the nighttime survival
probability at midnight on each night of the year as a
function of neutrino energy. Our model was verified for
consistency with the results in [19] and found to agree at
the level of 10%.

Although the true effect on the neutrino survival prob-
ability is quite substantial, the observed effect is washed
out considerably because of: (i) the kinematic smearing
inherent in the CC and ES processes; (ii) the intrinsic
energy resolution of the detector; and (iii) reductions of
day-to-day variations when averaged over seasonal time
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FIG. 4. (Color online) The eight signal types expected in SNO if a
(3)
SNO = 0.01 GeV−1 and c

(4)
SNO = 10 GeV−2. The figure was

generated by taking the 8B CC and ES Monte Carlo events for the selected runs in Phases I and II and weighing each event by
the correction to the survival probability, then normalizing by the livetime. White areas denote days for which there was no
livetime. LV0, LV1, and LV2 are proportional to E, while the other signals are proportional to E2, and can therefore be seen
to be shifted slightly toward higher energies.

periods. Figure 7 shows the result of convolving this ef-
fect with the detector response. The magnitude of the
effect is reduced roughly by a factor of 5.

Because this effect has a very detailed structure which
is not robust to small changes in the model (e.g. the
Earth density profile), its inclusion in the model used to

fit the data would be liable to introduce an error as large
as the one it intends to remove. We therefore treat this
as a systematic uncertainty. The bias introduced to the
Lorentz violation parameter is negligibly small (3 –9%
of the statistical uncertainty). It also introduces a small
bias to the mixing parameters (about 3% for the solar flux



9

Neutrino Energy (MeV)
1 2 3 4 5 6 7 8 9 10

E
le

ct
ro

n
 N

eu
tr

in
o

 S
u

rv
iv

al
 P

ro
b

ab
ili

ty

0.3

0.35

0.4

0.45

0.5

0.55

FIG. 5. (Color online) Survival probability in day (black) and
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FIG. 6. (Color online) Seasonal variation in the nighttime
survival probability due to changes in electron neutrino regen-
eration in the Earth. During the broad summertime period,
neutrinos traverse only the outermost layers of the Earth and,
except during the summer solstice, the effect averages away
over short timescales. In the winter, contributions from the
denser parts of the Earth become relevant and the time and
energy scales of the effect become more easily resolved by
a SNO-like detector. The period around the winter solstice
is the only time during which neutrinos traverse the (outer)
core.

and 1% for the survival probability). This is because the
actual data are not sampled exactly uniformly across the
year, so using the year-averaged nighttime probability
is not necessarily an accurate estimate of the nighttime
probability observed in the data. This effect is also quite
modest and is not of direct interest to this analysis.
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FIG. 7. (Color online) Seasonal day-night effect after convolv-
ing with detector response. The size of the effect is reduced
considerably. The figure shows an average of Phases I and II.

V. ANALYSIS

We performed a separate likelihood search for each of
the eight possible signal types defined in Table II. Each
fit has three free parameters: sin θ12, the solar 8B flux,
and one Lorentz symmetry violating parameter. The
other mixing parameters are fixed at the levels shown
in Table I, with uncertainties handled as systematics.

A. Data selection

Data selection proceeds in a number of steps. The
data are organized in typically hours-long periods called
runs, and the first step is to select for runs with stable
detector conditions. This analysis uses the same run list
developed for the full analysis of all three phases of the
SNO data [21].

There is also an event-level selection within each run.
These cuts are designed to remove instrumental back-
grounds and eliminate muons and muon-induced back-
grounds from the dataset. Again, for this analysis we
use the same reconstruction corrections, and data clean-
ing and high-level cuts used in [21] for identifying physics
events.

We define a region of interest for the analysis in terms
of effective recoil electron kinetic energy Teff and radial
position r, requiring r < 5.5 m, and 7.0 MeV < Teff <
20 MeV. The low-energy threshold for this analysis was
selected to optimize the sensitivity of the measurement.
The interplay between the loss of signal and growing sys-
tematic uncertainties is summarized in Table III. This
threshold differs signficantly from that used in [21] be-
cause of the different systematic concerns germane to this
analysis, most prominently the time-stability of back-
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Threshold Systematic Statistical Total

5.5 MeV 0.192 0.364 0.411

6.0 MeV 0.158 0.378 0.410

6.5 MeV 0.129 0.387 0.408

7.0 MeV 0.101 0.395 0.408

7.5 MeV 0.076 0.412 0.419

8.0 MeV 0.056 0.422 0.426

TABLE III. Contributions to sensitivity to a
(3)
SNO in units of

GeV−1 as a function of energy threshold. The sensitivity to

c
(4)
SNO is proportional.

ground levels. We discuss these systematic uncertainties
in detail in section V F.

B. Blindness

The data remained blinded during the development of
the analysis by removing events that reconstructed in the
region of interest from the dataset. In this development
period, we studied sideband regions or used Monte Carlo
simulations of the blinded region. Once the analysis was
finalized, the data were unblinded in two stages. The
fit was first run on a one-third statistical subsample to
verify that it behaved as expected on real data before
proceeding to fit the full dataset.

C. Fit

We developed a binned likelihood fit that consists of
three pieces. (1) For Phases I and II, we perform a fit
in energy (Teff), volume-weighted radius (ρ = r3/r3

AV ),
solar angle, and isotropy (β14). (2) For Phase III PMT
data, we perform a fit in energy, radius, and solar an-
gle. For each of these components, the binning of the
observables used were those in [21], but with the lowest-
energy bins excluded. (3) For Phase III NCD data, we
use a constraint from the earlier pulse shape analysis [22]
that determined that 1115 ± 79 NCD events were due to
physics events. This was fit with a model of signal and
background NCD interactions also used in [21].

We considered the impact of many possible system-
atic effects on the analysis, including uncertainties in the
shape and normalization of the PDFs used in fit, time
variations in background event rates, and uncertainties
in the neutrino mixing model. Because we found that the
measurement was ultimately statistically limited, the sys-
tematic error was estimated using a shift-and-refit strat-
egy. These systematics are discussed in detail in section
V F.

D. Backgrounds

Besides instrumental backgrounds which can be easily
removed with data cleaning cuts based on event topol-
ogy, the two main sources of background physics events
are radioactive backgrounds and atmospheric neutrino
interactions. In spite of the very successful efforts to re-
duce radioactivity levels in the detector, some residual
U/Th chain contamination remains. Decays of this ma-
terial lead directly to β’s or γ’s that can Compton scatter
in the detector. These decays are classified as “internal”
if they actually occur within the region of interest or as
“external” if they occur outside the AV but either scatter
into the region of interest or misreconstruct there.

At higher energies, radioactive backgrounds dwindle
in number and importance. The number of events in the
selection used here not caused by 8B solar neutrinos is
estimated to be about 2%, with Phases II and III having
higher background rates than Phase I because of the ad-
ditional materials and poorer energy resolution of those
phases. Estimates of the contributions within the analy-
sis region from signal and background events are shown
in Fig. 8.

Because the backgrounds are such a small contribu-
tion, there is no power in the fit to determine their level,
and their normalizations cannot be floated. Therefore
sideband constraints developed for previous analyses are
used. These include ex-situ assays of activity levels, fits
in sidebands, and constrained modeling [23]. A summary
of the backgrounds and constraints used in the fit are
summarized in Table IV.

E. Bias and pull testing

We generated fake data samples from the Monte Carlo,
weighted according to the neutrino oscillation model be-
ing used with an option to include Lorentz symmetry vi-
olating effects if desired. Two ensembles of 100 such fake
data samples were generated, one group with no Lorentz
violations present, the other with Lorentz violation at the

level of a
(3)
SNO = 3 GeV−1.

The fit was run on these samples and the distribution
of results examined. We found the results, summarized
in Table V, to be completely consistent with an unbiased
result, and the pulls to have appropriate widths.

F. Systematics

Before unblinding the data, we evaluated which if any
of the systematic uncertainties were likely to contribute
significantly to the final limit.

We allowed the normalizations of each of the back-
grounds listed in Table IV to vary. The estimated sys-
tematic uncertainty associated with each is shown. As
can be seen, these all have a negligible impact. This can
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FIG. 8. (Color online) Estimated contributions from signal
(blue) and background (red) events within the analysis re-
gion. The distributions are taken from Monte Carlo. The
left column is a sum of Phases I and II, with panels (from
top) showing energy, solar angle, radius, and β14. The right
column is Phase III with panels (from top) showing energy,
solar angle, radius, and NCD data.

be understood from the fact that adding a few events
spread evenly over the course of the experiment does very
little to mimic a time-varying signal.

In addition, we considered 20 effects that control the
shapes of the various PDFs used in the fit. These effects,
summarized in Table VIII, also have quite small effects
in general.

Among the effects considered, the most concerning is
the possibility that the rate of background events varies
in time. Since this has the potential to mimic a signal, it
is important to provide a constraint on such variations.
Our strategy for handling this issue is discussed next.

Some backgrounds are considered implausible to have
varied over time, such as the rates of radioactive back-
grounds coming from the AV, which had no mechanism
for changing. The background sources for which changes
are considered plausible can be classified conveniently
into externals (from the light water), internals (from the
heavy water), and cosmics.

Time variations in atmospheric neutrino backgrounds
cannot be studied in situ given the very low statistics
available; however, the generation of atmospherics is well-
understood, and at the relevant energies, the annual vari-

Background Phase Constraint Uncertainty Source

(Events) (E) (E2)

AV neutrons I 1.63 ± 0.48 0.001 0.003 [3]

Tl D2O I 1.67 ± 0.76 0.001 0.003 [21]

Bi D2O I 0.91 ± 0.30 0.001 0.003 [21]

atmospherics I 5.51 ± 1.03 0.001 0.003 [21]

Tl h2o I 0.46 ± 0.15 0.001 0.000 [21]

Bi h2o I 0.00 ± 0.01 0.001 0.000 [21]

Tl AV I 0.50 ± 0.50 0.001 0.000

Bi AV I 0.08 ± 0.08 0.001 0.000

AV neutrons II 27.21 ± 9.39 0.003 0.003 [24]

Tl D2O II 22.89 ± 13.20 0.003 0.003 [21]

Bi D2O II 16.22 ± 9.57 0.003 0.003 [24]

atmospherics II 7.62 ± 1.46 0.001 0.003 [21]

Tl h2o II 3.70 ± 1.15 0.001 0.003 [21]

Bi h2o II 1.54 ± 0.37 0.001 0.000 [21]

Tl AV II 6.62 ± 6.62 0.002 0.003

Bi AV II 1.85 ± 1.85 0.002 0.003

Na24 II 2.58 ± 0.63 0.001 0.003 [21]

atmospherics III 6.25 ± 1.24 0.001 0.000 [21]

Ext n III 4.47 ± 2.25 0.001 0.000 [21]

K2 III 2.97 ± 0.48 0.001 0.000 [21]

K5 III 3.61 ± 0.66 0.001 0.000 [21]

D2O PD III 2.10 ± 0.32 0.001 0.000 [21]

NCD PD III 1.79 ± 0.61 0.001 0.000 [21]

atmospherics IIIb 13.60 ± 2.70 0.001 0.000 [21]

Ext n IIIb 40.90 ± 20.60 0.001 0.003 [21]

K2 IIIb 32.80 ± 5.30 0.001 0.000 [21]

K5 IIIb 45.50 ± 8.40 0.001 0.000 [21]

D2O PD IIIb 31.00 ± 4.70 0.001 0.000 [21]

NCD PD IIIb 35.60 ± 12.17 0.000 0.000 [21]

TABLE IV. Background levels and constraints. The overall
normalizations are taken from Appendix D of reference [25],
scaled by the MC ratio of the acceptances of the different
energy thresholds. The uncertainty comes from the indicated
source. Phase IIIb refers to the NCD data, while Phase III
refers to Cherenkov light data. K2 and K5 refer to specific
NCD strings that were observed to be hotter than the rest of
the array. PD stands for photodissociation. The uncertainty
columns show the estimated systematic uncertainty in the
Lorentz violation parameter (as a fraction of the estimated
statistical uncertainty) contributed by the uncertainty in the
normalization of each source of background.

ations are very modest [26].

For the internal and external radioactivity sources, we
defined sidebands in which to investigate the degree to
which these backgrounds are stable in time. To study
external backgrounds, we used a sideband selected by ap-
plying the following cuts: (1) 6.19 m< r < 7.02 m, (2) 3.5
MeV < Teff < 20 MeV, (3) outward-going reconstructed
momentum, (4) -0.12 < β14 < 2 (PMT anisotropy), and
(5) 0.55 < ITR (fraction of prompt hits).
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Parameter Mean RMS

LV Bias 0.005 ± 0.04 0.35 ± 0.03

LV Pull 0.0 ± 0.1 1.2 ± 0.1

sin θ12 Bias 0.0004 ± 0.0010 0.0095 ± 0.0007

sin θ12 Pull 0.028 ± 0.1 0.98 ± 0.07

Flux Bias −0.0021 ± 0.012 0.12 ± 0.01

Flux Pull −0.02 ± 0.1 1.01 ± 0.08

TABLE V. Results of bias and pull testing. LV bias reported
in units of GeV−1; flux bias reported in units of 106 cm−2s−1.
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FIG. 9. Ratio of the number of events observed each day to
the expected number in the light water background sideband
for Phases I and II. On multiple occasions, the background
level rose quickly before gradually dropping as the water was
cleaned through recirculation.

This selection consists of roughly 90% light water ex-
ternal background events, with roughly 5% each of PMT
and AV backgrounds that must remain constant in time.
The events were binned by day and normalized by the
livetime. The result was fitted to a constant plus a time-
varying term according to

y = A(1 +B sin(ωt+ φ)) . (18)

Here A (overall normalization) and B (fractional power
in the particular mode in question) are allowed to float.
ω is set for either a once- or twice-annual cycle, and φ
is either 0 or π/2. The power observed in the relevant
Fourier modes is summarized in Table VI. The data for
Phases I and II are shown in Fig. 9.

To convert the variation levels reported in Table VI
into final numbers used to estimate the systematic un-
certainty of the result, they must be scaled by the frac-
tion of events of interest (external radioactivity) in the
sample, about 0.9. We therefore arrive at an estimate of
15% variations in the external radioactivity levels on the
timescales of interest during Phases I and II.

For Phase III, the analysis was complicated by the fact
that we do not have a reliable energy reconstruction for
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FIG. 10. Livetime-normalized events observed each day in the
light water background sideband during Phase III. The large
excursions observed dominate our systematic uncertainty.

events that spatially reconstruct outside the fiducial vol-
ume. We therefore could not apply the same energy cut
directly. As a proxy for an energy cut, we applied an Nhit

cut at 24. Nhit is the number of inward-looking PMTs ob-
serving a signal during the trigger window. This thresh-
old was determined by looking at Monte Carlo simula-
tions of external events during Phase III. It was expected
that this cut would vary over time, but an examination
of internal backgrounds in Phase III showed that this was
not necessary.

Aside from this change from an energy cut to an Nhit

cut, the Phase III data were handled in the same way as
for the first two phases. A plot of the data is shown in
Fig. 10. These data were also fit with the same kind of
oscillatory model, Eq. (18)). The best fit for each of the
relevant modes is shown in Table VI. Because we were
using Nhit as a proxy for energy, we checked whether the
results depended strongly on the exact value of the Nhit

cut that was used. We found that the results were very
robust to such changes, changing by no more than a few
percent when changing the cut by up to two hits in either
direction. The large (roughly 50%) variations observed
in the external backgrounds in Phase III ultimately dom-
inated the systematic uncertainty and helped to motivate
the choice of energy threshold.

For internal backgrounds, we defined an energy side-
band, accepting events with reconstructed energies 3.5
MeV < Teff < 5.5 MeV and with all other cuts as in the
main analysis.

Since it is not possible to isolate a pure sample of inter-
nal backgrounds (this particular selection is roughly 50%
internals), the fitting procedure for this case was some-
what more complex than for the external sideband. We
used a model in which the solar events were assumed to
be fixed at the expected (oscillated) rate, and the back-
grounds were allowed to float with the form of Eq. (18).
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External Backgrounds Internal Backgrounds

Mode Phases I and II Phase III Phases I and II Phase III

sinωt −9.2% ± 0.5% 34.9% ± 0.3% −4.2% ± 1.2% 0.9% ± 0.9%

cosωt −12.3% ± 0.5% −49.4% ± 0.3% 5.6% ± 1.3% −4.7% ± 0.9%

sin 2ωt −12.5% ± 0.5% 3.7% ± 0.3% 10.0% ± 1.3% −5.8% ± 0.9%

cos 2ωt −4.5% ± 0.5% 7.5% ± 0.3% −9.2% ± 1.3% 3.9% ± 0.9%

TABLE VI. Best fit for variations in relevant Fourier modes for the different sideband samples.
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FIG. 11. Ratio of the number of events observed each day to
the expected number in the internal low energy background
sideband during Phases I and II. Internal backgrounds proved
to be significantly more stable than external backgrounds.

Mode Background Variation Background Norm.

sinωt −4.2 ± 1.2% 91.9 ± 0.8%

cosωt 5.6 ± 1.3% 91.6 ± 0.9%

sin 2ωt 10.0 ± 1.3% 91.5 ± 0.9%

cos 2ωt −9.2 ± 1.3% 91.7 ± 0.8%

TABLE VII. Best fits for the various Fourier modes of the
internal backgrounds during Phases I and II.

A plot of the data is shown in Fig. 11. The best fit
for the fractional variation (B) in each mode, and the
overall normalization of the background rate (A) relative
to the nominal expected rate are summarized in Table
VII. Since the constraints on the backgrounds are all
greater than 10% at 1σ, this level of agreement is quite
satisfactory.

We used the same procedure for the internal back-
grounds for Phase III as well. A plot of the data is shown
in Fig. 12 with the best fit values of the relevant varia-
tions shown in Table VI. Note that the background nor-
malization is not recorded for this case because Monte
Carlo simulations of the low-energy backgrounds were
not available for Phase III.

Since none of these systematic effects contributes an

11000 11100 11200 11300 11400 11500 11600 11700
Julian Day

0

2

4

6

8

10

N
or

m
al

iz
ed

 E
ve

nt
 R

at
e

NCD Internal Sideband

FIG. 12. Ratio of the number of events observed per day to
the expected number in the internal low energy background
sideband during Phase III. Internal backgrounds were signif-
icantly more stable than external backgrounds during Phase
III.

uncertainty approaching the expected statistical uncer-
tainty of the measurement, we decided to treat the sys-
tematics through a shift-and-refit procedure. We fit
the data using PDFs generated with the systematic val-
ues perturbed away from their central value by random
gaussian-distributed amounts in all dimensions simulta-
neously. The RMS of the distribution of fit results using
these perturbed PDFs was then taken to represent the
systematic uncertainty of the measurement. This tech-
nique is attractive because it automatically captures cor-
relations between the impact of the different systematics
on the final result.

VI. RESULTS

The best fit results for each of the eight modes are
shown in Table IX. The projections of the fit are shown
in Fig. 13. The reduced χ2 (11943/8765, p = 0.01) is
dominated by a single event in an unlikely bin. Neglect-
ing that bin, the reduced χ2 is 1.02 (8905/8764, p =
0.30). The data appear uniform and noise-like across all
three phases, see Fig. 14. There is a hint (see Table X)
of short-term variations in total event rate, particularly
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Effect Constraint Error (E) Error (E2)

E Scale (3 phases) 0.0041 0.004 0.006

E Scale (Phase I) 0.0039 0.007 0.003

E Scale (Phase II) 0.0034 0.008 0.003

E Scale (Phase III) 0.0081 0.005 0.011

E Nonlin (3 phases) 0.0069 0.002 0.006

E Resol (Phase I) 0.041 0.006 0.003

E Resol (Phase II e) 0.041 0.006 0.003

E Resol (Phase II n) 0.018 0.006 0.003

β14 Scale (Phase I) 0.0042 0.006 0.003

β14 Scale (Phase II e) 0.0024 0.006 0.003

β14 Scale (Phase II n) 0.0038 0.006 0.003

Dir Scale (Phase III) 0.12 0.006 0.003

n Eff (Phase III) 0.028 0.006 0.003

n Eff (Phase IIIb) 0.024 0.006 0.003

∆m2
12 0.024 0.007 0.003

∆m2
23 0.036 0.007 0.003

Bkg Time Var 0.5 0.255 0.255

Neutrino Hierarchy 0.006 0.003

Earth Matter Pot 0.1 0.006 0.003

Seasonal Day-Night 0.030 0.086

TABLE VIII. Systematic errors arising from uncertainty on
PDF shapes assuming a low energy threshold of 7.0 MeV.
Errors are expressed as a fraction of the statistical 1-σ uncer-
tainty, which is 0.4 GeV−1 for the linear terms and 40 GeV−2

for the quadratic terms.

in the data binned at 5-day intervals, possibly due to
changing background levels or detector conditions, but
these effects appear to wash out on seasonal time scales.

To determine limits on the individual flavor compo-
nents of the Lorentz violation effects, the limits on the
different time-dependent modes shown in Table IX must
be combined with information about the weight coeffi-
cients, as can be seen from Eq. (15). Since the weights
depend on the mixing angles, in principle they should
be recalculated for each fit mode. However, among the
seven fits there were only three distinct best-fit values
for the solar mixing angle. We therefore calculated the
weights for each of these three cases, as shown in Table
XI.

The results in Tables IX and XI cannot simply be di-
vided to attain the limits on the flavor components be-
cause the weights share common systematic uncertainties
with the Lorentz violation signal fit results (for example,
the value of θ13). To correctly account for these cor-
relations, we calculated the limit on the signal and the
weight for each member of the ensemble and determined
the RMS of their ratio.

The limits on the various individual flavor components
(assuming the others are zero) are listed in Tables XII
and XIII. We set limits on 38 previously unconstrained
parameters and set improved limits on 16 additional pa-
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FIG. 13. (Color online) Fit for E2 sin 2ωt term projected
along the various axes. Data shown as points with poisson
errors; filled histogram shows best fit. The left column shows
data for Phases I and II; the right column is for Phase III.
The bottom row shows the data in black points with the fit
result in blue. Since the daily residuals are difficult to see,
they are shown rebinned on longer timescales in Fig. 14.

rameters. For the first time, limits are now available
on every leading-order Lorentz violation operator in the
neutrino sector.

A. Interpretation as energy scale

It is expected that if Lorentz symmetry violations exist
in nature, they would derive from new physics at a high
energy scale. In the simplest cases, effects at low energies
would be suppressed by a factor of

g
mEW

mNP
(19)



15

Mode LV Signal Solar Flux sin θ12

(106 cm−2s−1)

E 7.0+7.2
−7.5

+5.9
−6.7 GeV−1 5.22± 0.27+0.17

−0.22 0.497 +0.088
−0.098

+0.078
−0.078

E sinωt 0.0+7.2
−7.3

+2.1
−2.2 ×10−1 GeV−1 5.15± 0.26+0.14

−0.17 0.577 +0.019
−0.018

+0.010
−0.009

E cosωt 0.2+7.3
−7.4

+2.2
−2.3 ×10−1 GeV−1 5.15± 0.26+0.14

−0.17 0.577 +0.019
−0.018

+0.010
−0.009

E2 3.0+3.3
−3.4

+2.7
−3.1 ×102 GeV−2 5.22± 0.27+0.17

−0.22 0.537 +0.048
−0.049

+0.042
−0.037

E2 sinωt 0.7+6.4
−6.5

+1.7
−1.8 ×101 GeV−2 5.15± 0.26+0.14

−0.17 0.577 +0.019
−0.018

+0.011
−0.008

E2 cosωt −0.2+6.5
−6.6

+1.9
−1.9 ×101 GeV−2 5.15± 0.26+0.14

−0.17 0.577 +0.019
−0.018

+0.010
−0.009

E2 sin 2ωt 5.8+6.5
−6.4

+1.6
−1.8 ×101 GeV−2 5.15± 0.26+0.14

−0.17 0.577 +0.019
−0.018

+0.010
−0.009

E2 cos 2ωt −4.4+6.5
−6.6

+1.7
−1.8 ×101 GeV−2 5.15± 0.26+0.14

−0.17 0.577 +0.019
−0.018

+0.010
−0.009

TABLE IX. Lorentz violation best fit results. The first error is statistical and the second systematic.
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FIG. 14. (Color online) Time residuals of the fit of the full
dataset, binned over 5 (top), 10 (middle), and 30 (bottom)
day periods. The blue points indicate the shape of the signal
for the best fit.

Binning Period χ2/ndf p

5 days 390 / 340 0.07

10 days 203 / 188 0.23

30 days 68 / 66 0.44

TABLE X. χ2/ndf for the time residuals binned on different
time scales. Although there is a hint of short-period changes
to the total event rate, these effects average away on seasonal
time scales. p shows the p-value for rejecting the hypothesis
of the data being constant in time.

relative to electroweak physics [5], where g is a coupling
constant, mEW ≈ 100 GeV is the electroweak mass scale,
and mNP is the mass scale of the new physics. This
provides a kind of benchmark for evaluating the reach of
the limits established here.

Assuming “natural” models should have couplings no
smaller than 0.01, the limits we set here rule out models
of this kind up to mass scales of the order of 1017 GeV.
Of course more complex kinds of models can evade such
limits [31].

B. Comparison to previous SNO analyses

As a cross check of this analysis, we ran a fit in which
Lorentz violations were constrained to be zero. In this
configuration, the fit results for the solar flux and mixing
angle agreed within 1 σ with the previous results of the
full SNO dataset published in [21]. An analysis account-
ing for the non-independence of the two samples showed
no significant evidence of disagreement between the two
analyses. The full analysis of all three phases of SNO
data, reported in [21], used a significantly larger data
set and a more detailed background model and should
still be understood as the definitive analysis of the SNO
dataset.
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Flavor Time Fits E E2

ee 0.289 ± 0.013 ± 0.044 0.230 ± 0.082 ± 0.038 0.261 ± 0.043 ± 0.042

eµ −0.263 ± 0.047 ± 0.026 −0.427 ± 0.250 ± 0.045 −0.347 ± 0.138 ± 0.036

eτ −0.393 ± 0.003 ± 0.098 −0.392 ± 0.005 ± 0.040 −0.394 ± 0.005 ± 0.039

µµ −0.232 ± 0.009 ± 0.038 −0.189 ± 0.059 ± 0.031 −0.212 ± 0.031 ± 0.035

µτ −0.257 ± 0.034 ± 0.045 −0.121 ± 0.196 ± 0.039 −0.189 ± 0.105 ± 0.042

ττ −0.057 ± 0.004 ± 0.007 −0.041 ± 0.023 ± 0.007 −0.042 ± 0.019 ± 0.014

TABLE XI. Estimates for the weight coefficients in units of 10−2 meV−2 (1022 GeV−2). The first error comes from the
uncertainty of the best fit result, the second error is systematic.

Coefficient This Work Previous Limit Ref.

|aee00| 8.8× 10−20 GeV

|aeµ00 | 9.8× 10−20 GeV 9.2× 10−20 GeV [11]

|aeτ00 | 6.5× 10−20 GeV 2.8× 10−19 GeV [*] [13]

|aµµ00 | 8.2× 10−20 GeV 2.2× 10−23 GeV [*] [27]

|aµτ00 | 7.5× 10−20 GeV 5.0× 10−24 GeV [*] [27]

|aττ00 | 2.7× 10−19 GeV 2.2× 10−23 GeV [*] [27]

|aee10| 4.3× 10−21 GeV

|aeµ10 | 4.2× 10−21 GeV 7.1× 10−20 GeV [11]

|aeτ10 | 2.8× 10−21 GeV 5.5× 10−19 GeV [*] [13]

|aµµ10 | 5.4× 10−21 GeV

|aµτ10 | 5.1× 10−21 GeV 1.9× 10−18 GeV [*] [28]

|aττ10 | 2.0× 10−20 GeV

|Re(aee11)| 2.3× 10−21 GeV

|Re(aeµ11 )| 2.2× 10−21 GeV 8.1× 10−20 GeV [11]

|Re(aeτ11)| 1.5× 10−21 GeV 1.3× 10−19 GeV [*] [13]

|Re(aµµ11 )| 2.9× 10−21 GeV 6.9× 10−20 GeV [*] [29]

|Re(aµτ11 )| 2.8× 10−21 GeV 8.8× 10−23 GeV [*†] [14]

|Re(aττ11 )| 1.1× 10−20 GeV

|Im(aee11)| 2.5× 10−21 GeV

|Im(aeµ11 )| 2.5× 10−21 GeV 8.5× 10−20 GeV [11]

|Im(aeτ11)| 1.7× 10−21 GeV 1.3× 10−19 GeV [*] [13]

|Im(aµµ11 )| 3.2× 10−21 GeV 6.9× 10−20 GeV [*] [29]

|Im(aµτ11 )| 3.1× 10−21 GeV 8.8× 10−23 GeV [*†] [14]

|Im(aττ11 )| 1.2× 10−20 GeV

TABLE XII. Comparison to existing limits for a coefficients.

All a’s here refer to a
(3)
eff . All entries without a previous limit

noted were not previously constrained. Limits marked * are
technically set on aL, but can be interpreted as limits on aeff

for reasons already stated. Results marked † are stated at 3σ
CL, all others at 95% CL. Information collected from [10].

VII. CONCLUSION

No evidence of Lorentz symmetry violations was found
in an analysis of the data from all phases of SNO. Lim-

its were established on all minimal, Dirac-type Lorentz
violating operators in the neutrino sector; of these, 38
were previously unconstrained by experiment, and im-
proved limits were set on 16 additional parmeters. The
extensive coverage of the analysis is a consequence of the
use of solar neutrinos, whose flavor changes in the Sun,
due to the matter effect, make them sensitive to effects
in all flavor components. Since the limits are roughly at
the level expected from new physics at the Planck scale,
they provide strong constraints on the possible kinds of
beyond-Standard-Model physics that can be predicted by
future theories.
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