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#### Abstract

Summary A method for determining the reflection and transmission properties of a periodic structure occupying a half-space, previously developed for lattices formed from point scatterers, is generalised to allow for finite size effects. This facilitates the consideration of much higher frequencies (or more precisely, much higher scatterer size to wavelength ratios), and also a wider range of boundary conditions. The method is presented in a general context of linear wave theory, and physical interpretations are given for acoustics, elasticity, electromagnetism and water waves.


## 1. Introduction

In a recent paper (1), the authors developed a new technique for determining the reflection and transmission effects that occur when a wave incident from free space strikes the edge of a periodic structure, such as a crystal. The structure occupies a half-space, so that each row of elements extends to infinity in both directions, but each column is semi-infinite. Applying standard multiple scattering theory (2, chapter 4) to this configuration leads to an infinite system of linear, algebraic equations. This system has very poor convergence properties if the parameters are such that Bloch waves are excited inside the lattice. However, using a process called filtering (see (3)), the effects of the Bloch waves are 'concentrated' into the first few equations. This results in a rapidly convergent system which can be truncated and solved numerically. The solution can then be used to calculate the amplitudes of all modes that make up the scattered field. In addition, the proportion of incident wave energy that is converted into Bloch waves and transmitted into the lattice is easily determined. This is important in applications where periodic structures are used to guide and control wave propagation (see e.g. (4)). For example, band gap filters which limit propagation to certain frequency ranges generally cause some incident wave energy to be lost due to reflection, and the means to predict and minimise these losses is a significant aid to the design process.

The approach taken in (1) was to present the method in the simple case of scattering by a semiinfinite lattice of sound-soft (Dirichlet) cylinders in the low frequency limit, where the scatterer radius is asymptotically small relative to the wavelength. A defining feature of such problems is that each lattice element is treated as an isotropic 'point scatterer', meaning it is associated with a single radiating mode, with an initially unknown complex amplitude. This choice simplifies the algebra somewhat, but it also restricts the applicability of the technique, both in the range of frequencies that can be considered and also the types of boundary condition. In particular, sound-hard (Neumann) and penetrable bodies cannot be modelled as isotropic point scatterers, even if the frequency of the incident field is very low ( $\mathbf{2}$, ch. 8). In this sequel paper, the method from (1) is generalised to allow
for finite size effects, thereby removing both of these limitations. This extension from the point scatterer case to full linear multiple scattering theory turns out to be remarkably straightforward. Each lattice element is now associated with a series of radiating modes, but the filtering process acts individually on each mode, so that much of the analysis from the point scatterer case carries over directly to the finite size problem. In contrast, an earlier approach to scattering by semi-infinite lattices based on $z$ transforms and the Wiener-Hopf technique, which has been used in several point scatterer problems $(\mathbf{5}, \mathbf{6}, \mathbf{7})$, is much more difficult to generalise. The analytical obstacles were overcome in (8) but the resulting numerical scheme is difficult to implement.

The plan of the paper is as follows. The excitation problem is formulated in section 2, and in section 3 we consider a representation of the field using grating modes. This is central to the evaluation of reflection and transmission coefficients, which in turn are required when calculating the proportion of incident field energy transmitted into the lattice. Some of the results needed in these sections were obtained in (8), and we do not repeat their derivations. Before applying the filtering transformation, it is necessary to determine the Bloch vectors for modes that can appear in the far field, deep inside the lattice. Therefore, in section 4, we give brief consideration to the propagation problem where the lattice extends to infinity in all directions and there is no incident wave. The determination of nontrivial solutions to homogeneous problems of this type is a widely studied subject (see $(\mathbf{9})$ and $(\mathbf{1 0}, \mathbf{1 1})$ for two different approaches to the particular case considered here, and also (4) for a range of similar problems and extensive references). A formula for the time-averaged energy flux due to Bloch wave propagation is also obtained in section 4. This is of crucial importance in the excitation problem, since modes that transport energy toward the edge must not be included in the far field. In fact, this is the radiation condition for Bloch wave excitation, without which solutions are nonunique and potentially unphysical. The Sommerfeld condition does not apply inside the lattice, because there is no meaningful concept of phase velocity for Bloch waves (4, pp. 40-42). Sections 5 and 6 contain the main theoretical results of the paper. First, the excitation problem is solved using the filtering transformation. The solution is then used to obtain formulae for the reflection and transmission coefficients. Numerical results are presented in section 7 and concluding remarks are made in section 8 . There are also two appendices. Some formulas for lattice sums and quasiperiodic Green's functions are given in appendix A. All of these have appeared previously in (12) or (8), so derivations are omitted. Finally, in appendix B we show that the formula for time-averaged acoustic energy flux derived in (5) also applies in electromagnetism, elasticity and water wave theory, with one minor modification.

## 2. Formulation of the excitation problem

We consider a two-dimensional scattering problem, in which a time-harmonic plane wave is incident upon a semi-infinite lattice formed from circular cylinders of equal radius $a$. Outside the cylinders, the complex wavefunction $u(\mathbf{r})$ satisfies the Helmholtz equation

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) u(\mathbf{r})=0, \tag{2.1}
\end{equation*}
$$

where $k$ is the wavenumber and $\mathbf{r}=[x, y] \in \mathbb{R}^{2}$. The construction of the lattice is shown in figure 1 . Cylinders are centred at points with position vectors

$$
\begin{equation*}
\mathbf{R}_{j p}=j \mathbf{s}_{1}+p \mathbf{s}_{2}, \quad j \in \mathbb{Z}, \quad p=0,1, \ldots \tag{2.2}
\end{equation*}
$$

where $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$ are basis vectors, which are not parallel to each other, but need not be mutually orthogonal. We may assume without loss of generality that


Fig. 1 Schematic diagram showing the lattice, the incident wave and the notation in use.

$$
\begin{equation*}
\mathbf{s}_{1}=s_{1} \hat{\mathbf{x}} \quad \text { and } \quad \mathbf{s}_{2}=\eta_{1} \hat{\mathbf{x}}+\eta_{2} \hat{\mathbf{y}}, \tag{2.3}
\end{equation*}
$$

where the circumflex denotes a unit vector,

$$
\begin{equation*}
s_{1} / 2 \geq \eta_{1} \geq 0 \quad \text { and } \quad \eta_{2}>0 \tag{2.4}
\end{equation*}
$$

Note the convention that $|\mathbf{v}|=v$ for any vector $\mathbf{v}$, which will be used throughout. A position vector local to the cylinder centred at $\mathbf{r}=\mathbf{R}_{j p}$ is then defined by writing

$$
\begin{equation*}
\mathbf{r}_{j p}=\mathbf{r}-\mathbf{R}_{j p} \tag{2.5}
\end{equation*}
$$

The total field $u^{\mathrm{t}}(\mathbf{r})$ is composed of the incident plane wave

$$
\begin{equation*}
u^{\mathrm{i}}(\mathbf{r})=\mathrm{e}^{\mathrm{i} k\left(x \cos \psi_{0}+y \sin \psi_{0}\right)} \tag{2.6}
\end{equation*}
$$

and the scattered field. That is

$$
\begin{equation*}
u^{\mathrm{t}}(\mathbf{r})=u^{\mathrm{i}}(\mathbf{r})+u^{\mathrm{s}}(\mathbf{r}) \tag{2.7}
\end{equation*}
$$

where $u^{\mathrm{s}}(\mathbf{r})$ is to be determined. Due to the periodicity of the geometry, and of the incident field, $u^{\mathrm{s}}$ has a multipole expansion ( $\mathbf{2}, \mathrm{ch} .4$ ) of the form

$$
\begin{equation*}
u^{\mathrm{s}}(\mathbf{r})=\sum_{j=-\infty}^{\infty} \mathrm{e}^{\mathrm{i} j s_{1} k \cos \psi_{0}} \sum_{p=0}^{\infty} \sum_{n=-\infty}^{\infty} A_{n}^{p} \mathcal{H}_{n}\left(\mathbf{r}_{j p}\right) \tag{2.8}
\end{equation*}
$$

where $\mathcal{H}_{n}$ is defined as

$$
\begin{equation*}
\mathcal{H}_{n}(\mathbf{r})=\mathrm{H}_{n}^{(1)}(k r) \mathrm{e}^{\mathrm{i} n \theta} \tag{2.9}
\end{equation*}
$$

Here, $\mathrm{H}_{n}^{(1)}$ represents a Hankel function of the first kind, and $\theta$ is the anticlockwise angle between the $x$ axis and the vector $\mathbf{r}$. The singular wavefunction $\mathcal{H}_{n}(\mathbf{r})$ satisfies the Helmholtz equation (2.1) (except at $r=0$ ), and has the symmetry property

$$
\begin{equation*}
\mathcal{H}_{n}(-\mathbf{r})=(-1)^{n} \mathcal{H}_{n}(\mathbf{r}) \tag{2.10}
\end{equation*}
$$

which is useful later. Note that discarding all wavefunctions except those with order zero in (2.8) and subsequent equations immediately reproduces the analysis from (1).

It remains to satisfy the boundary conditions on the cylinder surfaces, and a radiation condition in the limit $y \rightarrow \infty$. A system of equations that enforces the boundary conditions was obtained in (8), using near-identical notation. There is no need to repeat the derivation here. The result is that

$$
\begin{array}{r}
A_{n}^{q}+Z_{n} \sum_{m=-\infty}^{\infty} \sum_{p=0}^{\infty} A_{m}^{p} S_{m-n}^{q-p}\left(k \cos \psi_{0}\right)=-Z_{n} \mathrm{i}^{n} \mathrm{e}^{\mathrm{i} q k\left(\eta_{1} \cos \psi_{0}+\eta_{2} \sin \psi_{0}\right)} \mathrm{e}^{-\mathrm{i} n \psi_{0}}, \\
n \in \mathbb{Z}, \quad q=0,1, \ldots \tag{2.11}
\end{array}
$$

where the function $S_{n}^{q}$ is defined as

$$
S_{n}^{q}\left(\beta_{x}\right)= \begin{cases}\sigma_{-n}\left(\beta_{x}\right) & \text { if } q=0  \tag{2.12}\\ G_{n}\left(q \mathbf{s}_{2} ; \beta_{x}\right) & \text { if } q \neq 0\end{cases}
$$

Here, $\sigma_{n}$ is the Schlömilch series

$$
\begin{equation*}
\sigma_{n}\left(\beta_{x}\right)=\sum_{j=1}^{\infty}\left[(-1)^{n} \mathrm{e}^{-\mathrm{i} j s_{1} \beta_{x}}+\mathrm{e}^{\mathrm{i} j s_{1} \beta_{x}}\right] \mathrm{H}_{n}^{(1)}\left(k j s_{1}\right) \tag{2.13}
\end{equation*}
$$

and $G_{n}$ is the $n$th order quasiperiodic Green's function for a grating, that is

$$
\begin{equation*}
G_{n}\left(\mathbf{r} ; \beta_{x}\right)=\sum_{j=-\infty}^{\infty} \mathrm{e}^{\mathrm{i} j s_{1} \beta_{x}} \mathcal{H}_{n}\left(\mathbf{r}-j \mathbf{s}_{1}\right) . \tag{2.14}
\end{equation*}
$$

A range of methods for accurately computing $\sigma_{n}$ are considered in (12). Rapidly convergent representations for $G_{n}$, and other quasiperiodic Green's functions used in this article, are given in appendix A. Unlike the Schlömilch series, which (in the context of this work) are simply functions to be computed, the form of the expansion used to evaluate $G_{n}$ is crucially important to the methods we employ. The scattering coefficients $Z_{n}$ are determined by the nature of the boundary condition applied on the cylinder surfaces. For the homogeneous Dirichlet condition

$$
\begin{equation*}
u^{\mathrm{t}}(\mathbf{r})=0 \quad \text { on } \quad r_{j p}=a \tag{2.15}
\end{equation*}
$$

we have

$$
\begin{equation*}
Z_{n}=\mathrm{J}_{n}(k a) / \mathrm{H}_{n}^{(1)}(k a) . \tag{2.16}
\end{equation*}
$$

Similarly, for the homogeneous Neumann condition

$$
\begin{equation*}
\frac{\partial u^{\mathrm{t}}(\mathbf{r})}{\partial r_{j p}}=0 \quad \text { on } \quad r_{j p}=a \tag{2.17}
\end{equation*}
$$

we have

$$
\begin{equation*}
Z_{n}=\mathrm{J}_{n}^{\prime}(k a) / \mathrm{H}_{n}^{(1) \prime}(k a) . \tag{2.18}
\end{equation*}
$$

Different scattering coefficients can be used to account for penetrable cylinders (13). In a case where no Bloch waves are excited, the system (2.11) can be solved by truncation, because $A_{n}^{p} \rightarrow 0$ as
$p \rightarrow \infty$ and as $|n| \rightarrow \infty$. This determines $A_{n}^{p}$, and solves the scattering problem. However, if Bloch waves are excited, then $A_{n}^{p} \nrightarrow 0$ as $p \rightarrow \infty$, and truncating (2.11) introduces spurious reflection effects from a fictitious upper edge. Developing a means to accurately solve (2.11) in such cases is the main issue to be addressed in the following sections.

The boundary value problem described above can be interpreted in several different physical contexts. In electromagnetism, the wavenumber $k$ is given by

$$
\begin{equation*}
k=\omega / c \tag{2.19}
\end{equation*}
$$

where $\omega$ represents frequency and $c$ is the speed of light in the exterior medium. The lattice models a crystalline structure formed from perfectly conducting, infinitely long (in $z$ ) cylinders. For transverse magnetic (or $s$-polarised) waves, the electric field is given by $\mathbf{E}=U(\mathbf{r} ; t) \hat{\mathbf{z}}$ with

$$
\begin{equation*}
U(\mathbf{r} ; t)=\operatorname{Re}\left[u(\mathbf{r}) \mathrm{e}^{-\mathrm{i} \omega t}\right] \tag{2.20}
\end{equation*}
$$

and a homogeneous Dirichlet boundary condition is applied on the cylinder surfaces. For transverse electric ( $p$-polarised) waves, the magnetic field given by $\mathbf{H}=U(\mathbf{r} ; t) \hat{\mathbf{z}}$ and a homogeneous Neumann condition is applied on the cylinder surfaces (2, §1.4.5). In acoustics, $k$ is again given by (2.19), where now $c$ is the speed of sound in the exterior medium and the potential is given by (2.20). Dirichlet and Neumann boundary conditions model sound-soft and sound-hard cylinders, respectively. The Neumann problem has two further applications. For horizontally polarised shear (SH) waves propagating through an infinite elastic medium with no variation in $z$, the $x$ - and $y$-components of displacement are both zero and the $z$-component is given by $(2.20)(\mathbf{1 4}$, section 7.1$)$. Once again, the wavenumber is given by (2.19), where now $c$ is the shear wave speed (14, eqn. (5.1.26)). In linear water wave theory, $k$ is the positive root of the dispersion relation $k \tanh k h=\omega^{2} / g$, where $g$ is the acceleration due to gravity and $h$ is the fluid depth. In this case, the lattice represents an array of bottom-mounted, surface-penetrating cylinders, and the potential is given by

$$
\begin{equation*}
U(\mathbf{r}, z ; t)=\operatorname{Re}\left[\phi_{0}(z) u(\mathbf{r}) \mathrm{e}^{-\mathrm{i} \omega t}\right] \tag{2.21}
\end{equation*}
$$

with

$$
\begin{equation*}
\phi_{0}(z)=\frac{g \cosh (k z+k h)}{\mathrm{i} \omega \cosh (k h)} . \tag{2.22}
\end{equation*}
$$

See (15, §§1 \& 2.4) for details.

## 3. Grating modes

A series of grating modes of the form

$$
\begin{equation*}
u(\mathbf{r})=\sum_{j=-\infty}^{\infty} \mathrm{e}^{\mathrm{i} \beta_{x j} x}\left[c_{j}^{-} \mathrm{e}^{\gamma\left(\beta_{x j}\right) y}+c_{j}^{+} \mathrm{e}^{-\gamma\left(\beta_{x j}\right) y}\right] \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{x j}=\beta_{x}+2 j \pi / s_{1}, \quad j \in \mathbb{Z} \tag{3.2}
\end{equation*}
$$

and

$$
\gamma(t)= \begin{cases}\sqrt{t^{2}-k^{2}} & \text { if }|t| \geq k  \tag{3.3}\\ -\mathrm{i} \sqrt{k^{2}-t^{2}} & \text { if }|t|<k\end{cases}
$$

can be used to represent fields that satisfy the Helmholtz equation (2.1) and the one-dimensional quasiperiodicity condition

$$
\begin{equation*}
u\left(\mathbf{r}+s_{1} \hat{\mathbf{x}}\right)=\mathrm{e}^{\mathrm{i} s_{1} \beta_{x}} u(\mathbf{r}) \tag{3.4}
\end{equation*}
$$

Since the distinction between propagating modes (for which $\operatorname{Re}\left[\gamma\left(\beta_{x j}\right)\right]=0$ ) and evanescent modes (for which $\gamma\left(\beta_{x j}\right)$ is real and positive) is important, we introduce the sets

$$
\begin{equation*}
\mathcal{M}=\left\{j: j \in \mathbb{Z},\left|\beta_{x j}\right| \leq k\right\} \quad \text { and } \quad \mathcal{N}=\mathbb{Z} \backslash \mathcal{M} \tag{3.5}
\end{equation*}
$$

Note that $\mathcal{M}$ is a finite set, which must have at least one entry $(j=0)$ in cases where $\left|\beta_{x}\right| \leq k$. It follows from (2.6) that this inequality is always satisfied in problems with plane wave incidence. The number of elements in $\mathcal{M}$ increases with $k$. To avoid technicalities caused by Wood's anomalies (also sometimes called resonances; see (16) for a discussion of different terminologies used), we will assume that $\left|\beta_{x j}\right| \neq k$ for any integer $j$, so that $\gamma\left(\beta_{x j}\right) \neq 0$. In other words, we do not attempt to make calculations at the Rayleigh wavelengths for a grating with spacing $s_{1}$. The quasiperiodic Green's functions and lattice sums that we use in our subsequent analysis have singularities at these wavelengths. It is possible to remove these singularities from expressions that represent physical fields using the method developed in (17), but we have not pursued this. In practice this limitation is very minor because calculations can be made close to a Rayleigh wavelength without any adverse effect.

For the purposes of applying the radiation condition to the far field inside the lattice, and developing a conservation of energy condition, it is useful to determine the rate at which a field of the form (3.1) transports energy across lines parallel to the $y$ axis. Generally, the time-averaged energy flux across a curve $\mathcal{S}$ is given by the line integral

$$
\begin{equation*}
\left\langle E_{\mathcal{S}}\right\rangle=-\mathrm{C} \operatorname{Im} \int_{\mathcal{S}} u(\mathbf{r}) \frac{\partial}{\partial n} u^{*}(\mathbf{r}) \mathrm{d} s \tag{3.6}
\end{equation*}
$$

where $C$ is a positive constant that depends on the physical context (see appendix $B$ ), the superscript '*' denotes a complex conjugate, and the differentiation is in a direction normal to $\mathcal{S}$. If $\left\langle E_{\mathcal{S}}\right\rangle>0$, then the mean flux across $\mathcal{S}$ is in the same direction as the normal. For the particular case of a grating mode expansion, taking $\mathcal{S}$ to be the straight line from $\left(x_{0}-s_{1} / 2, y_{0}\right)$ to $\left(x_{0}+s_{1} / 2, y_{0}\right)$ and the normal in the direction of increasing $y$ leads to the result

$$
\begin{equation*}
\left\langle E_{\mathcal{S}}\right\rangle=\mathrm{C} s_{1}\left[\sum_{j \in \mathcal{M}}\left|\gamma\left(\beta_{x j}\right)\right|\left(\left|c_{j}^{+}\right|^{2}-\left|c_{j}^{-}\right|^{2}\right)-2 \sum_{j \in \mathcal{N}} \gamma\left(\beta_{x j}\right) \operatorname{Im}\left[c_{j}^{+}\left(c_{j}^{-}\right)^{*}\right]\right] . \tag{3.7}
\end{equation*}
$$

See (1) or (8) for a detailed derivation, and also (18) for an earlier appearance of the same formula, in rather different notation.

## 4. The propagation problem

Before attempting to solve the excitation problem for a semi-infinite lattice, it is necessary to determine the Bloch waves that can be excited in the far field. These are homogeneous solutions to the 'full lattice' problem, in which there is a scatterer centred at $\mathbf{r}=\mathbf{R}_{j p}$ for all integers $j$ and $p$, and no incident plane wave. Each Bloch wave has a two-dimensional quasiperiodicity property of the form

$$
\begin{equation*}
u\left(\mathbf{r}+\mathbf{R}_{j p}\right)=\mathrm{e}^{\mathrm{i} \mathbf{R}_{j p} \cdot \boldsymbol{\beta}} u(\mathbf{r}), \tag{4.1}
\end{equation*}
$$

for some Bloch vector

$$
\begin{equation*}
\boldsymbol{\beta}=\beta_{x} \hat{\mathbf{x}}+\beta_{y} \hat{\mathbf{y}} . \tag{4.2}
\end{equation*}
$$

Note that (4.1) incorporates the one-dimensional condition (3.4). In terms of multipoles, a Bloch wave can be expanded in the form

$$
\begin{align*}
u(\mathbf{r}) & =\sum_{n=-\infty}^{\infty} B_{n} \sum_{j=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} \mathrm{e}^{\mathrm{i} \mathbf{R}_{j p} \cdot \boldsymbol{\beta}} \mathcal{H}_{n}\left(\mathbf{r}_{j p}\right)  \tag{4.3}\\
& =\sum_{n=-\infty}^{\infty} B_{n} G_{n}^{(-\infty, \infty)}(\mathbf{r} ; \boldsymbol{\beta}) \tag{4.4}
\end{align*}
$$

where $G_{n}^{(-\infty, \infty)}$ is the $n$th order quasiperiodic Green's function for the full lattice; see appendix A.
A homogeneous system of equations for the coefficients $B_{n}$ can be obtained from (4.3) as follows. First, we separate the term with $j=p=0$ and apply Graf's addition theorem (2, thm. 2.12) to expand the other terms about the origin (the notation used in (2) is related to the notation used here via $\mathbf{r}_{2}=\mathbf{r}_{j p}$ and $\mathbf{r}_{1}=\mathbf{r}$, so that $\mathbf{b}=\mathbf{r}_{2}-\mathbf{r}_{1}=-\mathbf{R}_{j p}$ ). After using the symmetry property (2.10), we find that

$$
\begin{equation*}
u(\mathbf{r})=\sum_{n=-\infty}^{\infty} B_{n}\left[\mathrm{H}_{n}^{(1)}(k r) \mathrm{e}^{\mathrm{i} n \theta}+\sum_{m=-\infty}^{\infty}(-1)^{n+m} \Xi_{n-m}(\boldsymbol{\beta}) \mathrm{J}_{m}(k r) \mathrm{e}^{\mathrm{i} m \theta}\right], \quad r \underset{j^{2}+p^{2} \neq 0}{ } R_{j p} \tag{4.5}
\end{equation*}
$$

in which

$$
\begin{equation*}
\Xi_{n}(\boldsymbol{\beta})=\sum_{j=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} \mathrm{e}^{\mathrm{i} \mathbf{R}_{j p} \cdot \boldsymbol{\beta}} \mathcal{H}_{n}\left(\mathbf{R}_{j p}\right) \tag{4.6}
\end{equation*}
$$

Here, the prime on the summation indicates that the term with $R_{j p}=0$ is to be omitted. The double series $\Xi_{n}$ is a two-dimensional lattice sum. A number of methods for evaluating these are discussed in detail in (12). One technique which is closely related to the ideas used in this paper is to separate the terms with $p=0$, which can be written in terms of the Schlömilch series (2.13), and express the remaining terms using quasiperiodic Green's functions. In this way, we find that

$$
\begin{equation*}
\Xi_{n}(\boldsymbol{\beta})=(-1)^{n}\left[G_{n}^{(-\infty,-1)}(\mathbf{0} ; \boldsymbol{\beta})+G_{n}^{(1, \infty)}(\mathbf{0} ; \boldsymbol{\beta})\right]+\sigma_{n}\left(\beta_{x}\right), \tag{4.7}
\end{equation*}
$$

where $G_{n}^{(-\infty,-1)}$ and $G_{n}^{(1, \infty)}$ may be evaluated using (A.6) and (A.5), respectively. Returning to (4.5), we apply the boundary condition on $r=a$, multiply by $\mathrm{e}^{-\mathrm{i} p \theta}$ and integrate over one period to obtain

$$
\begin{equation*}
B_{n}+Z_{n} \sum_{m=-\infty}^{\infty} B_{m}(-1)^{n+m} \Xi_{m-n}(\boldsymbol{\beta})=0, \quad n \in \mathbb{Z} \tag{4.8}
\end{equation*}
$$

with the scattering coefficient $Z_{n}$ defined in (2.16) or (2.18) for Dirichlet or Neumann boundary coefficients, respectively. In general, the sum $\Xi_{n}$ and coefficients $B_{n}$ and $Z_{n}$ are complex, but a real dispersion relation (which is much easier to solve numerically) can be formed by using the fact that (12, §3)

$$
\begin{equation*}
\Xi_{n}(\boldsymbol{\beta})=-\delta_{n 0}+\mathrm{i} \Xi_{n}^{\mathcal{Y}}(\boldsymbol{\beta}) \tag{4.9}
\end{equation*}
$$

where the last term is not necessarily real, but has the symmetry property

$$
\begin{equation*}
\Xi_{n}^{\mathcal{Y}}(\boldsymbol{\beta})=\left(\Xi_{-n}^{\mathcal{Y}}(\boldsymbol{\beta})\right)^{*} \tag{4.10}
\end{equation*}
$$

In this way, we obtain

$$
\begin{equation*}
B_{n}+W_{n} \sum_{m=-\infty}^{\infty} B_{m}(-1)^{n+m} \Xi_{m-n}^{\mathcal{Y}}(\boldsymbol{\beta})=0, \quad n \in \mathbb{Z} \tag{4.11}
\end{equation*}
$$

where $W_{n}=\mathrm{i} Z_{n} /\left(1-Z_{n}\right)$ is real. Changing $n$ and $m$ to $-n$ and $-m$, respectively and taking the complex conjugate then shows that $B_{-m}^{*}=B_{m}$. A real system can then be formed by writing $B_{m}=C_{m}+\mathrm{i} D_{m}, \Xi_{m}^{\mathcal{Y}}=X_{m}+\mathrm{i} Y_{m}$ and taking real and imaginary parts.

The dispersion relation (4.8) is studied in (9), for the purpose of identifying the frequency ranges in which nontrivial solutions can exist. Our requirements are slightly different: given fixed values for all other parameters, we must determine the values $\beta_{y}$ for which nontrivial solutions can exist. In view of the quasiperiodicity property (4.1), along with (2.3) and (2.2), we need only search within the range $0 \leq \beta_{y}<2 \pi / \eta_{2}$. Further details of the process are discussed in (1). For each $\beta_{y}$, we can then calculate a vector of coefficients $B_{n}$, up to a scalar multiple which plays no role at this point, as we will see. Finally, we seek a grating mode expansion of the form (3.1). Taking $q_{0}=q$ and $q_{1}=q-1$, and using the spectral representations (A.5) and (A.6) in (4.4), we find that the amplitude coefficients between rows $q-1$ and $q$ are given by

$$
\begin{equation*}
c_{j}^{+}=\frac{-2 \mathrm{ie}^{q w_{j}^{+}}}{s_{1} \gamma\left(\beta_{x j}\right)\left(\mathrm{e}^{w_{j}^{+}}-1\right)} \sum_{n=-\infty}^{\infty} B_{n}\left[\frac{-\mathrm{i} k}{\beta_{x j}+\gamma\left(\beta_{x j}\right)}\right]^{n} \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{j}^{-}=\frac{-2 \mathrm{ie}^{q w_{j}^{-}}}{s_{1} \gamma\left(\beta_{x j}\right)\left(1-\mathrm{e}^{w_{j}^{-}}\right)} \sum_{n=-\infty}^{\infty} B_{n}\left[\frac{-\mathrm{i} k}{\beta_{x j}-\gamma\left(\beta_{x j}\right)}\right]^{n} \tag{4.13}
\end{equation*}
$$

where $w_{j}^{ \pm}$is defined in (A.4). By using these results in (3.7), we can determine the sign of $\left\langle E_{\mathcal{S}}\right\rangle$ for each mode. Modes for which $\left\langle E_{\mathcal{S}}\right\rangle>0$ can be excited by scattering at $y=0$, but modes for which $\left\langle E_{\mathcal{S}}\right\rangle<0$ carry energy toward the edge, and so must be excluded. This is the radiation condition for the excitation problem. Note that if $B_{n}$ is replaced by $b B_{n}$ (i.e. the vector of amplitude coefficients is multiplied by a scalar constant), then $\left\langle E_{\mathcal{S}}\right\rangle$ is multiplied by $|b|^{2}$, so the normalisation of the coefficients has no bearing on this process. Also note that $w_{j}^{ \pm}$is pure imaginary for $j \in \mathcal{M}$, and $w_{j}^{+}=\left(-w_{j}^{-}\right)^{*}$ for $j \in \mathcal{N}$. Therefore the terms involving $q$ vanish when (4.12) and (4.13) are substituted into (3.7). This happens because Bloch waves propagate through the lattice without loss of energy, meaning that $\left\langle E_{\mathcal{S}}\right\rangle$ cannot depend on $q$.

## 5. Solution to the excitation problem

Having identified the Bloch waves that can be excited inside the lattice, we are now in a position to solve the linear system (2.11). The main idea that we use is the filtering transformation, which was introduced in (3). We begin by decomposing the unknown coefficients $A_{n}^{q}$ into decaying contributions and Bloch wave contributions. If the number of Bloch waves excited inside the lattice is $\lambda$, and these modes have Bloch vectors $\boldsymbol{\beta}^{(1)}, \ldots, \boldsymbol{\beta}^{(\lambda)}$, then we write

$$
\begin{equation*}
A_{n}^{q}=\hat{A}_{n}^{q}+\sum_{\mu=1}^{\lambda} \mathrm{e}^{\mathrm{i} q \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}} B_{n}^{(\mu)} \tag{5.1}
\end{equation*}
$$

Here, the coefficients $B_{n}^{(\mu)}$ must be chosen to satisfy the propagation problem with $\boldsymbol{\beta}=\boldsymbol{\beta}^{(\mu)}$, and each Bloch vector has the same $x$ component, which is inherited from the incident field (2.6). That is

$$
\begin{equation*}
\boldsymbol{\beta}^{(\mu)}=\beta_{x} \hat{\mathbf{x}}+\beta_{y}^{(\mu)} \hat{\mathbf{y}}, \tag{5.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta_{x}=k \cos \psi_{0} \tag{5.3}
\end{equation*}
$$

However, solving (4.8) for $B_{n}^{(\mu)}$ leaves a scalar constant undetermined in each case, representing the amplitude of the corresponding Bloch wave. Determining these amplitudes is the main goal of the filtering procedure. If the correct values are used in (5.1), $\hat{A}_{n}^{q}$ will include no contributions from Bloch waves, and so will vanish in the limit $q \rightarrow \infty$. Next, we introduce filtered coefficients by writing

$$
A_{n}^{q(\mu)}= \begin{cases}A_{n}^{q(0)} & \text { if } q=0 \text { or } \mu=0,  \tag{5.4}\\ A_{n}^{q(\mu-1)}-\mathrm{e}^{\mathrm{i} \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}} A_{n}^{(q-1)(\mu-1)} & \text { otherwise }\end{cases}
$$

where $A_{n}^{q(0)}=A_{n}^{q}$ is the original unfiltered coefficient. The idea behind this is that the phase factor $\mathrm{e}^{\mathrm{i} \mathbf{i s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}}$ causes the contribution from Bloch mode $\mu$ to exactly cancel between the two terms on the right-hand side in the last line. This effect can clearly be seen by setting $\mu=1$ and then substituting the decomposition (5.1) for $A_{n}^{q(0)}$. In this way, we obtain

$$
\begin{align*}
A_{n}^{q(1)} & =\hat{A}_{n}^{q}+\sum_{\mu=1}^{\lambda} \mathrm{e}^{\mathrm{i} q \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}} B_{n}^{(\mu)}-\mathrm{e}^{\mathrm{i} \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(1)}}\left(\hat{A}_{n}^{q-1}+\sum_{\mu=1}^{\lambda} \mathrm{e}^{\mathrm{i}(q-1) \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}} B_{n}^{(\mu)}\right)  \tag{5.5}\\
& =\hat{A}_{n}^{q}-\mathrm{e}^{\mathrm{i} \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(1)}} \hat{A}_{n}^{q-1}+\sum_{\mu=2}^{\lambda} \mathrm{e}^{\mathrm{i} q \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}} B_{n}^{(\mu)}\left[1-\mathrm{e}^{\mathrm{i} \eta_{2}\left(\beta_{y}^{(1)}-\beta_{y}^{(\mu)}\right)}\right] . \tag{5.6}
\end{align*}
$$

Evidently, the contributions due to the first Bloch wave have been eliminated. We can then apply the transformation a second time to eliminate contributions from the second Bloch mode, etc. After $\lambda$ applications of (5.4), only the terms involving the decaying coefficients $\hat{A}_{n}^{q}$ will remain on the right-hand side, so that $A_{n}^{q(\lambda)}$ has all Bloch waves removed for $q \geq \lambda$. The expression that arises from this process is complicated, and not directly useful because our aim is to solve (2.11), which is a system of equations for $A_{n}^{q(0)}$. The important result is that $A_{n}^{q(\lambda)} \rightarrow 0$ as $q \rightarrow \infty$. Alongside the fact that the repeated recurrence relation (5.4) can be solved exactly for $A_{n}^{q(0)}$ this, allows us to transform (2.11) into a rapidly convergent system of equations without any prior knowledge of the Bloch wave amplitudes. The solution to (5.4) is

$$
\begin{equation*}
A_{n}^{q}=\sum_{\mu=1}^{\lambda} Q_{\mu}^{\lambda} \sum_{j=0}^{q} A_{n}^{j(\lambda)} \mathrm{e}^{\mathrm{i}(q-j) \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}} \tag{5.7}
\end{equation*}
$$

with

$$
\begin{equation*}
Q_{1}^{1}=1 \quad \text { and } \quad Q_{\mu}^{\lambda}=\prod_{\substack{\nu=1 \\ \nu \neq \mu}}^{\lambda} \frac{1}{1-\exp \left[\mathrm{i} \eta_{2}\left(\beta_{y}^{(\nu)}-\beta_{y}^{(\mu)}\right)\right]}, \quad \lambda>1 . \tag{5.8}
\end{equation*}
$$

Essentially, this result was derived in (1); the extra index $n$ which appears here due to the incorporation of finite size effects plays no role at this point because the filtering process acts separately on contributions at each order. Substituting (5.7) into (2.11), we obtain

$$
\begin{array}{r}
\sum_{\mu=1}^{\lambda} Q_{\mu}^{\lambda}\left[\sum_{j=0}^{q} A_{n}^{j(\lambda)} \mathrm{e}^{\mathrm{i}(q-j) \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}}+Z_{n} \sum_{m=-\infty}^{\infty} \sum_{p=0}^{\infty} \sum_{j=0}^{p} A_{m}^{j(\lambda)} \mathrm{e}^{\mathrm{i}(p-j) \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}} S_{m-n}^{q-p}\left(k \cos \psi_{0}\right)\right] \\
=-Z_{n} \mathrm{i}^{n} \mathrm{e}^{\mathrm{i} q k\left(\eta_{1} \cos \psi_{0}+\eta_{2} \sin \psi_{0}\right)} \mathrm{e}^{-\mathrm{i} n \psi_{0}}, \quad n \in \mathbb{Z}, \quad q=0,1, \ldots \tag{5.9}
\end{array}
$$

Now (5.9) cannot be solved by truncation in its current form, because terms with large $p$ involve $A_{m}^{0(\lambda)}, A_{m}^{1(\lambda)}, \ldots$ However, after interchanging the summations over $p$ and $j$, the innermost sum can be evaluated using (2.12) and (A.2). In this way, we find that

$$
\begin{array}{r}
\sum_{\mu=1}^{\lambda} Q_{\mu}^{\lambda}\left[\sum_{j=0}^{q} A_{n}^{j(\lambda)} \mathrm{e}^{\mathrm{i}(q-j) \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}}+Z_{n} \sum_{m=-\infty}^{\infty} \sum_{j=0}^{\infty} A_{m}^{j(\lambda)} \mathrm{e}^{\mathrm{i}(q-j) \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}} \Gamma_{m-n}^{j-q}\left(\boldsymbol{\beta}^{(\mu)}\right)\right] \\
=-Z_{n} \mathrm{i}^{n} \mathrm{e}^{\mathrm{i} q k\left(\eta_{1} \cos \psi_{0}+\eta_{2} \sin \psi_{0}\right)} \mathrm{e}^{-\mathrm{i} n \psi_{0}}, \quad n \in \mathbb{Z}, \quad q=0,1, \ldots \tag{5.10}
\end{array}
$$

where

$$
\Gamma_{n}^{q}(\boldsymbol{\beta})= \begin{cases}G_{n}^{(q, \infty)}(\mathbf{0} ; \boldsymbol{\beta}) & \text { if } q>0  \tag{5.11}\\ G_{n}^{(1, \infty)}(\mathbf{0} ; \boldsymbol{\beta})+\sigma_{-n}\left(\beta_{x}\right) & \text { if } q=0 \\ G_{n}^{(q,-1)}(\mathbf{0} ; \boldsymbol{\beta})+\sigma_{-n}\left(\beta_{x}\right)+G_{n}^{(1, \infty)}(\mathbf{0} ; \boldsymbol{\beta}) & \text { if } q<0\end{cases}
$$

Note that $\Gamma_{n}^{q}$ is closely related to the lattice sum $\Xi_{n}$ defined in equation (4.6), but with rows $q-1, q-2, \ldots$ omitted; in fact $\Gamma_{n}^{-\infty}(\boldsymbol{\beta})=(-1)^{n} \Xi_{n}(\boldsymbol{\beta})$. Once computed, solutions to (5.10) can be verified using infinite array subtraction. The procedure is very similar to the case of point scatterers (1), so we need not repeat the details here.

Finally, we obtain the coefficients for the excited Bloch waves by equating (5.1) to (5.7) and setting $q=P$, say, with $P$ chosen so that $\hat{A}_{n}^{q}$ is negligible for $q \geq P$. In this way, we find that

$$
\begin{equation*}
\sum_{\mu=1}^{\lambda} B_{n}^{(\mu)} \mathrm{e}^{\mathrm{i} P \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}}=\sum_{\mu=1}^{\lambda}\left(Q_{\mu}^{\lambda} \sum_{j=0}^{P} A_{n}^{j(\lambda)} \mathrm{e}^{-\mathrm{i} j \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}}\right) \mathrm{e}^{\mathrm{i} P \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}} \tag{5.12}
\end{equation*}
$$

and we can now simply read off the Bloch wave coefficients as

$$
\begin{equation*}
B_{n}^{(\mu)}=Q_{\mu}^{\lambda} \sum_{j=0}^{P} A_{n}^{j(\lambda)} \mathrm{e}^{-\mathrm{i} j \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}} \tag{5.13}
\end{equation*}
$$

An alternative way to derive (5.13) is to repeatedly apply filtering to (5.1) using (5.4) to obtain an expression for $A_{n}^{q(\lambda-1)}$. This coefficient includes a contribution from only one Bloch wave. The effect of a single filtering is shown in (5.6). The pattern exhibited by the Bloch wave contributions is straightforward: each successive application eliminates one term from the lower end of the series, $\mu=\nu$, say, and introduces a factor $1-\mathrm{e}^{\mathrm{i} \eta_{2}\left(\beta_{y}^{(\nu)}-\beta_{y}^{(\mu)}\right)}$ to the others. The product of all such factors up to $\nu=\lambda-1$ is $1 / Q_{\lambda}^{\lambda}$, defined in (5.8). Therefore, by filtering $\lambda-1$ times, we find that

$$
\begin{equation*}
A_{n}^{q(\lambda-1)}=\langle\text { decaying terms }\rangle+\mathrm{e}^{\mathrm{i} q \mathrm{~s}_{2} \cdot \boldsymbol{\beta}^{(\lambda)}} \frac{B_{n}^{(\lambda)}}{Q_{\lambda}^{\lambda}} . \tag{5.14}
\end{equation*}
$$

A second expression for $A_{n}^{q(\lambda-1)}$ can be obtained by solving one level of the repeated recurrence relation (5.4) to obtain

$$
\begin{equation*}
A_{n}^{q(\lambda-1)}=\sum_{j=0}^{q} A_{n}^{j(\lambda)} \mathrm{e}^{\mathrm{i}(q-j) \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\lambda)}} \tag{5.15}
\end{equation*}
$$

Equating this to (5.14), and taking the limit $q \rightarrow \infty$, we find that

$$
\begin{equation*}
B_{n}^{(\lambda)}=Q_{\lambda}^{\lambda} \sum_{j=0}^{\infty} A_{n}^{j(\lambda)} \mathrm{e}^{-\mathrm{i} j \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\lambda)}} \tag{5.16}
\end{equation*}
$$

Finally, we observe that (5.7) is not affected if the Bloch wave vectors $\boldsymbol{\beta}^{(1)}, \ldots, \boldsymbol{\beta}^{(\lambda)}$ and their associated $Q$ coefficients are rearranged, so in fact (5.16) holds for all Bloch waves, not just the last. This gives us (5.13) with $P$ replaced by $\infty$, which is formally correct. Note that the upper index on $Q$, and the bracketed index on $A$ refer to the number of Bloch waves that can be excited, and so these do not change when the ordering of the Bloch wave vectors is changed. Each set of coefficients $B_{n}^{(\mu)}$ calculated using (5.13) or (5.16) forms a particular solution to the propagation problem (see section 4) with $\boldsymbol{\beta}=\boldsymbol{\beta}^{(\mu)}$ and the scaling set so that $\hat{A}_{n}^{q} \rightarrow 0$ in (5.1). The scaling constants cannot be determined from the propagation problem.

## 6. Reflection and transmission

In the region where $y<0$, and between each consecutive pair of rows, the field can be represented as an expansion in grating modes of the form (3.1). That is,

$$
u(\mathbf{r})=\sum_{j=-\infty}^{\infty} \mathrm{e}^{\mathrm{i} k x \cos \psi_{j}}\left[c_{j q}^{-} \mathrm{e}^{-\mathrm{i} k y \sin \psi_{j}}+c_{j q}^{+} \mathrm{e}^{\mathrm{i} k y \sin \psi_{j}}\right], \quad \begin{cases}(q-1) \eta_{2}<y<q \eta_{2}, & \text { if } q \in \mathbb{N}  \tag{6.1}\\ 0<y, & \text { if } q=0\end{cases}
$$

Here, the scattering angles $\psi_{j}$ are defined via

$$
\begin{equation*}
k \cos \psi_{j}=k \cos \psi_{0}+2 j \pi / s_{1} \quad \text { and } \quad k \sin \psi_{j}=\mathrm{i} \gamma\left(k \cos \psi_{j}\right), \tag{6.2}
\end{equation*}
$$

with $\gamma$ defined by (3.3). Note that $\cos \psi_{j}$ is always real, whereas $\sin \psi_{j}$ may be positive real or positive imaginary (but not zero since we are not calculating the field at Rayleigh wavelengths; see section 3). The process of obtaining the amplitude coefficients $c_{j q}^{ \pm}$is very similar to the point scatterer case (1), so we present only a summary here.

For $y<0$, there is only one upwards oriented mode, which is the incident field (2.6). Therefore $c_{00}^{+}=1$, and $c_{j 0}^{+}=0$ for $j \neq 0$. The reflected field consists of a set of downwards oriented grating modes, exactly as it does for a single periodic grating $(\mathbf{1 9}, \mathbf{2 0})$. To determine their amplitudes, we substitute (5.1) into (2.8) and then use (2.14) and (A.2) to obtain

$$
\begin{equation*}
u^{\mathrm{s}}(\mathbf{r})=\sum_{n=-\infty}^{\infty}\left[\sum_{\mu=1}^{\lambda} B_{n}^{(\mu)} G_{n}^{(0, \infty)}\left(\mathbf{r} ; \boldsymbol{\beta}^{(\mu)}\right)+\sum_{p=0}^{\infty} \hat{A}_{n}^{p} G_{n}\left(\mathbf{r}-p \mathbf{s}_{2} ; \beta_{x}\right)\right] . \tag{6.3}
\end{equation*}
$$

Next, we use the spectral forms of the quasiperiodic Green's functions (A.7) and (A.10), and in this way we find that

$$
\begin{equation*}
c_{j 0}^{-}=\frac{2}{k s_{1} \sin \psi_{j}} \sum_{n=-\infty}^{\infty}(-\mathrm{i})^{n} \mathrm{e}^{-\mathrm{i} n \psi_{j}}\left[\sum_{\mu=1}^{\lambda} \frac{B_{n}^{(\mu)} \tau_{j}}{\tau_{j}-\mathrm{e}^{\mathrm{i} \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}}}+\sum_{p=0}^{\infty} \hat{A}_{n}^{p} \tau_{j}^{-p}\right] \tag{6.4}
\end{equation*}
$$

where $\tau_{j}$ is given by (A.9). The coefficients $c_{j 0}^{-}$describe the response of the semi-infinite lattice to excitation by an arbitrary plane wave; they can be used to form the reflection scattering matrix, often referred to as $\mathbf{R}_{\infty}$ (21).

To determine the transmitted field, we begin by decomposing the total field into two terms; thus

$$
\begin{equation*}
u^{\mathrm{t}}(\mathbf{r})=\hat{u}^{\mathrm{t}}(\mathbf{r})+u^{\mathrm{b}}(\mathbf{r}), \tag{6.5}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{u}^{\mathrm{t}}(\mathbf{r})=\mathrm{e}^{\mathrm{i} k\left(x \cos \psi_{0}+y \sin \psi_{0}\right)}+\sum_{n=-\infty}^{\infty}\left[\sum_{p=0}^{\infty} \hat{A}_{n}^{p} G_{n}\left(\mathbf{r}-p \mathbf{s}_{2} ; \beta_{x}\right)-\sum_{\mu=1}^{\lambda} B_{n}^{(\mu)} G_{n}^{(-\infty,-1)}\left(\mathbf{r} ; \boldsymbol{\beta}^{(\mu)}\right)\right] \tag{6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
u^{\mathrm{b}}(\mathbf{r})=\sum_{n=-\infty}^{\infty} \sum_{\mu=1}^{\lambda} B_{n}^{(\mu)} G_{n}^{(-\infty, \infty)}\left(\mathbf{r} ; \boldsymbol{\beta}^{(\mu)}\right) \tag{6.7}
\end{equation*}
$$

The idea here is that, since the far field inside the lattice consists of Bloch waves alone, contributions from $\hat{u}^{\mathrm{t}}$ must vanish as $y \rightarrow \infty$. Now if we write

$$
\begin{equation*}
c_{j q}^{ \pm}=\hat{c}_{j q}^{ \pm}+b_{j q}^{ \pm}, \tag{6.8}
\end{equation*}
$$

where the terms on the right-hand side are the contributions from (6.6) and (6.7), respectively, then (A.11) with $q_{1}=q-1$ and (A.10) with $q_{0}=q$ immediately yield

$$
\begin{equation*}
b_{j q}^{+}=\frac{2 \rho_{j}^{q}}{k s_{1} \sin \psi_{j}} \sum_{n=-\infty}^{\infty}(-\mathrm{i})^{n} \mathrm{e}^{\mathrm{i} n \psi_{j}} \sum_{\mu=1}^{\lambda} \frac{\mathrm{e}^{\mathrm{i} q \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}} B_{n}^{(\mu)}}{\rho_{j} \mathrm{e}^{\mathrm{i} \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}}-1} \tag{6.9}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{j q}^{-}=\frac{2 \tau_{j}^{1-q}}{k s_{1} \sin \psi_{j}} \sum_{n=-\infty}^{\infty}(-\mathrm{i})^{n} \mathrm{e}^{-\mathrm{i} n \psi_{j}} \sum_{\mu=1}^{\lambda} \frac{\mathrm{e}^{\mathrm{i} q \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}} B_{n}^{(\mu)}}{\tau_{j}-\mathrm{e}^{\mathrm{i} \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}}} . \tag{6.10}
\end{equation*}
$$

For $\hat{c}_{j q}^{-}$, we observe that only the central term on the right-hand side of (6.6) includes downwardoriented modes, and using (A.7) shows that

$$
\begin{equation*}
\hat{c}_{j q}^{-}=\frac{2 \tau_{j}^{-q}}{k s_{1} \sin \psi_{j}} \sum_{n=-\infty}^{\infty}(-\mathrm{i})^{n} \mathrm{e}^{-\mathrm{i} n \psi_{j}} \sum_{p=0}^{\infty} \hat{A}_{n}^{p+q} \tau_{j}^{-p} \tag{6.11}
\end{equation*}
$$

Finally, for $\hat{c}_{j q}^{+}$, we find that

$$
\begin{equation*}
\hat{c}_{j q}^{+}=\delta_{j 0}+\frac{2}{k s_{1} \sin \psi_{j}} \sum_{n=-\infty}^{\infty}(-\mathrm{i})^{n} \mathrm{e}^{\mathrm{i} n \psi_{j}}\left[\sum_{p=0}^{q-1} \hat{A}_{n}^{p} \rho_{j}^{p}+\sum_{\mu=1}^{\lambda} \frac{B_{n}^{(\mu)}}{1-\rho_{j} \mathrm{e}^{\mathrm{i} \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}}}\right] . \tag{6.12}
\end{equation*}
$$

For the case of point scatterers, it is shown in (1) that contributions from modes with amplitudes $\hat{c}_{j q}^{-}$and $\hat{c}_{j q}^{+}$disappear in the far field: the former for all $j$, and the latter for $j \in \mathcal{N}$ (see (3.5)). The arguments required are not affected by the presence of the sum over $n$ that appears in finite size case,
so there is no need to repeat them here. On the other hand, it has not been possible show analytically that propagating modes with amplitudes $\hat{c}_{j q}^{+}$are not present in the far field. A proof is given in (8), but there the entire problem is approached in a rather different way, and the proof does not appear to correspond to any argument that can be based on the analysis used in this paper. However, we can use the fact that the far field must consist entirely of Bloch waves to conclude that

$$
\begin{equation*}
\delta_{j 0}+\frac{2}{k s_{1} \sin \psi_{j}} \sum_{n=-\infty}^{\infty}(-\mathrm{i})^{n} \mathrm{e}^{\mathrm{i} n \psi_{j}}\left[\sum_{p=0}^{\infty} \hat{A}_{n}^{p} \rho_{j}^{p}+\sum_{\mu=1}^{\lambda} \frac{B_{n}^{(\mu)}}{1-\rho_{j} \mathrm{e}^{\mathrm{i} \mathbf{s}_{2} \cdot \boldsymbol{\beta}^{(\mu)}}}\right]=0, \quad j \in \mathcal{M} . \tag{6.13}
\end{equation*}
$$

We can also derive a conservation of energy condition using grating mode expansions. Again, this is very similar to the point scatterer case considered in (1). We evaluate the integral (3.6), taking $\mathcal{S}$ to be the parallelogram with vertices at

$$
\begin{equation*}
\mathbf{r}= \pm \frac{1}{2} \mathbf{s}_{1} \pm\left(P-\frac{1}{2}\right) \mathbf{s}_{2}, \quad P=1,2, \ldots \tag{6.14}
\end{equation*}
$$

and differentiating in the direction of the outgoing normal to each edge. The contributions from the sides parallel to $s_{2}$ cancel each other, due to the one-dimensional quasiperiodicity property (3.4). For the edge beneath the lattice, we substitute $c_{j 0}^{ \pm}$from (6.4) for $c_{j}^{ \pm}$in (3.7). Using the fact that $c_{j 0}^{+}=\delta_{j 0}$, and taking into account the orientation of the outgoing normal (which introduces a factor -1 ), we find that the time averaged energy flux across this line is

$$
\begin{equation*}
E_{1}=-k s_{1} \mathrm{C}\left[\sin \psi_{0}-\sum_{j \in \mathcal{M}} \sin \psi_{j}\left|c_{j 0}^{-}\right|^{2}\right] . \tag{6.15}
\end{equation*}
$$

Thus, all of the plane waves present in the region $y<0$ (but not the evanescent modes) contribute to the energy flux across the lower edge of $\mathcal{S}$. If no Bloch waves are excited insider the lattice, then all of the incident energy must be reflected back, so we must have $E_{1}=0$. If Bloch waves are excited, then the average energy flux across the lower edge of $\mathcal{S}$ is in the direction of the inward normal (some incident wave energy is transmitted into the lattice, so less is reflected back). In this case $E_{1}<0$ and

$$
\begin{equation*}
E_{1}+E_{2}=0 \tag{6.16}
\end{equation*}
$$

where $E_{2}$ is the time averaged energy flux across the upper edge of the parallelogram. To calculate this, we replace $c_{j}^{ \pm}$in (3.7) with $b_{j P}^{ \pm}$, given by (6.9) and (6.10). If $\lambda=1$, so that a single Bloch wave is excited, straightforward algebra shows that $\left|b_{j P}^{ \pm}\right|$and $b_{j P}^{+}\left(b_{j P}^{-}\right)^{*}$ are independent of $P$, for $j \in \mathcal{M}$ and for $j \in \mathcal{N}$, respectively. Therefore we may set $P=0$ before substituting into (3.7). If $\lambda>1$ these simplifications no longer occur, but $E_{2}$ cannot depend on $P$ because Bloch waves propagate through the lattice without loss of energy. A simple proof that we may still use $b_{j 0}^{ \pm}$to calculate $E_{2}$ can be achieved by applying Green's second identity to a field $u$ and its complex conjugate, on the region bounded by the parallelogram $\widehat{\mathcal{S}}$, which has vertices at $\mathbf{r}= \pm \frac{1}{2} \mathbf{s}_{1}-\frac{1}{2} \mathbf{s}_{2}$ and $\mathbf{r}= \pm \frac{1}{2} \mathbf{s}_{1}+\left(P-\frac{1}{2}\right) \mathbf{s}_{2}$ for any integer $P$, excluding the interior of any scatterers this contains. Using the fact that $\nabla^{2} u=-k^{2} u$, and similarly for $u^{*}$, Green's identity immediately reduces to

$$
\begin{equation*}
\operatorname{Im} \int_{\widehat{\mathcal{S}}} u(\mathbf{r}) \frac{\partial}{\partial n} u^{*}(\mathbf{r}) \mathrm{d} s=0 \tag{6.17}
\end{equation*}
$$

Contributions from the surfaces of the scatterers are all zero, because there either $u=0$ or $\partial u / \partial n=$

0 , due to the boundary conditions. Now if $u$ consists of multiple Bloch waves, each with the same value for $\beta_{x}$, then contributions from the edges parallel to $\mathbf{s}_{2}$ cancel, due to the quasiperiodicity condition (3.4). Hence, the contributions from the upper and lower edges are equal, except for a factor -1 , which comes from the different orientations of the outgoing normals.

Finally, we observe that the first term on the right-hand side of (6.15) is due to the incident wave, whereas the sum is due to the reflected field. Thus, if we divide by $k s_{1} \mathrm{C} \sin \psi_{0}$, we obtain the proportion of incident energy that is reflected back from the lattice,

$$
\begin{equation*}
E_{R}=\frac{1}{\sin \psi_{0}} \sum_{j \in \mathcal{M}} \sin \psi_{j}\left|c_{j 0}^{-}\right|^{2} \tag{6.18}
\end{equation*}
$$

This important quantity is used extensively in the next section.

## 7. Numerical results

The method described in the preceding sections has been implemented in Fortran 2003. The indices $n$ and $m$ in (5.10), which denote the modes used in the expansion of the field about each scatterer (see (2.8)) and the indices $j$ and $q$, which denote the rows retained in the filtered system, are truncated by automated processes.

Generally, sums over mode indices converge very rapidly, though more terms are needed for larger values of $k a$. The truncation parameter for these sums is determined using the coefficients $Z_{n}$ defined in (2.16) and (2.18). We find the largest value in the sequence $\left|Z_{0}\right|,\left|Z_{1}\right|, \ldots$ and denote this by $Z_{\max }$. Next we find the smallest natural number $N$ such that

$$
\begin{equation*}
\left|Z_{N+j}\right|<\delta Z_{\max }, \quad j=0,1, \ldots \tag{7.1}
\end{equation*}
$$

where $\delta$ is a tolerance parameter which we typically set at $10^{-8}$. Terms with $|n|<N$ are retained, and the others are discarded. Note that it is not sufficient to inspect the single ratio $\left|Z_{N}\right| / Z_{\max }$, because it may be that $Z_{N} \approx 0$ for a particular $n$ if $k a$ is close to a zero of $\mathrm{J}_{N}(k a)$ or $\mathrm{J}_{N}^{\prime}(k a)$, and this is unrelated to the fact that $Z_{n} \rightarrow 0$ as $n \rightarrow \infty$.

To determine the number of rows needed, we first observe that the field inside the lattice may be viewed as consisting of Bloch waves and evanescent modes for which $\operatorname{Im}\left[\beta_{y}\right]>0$. The rate of decay of these evanescent modes determines the rate at which the filtered system (5.10) converges. We aim to choose a truncation parameter $P$ so that

$$
\begin{equation*}
\left\|A_{n}^{P(\lambda)}\right\|_{2}<\delta\left\|A_{n}^{0(\lambda)}\right\|_{2} \tag{7.2}
\end{equation*}
$$

where $\|\cdot\|_{2}$ represents a Euclidean norm, summing over $n$ with the upper indices fixed. Initially, we truncate and solve the system, retaining rows $0, \ldots, P_{0}$, say. Should this fail to achieve the required accuracy, the number of additional rows needed is estimated by reasoning as follows. Since the fully filtered coefficients $A_{n}^{q(\lambda)}$ do not include contributions from the Bloch waves if $q \geq \lambda$ (see §5), we may obtain the approximate rate of exponential decay by comparing the norms of the vectors $A_{n}^{\lambda(\lambda)}$ and $A_{n}^{P_{0}(\lambda)}$. Thus, if we assume that

$$
\begin{equation*}
\left\|A_{n}^{p+1(\lambda)}\right\|_{2} \approx \mathrm{e}^{-\alpha}\left\|A_{n}^{p(\lambda)}\right\|_{2} \tag{7.3}
\end{equation*}
$$

for $p \geq \lambda$ then

$$
\begin{equation*}
\alpha \approx \frac{1}{\lambda-P_{0}} \ln \frac{\left\|A_{n}^{P_{0}(\lambda)}\right\|_{2}}{\left\|A_{n}^{\lambda(\lambda)}\right\|_{2}} \tag{7.4}
\end{equation*}
$$



Fig. 2 The Brillouin zone for an arbitrary, skewed lattice. The shaded region is the full Brillouin zone, and the pentagon $\mathrm{X}(-\mathrm{X}) \overline{\mathrm{M}} \mathrm{MNX}$ is the irreducible zone. Points below the line $\mathrm{X}(-\mathrm{X})$ are excluded from the irreducible zone due to $180^{\circ}$ rotational symmetry. The point $\Gamma$ (the origin) is a vertex of the irreducible zone in certain cases with additional symmetries.

The estimate for $P$ is then given by

$$
\begin{equation*}
P=\lambda+\left\lceil\frac{-\ln \delta}{\alpha}\right\rceil \tag{7.5}
\end{equation*}
$$

where $\lceil\cdot\rceil$ means round toward infinity. A small value for $P_{0}$ allows results for cases in which the convergence is rapid to be computed very efficiently. A larger value leads to unnecessary calculations in many cases, but also increases the range of parameters for which (7.2) is achieved immediately, without the need to recalculate with $P$ given by (7.5). We find that $P_{0}=15$ gives a good compromise between these factors. For some parameter sets, an evanescent mode with $\operatorname{Im}\left[\beta_{y}\right] \ll 1$ is excited, and it is not practical to achieve (7.2). If the number of rows estimated by (7.5) is greater than 150 , then we simply calculate $E_{R}$ given by (6.18) for successively increased truncation parameters $P$. Since $E_{R}$ is the final result plotted in the reflection diagrams shown below (as opposed to an intermediate value used in later calculations), we accept values that have converged to four significant figures. Occasionally the program encountered a situation in which the value of $E_{R}$ does not converge. This occurs in cases where the rate of decay of one or more evanescent modes is exceptionally low. Such convergence failures are rare, accounting for $0.025 \%, 0.14 \%, 0.012 \%$ and $0.49 \%$ of the data in figures 3-7, respectively. The images are corrected by averaging the values of $E_{R}$ at surrounding points.

We now present some figures that illustrate the results that can be obtained using our method. In each case, we include a standard band diagram, alongside a reflection diagram. Band diagrams are obtained by solving the propagation problem. These have the wavenumber $k$ on the vertical axis,


Fig. 3 Band diagram (a) and reflection diagram (b) for a lattice of Dirichlet scatterers with radius $a=0.26$ and basis vectors $\mathbf{s}_{1}=[1,0]$ and $\mathbf{s}_{2}=[0,1]$.
and the variable on the horizontal axis represents a location on the edge of the irreducible Brillouin zone. The Brillouin zone is the region of two-dimensional space which contains the shortest possible representation for each Bloch vector, accounting for the quasiperiodicity property (4.1). This can then be further reduced using symmetry to obtain the irreducible Brillouin zone (see (4, Appendix B) for details). In the most general case, the Brillouin zone is an irregular hexagon, as shown in figure 2. The presence of $180^{\circ}$ rotational symmetry in the propagation problem means it is only necessary to consider one half of this hexagon (all possible modes can be described by a Bloch vector located on or above the line from $-X$ to $X$ ) in figure 2). The coordinates of the vertices are then given by (22)
$\mathrm{X}=\frac{\pi}{s_{1}}\left(1,-\frac{\eta_{1}}{\eta_{2}}\right), \quad \mathrm{M}=\frac{\pi}{\eta_{2}^{2}}\left(\frac{\eta_{1}^{2}+\eta_{2}^{2}}{s_{1}}-\eta_{1}, \eta_{2}\right), \quad \mathrm{N}=\frac{\pi}{\eta_{2}^{2}}\left(\eta_{1}+\frac{\eta_{2}^{2}-\eta_{1}^{2}}{s_{1}}, \eta_{2}\left(1-\frac{2 \eta_{1}}{s_{1}}\right)\right)$,
with $\bar{M}$ representing the reflection of the point M through the vertical axis. The minimum and maximum frequency for each Bloch mode occur when its Bloch vector $\beta$ lies on the edge of the irreducible Brillouin zone, so plotting against $k$ shows the locations of the band gaps. Reflection diagrams are obtained by solving the excitation problem. These also have $k$ on the vertical axis, but the variable on the horizontal axis is now the angle of incidence $\psi_{0}$, which is related to the Bloch vectors for the excited modes via (5.3). The shading indicates the proportion of incident energy


Fig. 4 Band diagram (a) and reflection diagram (b) for a lattice of Neumann scatterers with radius $a=0.26$ and basis vectors $\mathbf{s}_{1}=[1,0]$ and $\mathbf{s}_{2}=[0,1]$.
reflected back from the lattice, calculated using (6.18). Unshaded regions correspond to parameter regimes in which all energy is reflected, whereas darker shading indicates higher transmission.

Figures 3-5 show results for square lattices, with $\mathbf{s}_{1}=[1,0]$ and $\mathbf{s}_{2}=[0,1]$. Since these basis vectors are mutually orthogonal, it is easy to deduce that the irreducible Brillouin zone for this case is a triangle, with vertices at the points

$$
\begin{equation*}
\Gamma=(0,0), \quad \mathrm{M}=(\pi, \pi) \quad \text { and } \quad \mathrm{X}=(\pi, 0) . \tag{7.7}
\end{equation*}
$$

Band diagrams for the same parameters can also be found in (9), and our results are clearly in agreement (note however that the vertices of the irreducible Brillouin zone are ordered differently in (9); we follow (4) in placing $\Gamma$ at the edges of the plots, since the origin appears on the boundary of the zone for all lattice types).

Figure 3 shows the band diagram (a) and reflection diagram (b) for cylinders with radius $a=0.26$ and Dirichlet boundary conditions imposed on the surface. There is a band gap for $k \lesssim 4.21$, where no modes can propagate. This 'low frequency gap' is a characteristic property of lattices formed from Dirichlet scatterers (see (9) for details). There is then a second gap for $4.93 \lesssim k \lesssim 6.39$, and above this the diagram becomes very complicated, with an increasing number of modes present at higher frequencies. The same facts concerning gaps can be obtained from the reflection diagram, but this also contains significant information about the behaviour of the field within pass bands. For the


Fig. 5 Band diagram (a) and reflection diagram (b) for a lattice of Neumann scatterers with radius $a=0.42$ and basis vectors $\mathbf{s}_{1}=[1,0]$ and $\mathbf{s}_{2}=[0,1]$.
narrow band between $k \approx 4.21$ and $k \approx 4.93$, there is relatively little transmission, and most of the incident energy is reflected back from the lattice. On the other hand, above the second gap there are some regions of very high transmission, particularly around head-on incidence ( $\psi_{0}=\pi / 2$ ).

The parameters used in in figure 4 are the same as those in figure 3, except that Neumann conditions are now imposed on the cylinder surfaces. In general, Neumann conditions lead to greater transmission and so the contours used to shade figure 4(b) (and subsequent reflection diagrams) are slightly different to those in figure 3 . There are no band gaps in figure 4 , but again the pattern is relatively simple at low frequencies, and much more complicated at higher frequencies, where there are many more modes. The reflection diagram also captures this information, and in addition shows that in place of the low frequency gap there is a regime in which over $90 \%$ of the incident wave energy is transmitted into the lattice. This region covers all angles of incidence except grazing for $k \lesssim 2$, and persists to $k \approx 3$ for $\psi_{0} \approx \pi / 4$ and $\psi_{0} \approx 3 \pi / 4$. Above the high transmission region, there are significant partial band gaps, in which total reflection occurs, but only for certain angles of incidence. At higher frequencies, the pattern again becomes increasingly complex, though some notable features include another region of very high transmission for $4 \lesssim k \lesssim 5$ and $\psi_{0} \approx \pi / 2$, and three further partial band gaps for $7.5 \lesssim k \lesssim 9.5$. Above these regions, there is relatively little transmission.

Figure 5 shows results for a more concentrated lattice, with cylinder radius $a=0.42$, and Neumann


Fig. 6 Sections of the band diagram for a square lattice with $\mathbf{s}_{1}=[1,0]$ and $\mathbf{s}_{2}=[0,1]$. Neumann boundary conditions are enforced on the cylinder surfaces.
boundary conditions in force on the surfaces. Increasing the scatterer radius causes a total band gap to appear between $k \approx 2.96$ and $k \approx 4.17$. In addition, the regions of high transmission are significantly reduced in size, and for $k \gtrsim 4.17$ there are many partial band gaps, and many small parameter regimes in which some transmission is possible, though most of the incident energy is reflected back. A second total band gap has appeared for $12.1 \lesssim k \lesssim 12.4$, and a third occurs for $k \gtrsim 14.3$. The upper limit for the third gap is outside the range of the plot; it persists up to $k \approx 15.2$. The corresponding results for Dirichlet boundary conditions show modes existing in very narrow frequency ranges and little to no transmission for any combination of $\psi_{0}$ and $k$, and therefore these are not shown. An unusual feature of the band diagram in figure 5(b) is the very 'flat' mode at $k \approx 10.9$. The effect of this mode is also visible in the reflection diagram, where there is some transmission at all angles of incidence at the same frequency. Figure 6 shows sections of band diagrams for lattices with various scatterer radii, all using the same geometry and boundary conditions as figure 5. The 'flat' mode from figure 5 is drawn as a dashed line. The manner in which the modes develop as $a$ is increased is clearly evident, showing that this is a genuine result, and not a numerical artefact.

Finally, figure 7 shows results for a skewed lattice, with $\mathbf{s}_{1}=[1,0], \mathbf{s}_{2}=[0.25,1]$ and $a=0.26$. Neumann boundary conditions are in force on the cylinder surfaces. In this case, the irreducible Brillouin zone is the irregular pentagon above the line from $-X$ to $X$ in figure 2. Despite the fact that the lattice is strongly skewed, the band diagram shows remarkably little asymmetry, particularly at low frequencies. To see this, one must take into account additional symmetries used in producing band diagrams for square lattices. Thus, if $\eta_{1}=0$ then the modes on the line sections $\Gamma \mathrm{X}$ and $\Gamma(-\mathrm{X})$ are symmetric copies, $\bar{M} M$ consists of two symmetric copies of the line $M X$ and $-X \bar{M}$ is clearly a copy of MX. With this in mind, the similarities between figures 7(a) and 4(a) (where the same parameters are used, except that $\eta_{1}=0$ ) are clearly evident. On the other hand, the line MN has no analogue in the case of a square lattice, because (7.6) shows that $\mathrm{M}=\mathrm{N}$ if $\eta_{1}=0$. The reflection diagram shown in figure 7 (b) appears almost symmetric about $\psi_{0}=\pi / 2$, but there are significant differences between this and figure 4(b), aside from the distortion caused by asymmetry. In particular, the regimes in which no transmission is possible are smaller, and the three partial band gaps that appear for $7.5 \lesssim k \lesssim 9.5$ in figure 4(b) are almost entirely absent from figure 7(b).


Fig. 7 Band diagram (a) and reflection diagram (b) for a lattice of Neumann scatterers with radius $a=0.26$ and basis vectors $\mathbf{s}_{1}=[1,0], \mathbf{s}_{2}=[0.25,1]$.

## 8. Concluding remarks

We have demonstrated that the filtering transformation, which was used in modelling wave interactions with a semi-infinite lattice formed from isotropic point scatterers in (1), can also be applied effectively to cases in which the scatterer radius is comparable to the wavelength of the incident field. The complications introduced by this generalisation are relatively minor. The results obtained offer significant insight into wave scattering by periodic structures, particularly at frequencies that lie in pass bands. In particular, given the parameters that describe a wave incident from free space (wavenumber and angle of incidence) it is possible to calculate the proportion of energy that will be converted into Bloch waves and transmitted into the lattice, and the proportion that will be reflected away. This information cannot be gleaned from a standard band diagram, which shows whether modes can pass through a structure, but gives no information about the amplitudes at which these modes are excited by a particular incident field.

The technique could be improved by including slightly damped modes in the filtering process, to further accelerate convergence, and avoid the need to solve large linear systems in cases where modes with small, positive values for $\operatorname{Im}\left[\beta_{y}\right]$ are excited. The method could be also be generalised to other coordinate systems, including spherical polar coordinates for three-dimensional lattice problems. It may be possible to incorporate scatterers of irregular shape via $T$-matrices ( $\mathbf{2}$, chapter 7), though how these interact with the filtering transformation requires some investigation. Another possibility relates to the work in (23), where it was shown that scattering and reflection effects at the end of
a semi-infinite linear array can be used to predict the effects of wave interactions with long, finite arrays. The same ideas could be applied to structures consisting of large but finite numbers of rows, and have the potential to offer significant savings in computation time.
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## APPENDIX A

## Quasiperiodic Green's functions

Spectral representations for the quasiperiodic Green's functions (QPGs) used throughout this paper were derived in detail in $(\mathbf{5}, \mathbf{8})$. Here we repeat only those formulae that are needed in the main text. For a single row of multipoles, the QPG in (2.14) can be expressed in the well-known (24, 17, 8) form

$$
\begin{equation*}
G_{n}\left(\mathbf{r} ; \beta_{x}\right)=2(-\mathrm{i})^{n+1} \sum_{j=-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i} \beta_{x j} x-\gamma\left(\beta_{x j}\right)|y|}}{s_{1} \gamma\left(\beta_{x j}\right)}\left[\frac{k}{\beta_{x j}+\gamma\left(\beta_{x j}\right)}\right]^{n \operatorname{sgn}(y)}, \tag{A.1}
\end{equation*}
$$

where $\beta_{x j}$ and $\gamma$ are given by (3.2) and (3.3), respectively. The formula (and others derived from it) is not valid on $y=0$, except in the special case $n=0$. The QPG for rows $q_{0}, \ldots, q_{1}$ is given by

$$
\begin{align*}
G_{n}^{\left(q_{0}, q_{1}\right)}(\mathbf{r} ; \boldsymbol{\beta}) & =\sum_{q=q_{0}}^{q_{1}} \sum_{j=-\infty}^{\infty} \mathrm{e}^{\mathrm{i} \mathbf{R}_{j q} \cdot \boldsymbol{\beta}} \mathcal{H}_{n}\left(\mathbf{r}_{j q}\right)  \tag{A.2}\\
& =\sum_{q=q_{0}}^{q_{1}} \mathrm{e}^{\mathrm{i} q \boldsymbol{s}_{2} \cdot \boldsymbol{\beta}} G_{n}\left(\mathbf{r}-q \mathbf{S}_{2} ; \beta_{x}\right),
\end{align*}
$$

with $\boldsymbol{\beta}=\beta_{x} \hat{\mathbf{x}}+\beta_{y} \hat{\mathbf{y}}$. By using a simple geometric summation to combine contributions from the individual rows, it can be shown that

$$
\begin{equation*}
G_{n}^{\left(q_{0}, q_{1}\right)}(\mathbf{r} ; \boldsymbol{\beta})=2(-\mathrm{i})^{n+1} \sum_{j=-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i} \beta_{x j} x \mp \gamma\left(\beta_{x j}\right) y}}{s_{1} \gamma\left(\beta_{x j}\right)}\left[\frac{k}{\beta_{x j} \pm \gamma\left(\beta_{x j}\right)}\right]^{n} \frac{\mathrm{e}^{q_{0} w_{j}^{ \pm}}-\mathrm{e}^{\left(1+q_{1}\right) w_{j}^{ \pm}}}{1-\mathrm{e}^{w_{j}^{ \pm}}} \tag{A.3}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{j}^{ \pm}= \pm \eta_{2} \gamma\left(\beta_{x j}\right)+\mathrm{i}\left(\eta_{2} \beta_{y}-2 j \pi \eta_{1} / s_{1}\right) \tag{A.4}
\end{equation*}
$$

The upper and lower signs are to be taken when $y>q_{1} \eta_{2}$ and $y<q_{0} \eta_{2}$, respectively. For semi-infinite lattices we have

$$
\begin{equation*}
G_{n}^{\left(q_{0}, \infty\right)}(\mathbf{r} ; \boldsymbol{\beta})=(-\mathrm{i})^{n+1} \frac{2}{s_{1}} \sum_{j=-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i} \beta_{x j} x+\gamma\left(\beta_{x j}\right) y} \mathrm{e}^{q_{0} w_{j}^{-}}}{\gamma\left(\beta_{x j}\right)\left(1-\mathrm{e}^{w_{j}^{-}}\right)}\left[\frac{k}{\beta_{x j}-\gamma\left(\beta_{x j}\right)}\right]^{n}, \quad y<q_{0} \eta_{2} \tag{A.5}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{n}^{\left(-\infty, q_{1}\right)}(\mathbf{r} ; \boldsymbol{\beta})=(-\mathrm{i})^{n+1} \frac{2}{s_{1}} \sum_{j=-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i} \beta_{x j} x-\gamma\left(\beta_{x j}\right) y} \mathrm{e}^{q_{1} w_{j}^{+}}}{\gamma\left(\beta_{x j}\right)\left(1-\mathrm{e}^{-w_{j}^{+}}\right)}\left[\frac{k}{\beta_{x j}+\gamma\left(\beta_{x j}\right)}\right]^{n}, \quad y>q_{1} \eta_{2} \tag{A.6}
\end{equation*}
$$

The full lattice Green's function, $G_{n}^{(-\infty, \infty)}(\mathbf{r} ; \boldsymbol{\beta})$ can be obtained by setting $q_{0}=q_{1}+1$ and adding (A.5) to (A.6). Note that $G_{n}^{(-\infty, \infty)}(\mathbf{r} ; \boldsymbol{\beta})$ has the two-dimensional quasiperiodicity property (4.1).

The expansions (A.1), (A.5) and (A.6) all appear when the reflected and transmitted fields are calculated, in which case $\beta_{x}=k \cos \psi_{0}$, and $\beta_{x j}$ is expressed in terms of scattering angles using (6.2). Some further simplifications are then possible. For the single row Green's function, we find that

$$
\begin{equation*}
G_{n}\left(\mathbf{r} ; k \cos \psi_{0}\right)=\frac{2(-\mathrm{i})^{n}}{k s_{1}} \sum_{j=-\infty}^{\infty} \mathrm{e}^{\mathrm{i} k\left(x \cos \psi_{j}+|y| \sin \psi_{j}\right)} \frac{\mathrm{e}^{\mathrm{i} n \operatorname{sgn}(y) \psi_{j}}}{\sin \psi_{j}} \tag{A.7}
\end{equation*}
$$

For multiple rows, we begin by using the fact that $2 j \pi / s_{1}=k\left(\cos \psi_{j}-\cos \psi_{0}\right)$ in (A.4) to obtain

$$
\begin{equation*}
\mathrm{e}^{w_{j}^{+}}=\rho_{j} \mathrm{e}^{\mathrm{i} \mathbf{s}_{2} \cdot \boldsymbol{\beta}} \quad \text { and } \quad \mathrm{e}^{w_{j}^{-}}=\tau_{j}^{-1} \mathrm{e}^{\mathrm{i} \mathbf{s}_{2} \cdot \boldsymbol{\beta}} \tag{A.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{j}=\mathrm{e}^{-\mathrm{i} k\left(\eta_{1} \cos \psi_{j}+\eta_{2} \sin \psi_{j}\right)} \quad \text { and } \quad \tau_{j}=\mathrm{e}^{\mathrm{i} k\left(\eta_{1} \cos \psi_{j}-\eta_{2} \sin \psi_{j}\right)} . \tag{A.9}
\end{equation*}
$$

After substituting these into (A.5) and (A.6), we find that

$$
\begin{equation*}
G_{n}^{\left(q_{0}, \infty\right)}(\mathbf{r} ; \boldsymbol{\beta})=\frac{2(-\mathrm{i})^{n}}{k s_{1}} \mathrm{e}^{\mathrm{i} q_{0} \mathbf{s}_{2} \cdot \boldsymbol{\beta}} \sum_{j=-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i} k\left(x \cos \psi_{j}-y \sin \psi_{j}\right)} \mathrm{e}^{-\mathrm{i} n \psi_{j}}}{\tau_{j}^{q_{0}}\left(1-\tau_{j}^{-1} \mathrm{e}^{\mathrm{i} \mathbf{s}_{2} \cdot \boldsymbol{\beta}}\right) \sin \psi_{j}}, \quad y<q_{0} \eta_{2} \tag{A.10}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{n}^{\left(-\infty, q_{1}\right)}(\mathbf{r} ; \boldsymbol{\beta})=\frac{2(-\mathrm{i})^{n}}{k s_{1}} \mathrm{e}^{\mathrm{i} q_{1} \mathbf{s}_{2} \cdot \boldsymbol{\beta}} \sum_{j=-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i} k\left(x \cos \psi_{j}+y \sin \psi_{j}\right)} \rho_{j}^{q_{1}} \mathrm{e}^{\mathrm{i} n \psi_{j}}}{\left(1-\rho_{j}^{-1} \mathrm{e}^{-\mathrm{i} \mathbf{s}_{2} \cdot \boldsymbol{\beta}}\right) \sin \psi_{j}}, \quad y>q_{1} \eta_{2} . \tag{A.11}
\end{equation*}
$$

## APPENDIX B

## Energy flux

In the preceding sections, the integral (3.6) is used in two slightly different ways. In deriving a conservation of energy condition (see $\S 6$ ), $\mathcal{S}$ is taken to be a parallelogram, and it is always the case that $\left\langle E_{\mathcal{S}}\right\rangle=0$. Since $\mathcal{S}$ is a closed contour, this result can be derived immediately by applying Green's second identity to the total field and its complex conjugate. In applying the radiation condition (see $\S 4$ ), $\mathcal{S}$ is taken to be a straight line and (3.6) is used to determine the direction in which Bloch waves transport energy across this line. The argument which shows that this is valid is presented for one possible formulation in acoustics in (5). Here we give brief derivations for acoustics, electromagnetism, elasticity and water wave theory. Some general points are worth noting beforehand. First, for two time-harmonic functions

$$
\begin{equation*}
F(\mathbf{r} ; t)=\operatorname{Re}\left[f(\mathbf{r}) \mathrm{e}^{-\mathrm{i} \omega t}\right] \quad \text { and } \quad G(\mathbf{r} ; t)=\operatorname{Re}\left[g(\mathbf{r}) \mathrm{e}^{-\mathrm{i} \omega t}\right], \tag{B.1}
\end{equation*}
$$

the time-average over one period is given by

$$
\begin{equation*}
\langle F G\rangle=\frac{\omega}{2 \pi} \int_{0}^{2 \pi / \omega} F(\mathbf{r} ; t) G(\mathbf{r} ; t) \mathrm{d} t=\frac{1}{2} \operatorname{Re}\left[f(\mathbf{r}) g^{*}(\mathbf{r})\right] . \tag{B.2}
\end{equation*}
$$

Here, the integral has been evaluated using the identity $2 \operatorname{Re}\left[z_{1}\right] \operatorname{Re}\left[z_{2}\right]=\operatorname{Re}\left[z_{1} z_{2}\right]+\operatorname{Re}\left[z_{1} z_{2}^{*}\right]$, though of course one can simply proceed by writing out the real components of $f(\mathbf{r}) \mathrm{e}^{-\mathrm{i} \omega t}$ and $g(\mathbf{r}) \mathrm{e}^{-\mathrm{i} \omega t}$. The second point concerns dimensions. Initially, we will integrate over an appropriately chosen area $\mathcal{A}$. The means by which this can be reduced to a line integral then depend on the relationship between two-dimensional problems and the underlying three-dimensional physics. Since taking the time-average does not affect dimensions, we should expect to integrate a quantity with dimensions of mass per time cubed over $\mathcal{A}$ to obtain the rate of energy transport across $\mathcal{A}$. Finally, we note that the direction of Bloch wave propagation is often determined using the group velocity vector, which in our notation is given by

$$
\begin{equation*}
\nabla_{\boldsymbol{\beta}} \omega=\left[\frac{\partial \omega}{\partial \beta_{x}}, \frac{\partial \omega}{\partial \beta_{y}}\right] \tag{B.3}
\end{equation*}
$$

(see (4, pp.40-42), for example). The relationship between group velocity and energy flux is discussed in the appendix to (21). Energy flux is used in this article because $\omega$ and $\boldsymbol{\beta}$ are related by the linear system (4.11), and evaluating the partial derivatives in (B.3) is not straightforward. On the other hand, once the Bloch vector $\boldsymbol{\beta}$ and corresponding coefficients $B_{n}$ have been computed, all coefficients in the expressions for energy flux are determined explicitly.

## B. 1 Acoustic waves

This is the simplest case. The necessary physics is described in $\mathbf{2 5}, \S \S 3.1-3.3)$. The acoustic intensity (the rate of working of the pressure fluctuation) is given by

$$
\begin{equation*}
\mathbf{I}=P \mathbf{V} \tag{B.4}
\end{equation*}
$$

where $P$ is the pressure fluctuation and $\mathbf{V}$ is the fluid velocity. Introducing the acoustic potential $U$, we have

$$
\begin{equation*}
\mathbf{V}=\nabla U \quad \text { and } \quad P=-\rho \frac{\partial U}{\partial t} \tag{B.5}
\end{equation*}
$$

where $\rho$ is the quiescent fluid density. Therefore, from (B.4),

$$
\begin{equation*}
\mathbf{I}=-\rho \frac{\partial U}{\partial t} \nabla U \tag{B.6}
\end{equation*}
$$

and the rate of energy transport across $\mathcal{A}$ is given by the surface integral

$$
\begin{equation*}
E_{\mathcal{A}}=-\rho \int_{\mathcal{A}} \frac{\partial U}{\partial t} \hat{\mathbf{n}} \cdot \nabla U \mathrm{~d} \mathbf{s} \tag{B.7}
\end{equation*}
$$

where $\hat{\mathbf{n}}$ is a unit vector perpendicular to $\mathcal{A}$. If we now assume time-harmonic motion as in (2.20) and take the average using (B.2) with $F=\partial U / \partial t$ and $G=\hat{\mathbf{n}} \cdot \nabla U$, we obtain

$$
\begin{align*}
\left\langle E_{\mathcal{A}}\right\rangle & =\frac{\rho \omega}{2} \int_{\mathcal{A}} \operatorname{Re}\left[\mathrm{i} u(\mathbf{r}) \frac{\partial}{\partial n} u^{*}(\mathbf{r})\right] \mathrm{d} \mathbf{s}  \tag{B.8}\\
& =-\frac{\rho \omega}{2} \operatorname{Im} \int_{\mathcal{A}} u(\mathbf{r}) \frac{\partial}{\partial n} u^{*}(\mathbf{r}) \mathrm{d} \mathbf{s} \tag{B.9}
\end{align*}
$$

Here, $\partial / \partial n$ indicates differentiation in the direction of the normal $\hat{\mathbf{n}}$. If $\left\langle E_{\mathcal{A}}\right\rangle>0$ then the net rate of energy transport across $\mathcal{A}$ is in the same direction. Had we used a pressure formulation, then

$$
\begin{equation*}
P(\mathbf{r} ; t)=\operatorname{Re}\left[p(\mathbf{r}) \mathrm{e}^{-\mathrm{i} \omega t}\right] \tag{B.10}
\end{equation*}
$$

and it follows from (B.5) that $p=\mathrm{i} \omega \rho u$. In this case, (B.9) becomes

$$
\begin{equation*}
\left\langle E_{\mathcal{A}}\right\rangle=-\frac{1}{2 \rho \omega} \operatorname{Im} \int_{\mathcal{A}} p(\mathbf{r}) \frac{\partial}{\partial n} p^{*}(\mathbf{r}) \mathrm{d} \mathbf{s} \tag{B.11}
\end{equation*}
$$

Two-dimensional acoustic problems are generally obtained by assuming no variation in a certain direction, $z$, say. The surface integral in (B.9) (or (B.11)) can then be replaced by a line integral over a curve $\mathcal{S}$ perpendicular to the $z$ axis, and $\left\langle E_{\mathcal{S}}\right\rangle$ represents the net rate of energy transport across $\mathcal{S}$ per unit length in $z$.

## B. 2 Elastic waves

In component notation, the instantaneous rate of work of the traction in direction $i$ is given by (26, section 1.3)

$$
\begin{equation*}
\mathcal{P}_{i}=-\tau_{i j} \frac{\partial U_{j}}{\partial t} \tag{B.12}
\end{equation*}
$$

where the stress tensor $\tau_{i j}$ for a homogeneous isotropic solid is given by (26, eqn (2.28)). For a time-harmonic SH problem, with no variation in the $z(3)$ direction, we have $U_{1}=U_{2}=0$, and so (B.12) simplifies to

$$
\begin{equation*}
\mathcal{P}_{i}=-\mu \frac{\partial U}{\partial x_{i}} \frac{\partial U}{\partial t} \tag{B.13}
\end{equation*}
$$

where $U=U_{3}, i=1$ or 2 and $\mu$ is a Lamé constant. The rate of working in the direction of $\hat{\mathbf{n}}$ is therefore

$$
\begin{equation*}
\mathcal{P}_{n}=-\mu \hat{\mathbf{n}} \cdot \nabla U \frac{\partial U}{\partial t} \tag{B.14}
\end{equation*}
$$

This is exactly the same as the potential formulation in the acoustic case, but with the Lamé constant in place of the density. Consequently, for time-harmonic motion with $u$ given by (2.20),

$$
\begin{equation*}
\left\langle E_{\mathcal{A}}\right\rangle=-\frac{\mu \omega}{2} \operatorname{Im} \int_{\mathcal{A}} u(\mathbf{r}) \frac{\partial}{\partial n} u^{*}(\mathbf{r}) \mathrm{d} \mathbf{s} \tag{B.15}
\end{equation*}
$$

## B. 3 Water waves

The case of linear water waves in fluid of constant depth $h$ is also similar to a potential formulation in acoustics. The only significant difference occurs due to the relationship between two- and three-dimensional problems. Thus, if $U$ is the velocity potential, then the rate of working of the hydrodynamic force is $-\rho \partial U / \partial t \nabla U$, i.e. the dynamic pressure multiplied by the particle velocity (15, chapter 1 ) (see also ( $\mathbf{2 7}$, chapter 1 )). It then follows immediately that $E_{\mathcal{A}}$ is again given by (B.7), but now with $u$ related to the physical velocity potential via (2.21). If $\mathcal{A}$ is a surface that extends uniformly throughout the fluid depth (e.g. a rectangle or a cylinder), then, in place of (B.9) we obtain

$$
\begin{equation*}
\left\langle E_{\mathcal{A}}\right\rangle=-\frac{\rho \omega}{2} \int_{-h}^{0}\left|\phi_{0}(z)\right|^{2} \mathrm{~d} z \operatorname{Im} \int_{\mathcal{S}} u(\mathbf{r}) \frac{\partial}{\partial n} u^{*}(\mathbf{r}) \mathrm{d} s \tag{B.16}
\end{equation*}
$$

where $\mathcal{S}$ is a cross section of $\mathcal{A}$ with $z$ fixed.

## B. 4 Electromagnetic waves

The Poynting vector, which represents instantaneous power flow due to the electric and magnetic fields is given by (28, sections $1.25 \& 1.28)$

$$
\begin{equation*}
\mathbf{P}=\mathbf{E} \times \mathbf{H} \tag{B.17}
\end{equation*}
$$

A multiplicative factor of $c /(4 \pi)$ appears in some formulations; this is due to the use of Gaussian, rather than SI, units (see table 3 in appendix 2 of (29)). Assuming the time-harmonic form

$$
\begin{equation*}
\mathbf{E}=\operatorname{Re}\left[\mathbf{e} \mathrm{e}^{-\mathrm{i} \omega t}\right] \quad \text { and } \quad \mathbf{H}=\operatorname{Re}\left[\mathbf{h} \mathrm{e}^{-\mathrm{i} \omega t}\right] \tag{B.18}
\end{equation*}
$$

and observing that each element of $\mathbf{E} \times \mathbf{H}$ is a linear combination of products, each formed from one element from $\mathbf{E}$ and one from $\mathbf{H}$, we see that the generalisation of (B.2) to the electromagnetic case is

$$
\begin{equation*}
\langle\mathbf{E} \times \mathbf{H}\rangle=\frac{1}{2} \operatorname{Re}\left[\mathbf{e} \times \mathbf{h}^{*}\right] \tag{B.19}
\end{equation*}
$$

The time-averaged energy flux across an area $\mathcal{A}$ is therefore given by

$$
\begin{equation*}
\left\langle E_{\mathcal{A}}\right\rangle=\frac{1}{2} \operatorname{Re} \int_{\mathcal{A}} \hat{\mathbf{n}} \cdot\left(\mathbf{e} \times \mathbf{h}^{*}\right) \mathrm{d} \mathbf{s} \tag{B.20}
\end{equation*}
$$

Subsequently we will use the convention that there is no implied conjugation of operands in complex vector products. This choice does not affect (B.20) (since the real part is taken on the right-hand side), but the convention must be applied consistently in order to reach the correct result. As in acoustics, two-dimensional electromagnetic problems are generally obtained by assuming no variation in a particular direction, $z$, say. For the particular case of TE waves, we have $\mathbf{h}=u(\mathbf{r}) \hat{\mathbf{z}}$, where $u$ satisfies the Helmholtz equation. We then use the fact that

$$
\begin{equation*}
\nabla \times \mathbf{H}=\epsilon_{0} \frac{\partial \mathbf{E}}{\partial t} \tag{B.21}
\end{equation*}
$$

where $\epsilon_{0}$ is the electric permittivity of the exterior medium, to obtain

$$
\begin{equation*}
\mathbf{e}=\frac{\mathrm{i}}{\epsilon_{0} \omega} \nabla \times \mathbf{h} \tag{B.22}
\end{equation*}
$$

By using this to eliminate $\mathbf{e}$ from (B.20), we find that the time-averaged energy flux per unit length in $z$ is given by the line integral

$$
\begin{equation*}
\left.\left\langle E_{\mathcal{S}}\right\rangle=-\frac{1}{2 \epsilon_{0} \omega} \operatorname{Im} \int_{\mathcal{S}} \hat{\mathbf{n}} \cdot\left((\nabla \times \mathbf{h}) \times \mathbf{h}^{*}\right)\right) \mathrm{d} s \tag{B.23}
\end{equation*}
$$

where $\mathcal{S}$ is a cross section of $\mathcal{A}$ with $z$ fixed. Writing out the components of the triple vector product now yields

$$
\begin{align*}
\left\langle E_{\mathcal{S}}\right\rangle & =-\frac{1}{2 \epsilon_{0} \omega} \operatorname{Im} \int_{\mathcal{S}} \hat{\mathbf{n}} \cdot\left(\left[\frac{\partial}{\partial y} u(\mathbf{r}),-\frac{\partial}{\partial x} u(\mathbf{r}), 0\right] \times \mathbf{h}^{*}\right) \mathrm{d} s  \tag{B.24}\\
& =-\frac{1}{2 \epsilon_{0} \omega} \operatorname{Im} \int_{\mathcal{S}} u(\mathbf{r}) \frac{\partial}{\partial n} u^{*}(\mathbf{r}) \mathrm{d} s \tag{B.25}
\end{align*}
$$

Finally, for TM waves, we have $\mathbf{e}=u(\mathbf{r}) \hat{\mathbf{z}}$ and

$$
\begin{equation*}
\nabla \times \mathbf{E}=-\mu_{0} \frac{\partial \mathbf{H}}{\partial t} \tag{B.26}
\end{equation*}
$$

where $\mu_{0}$ represents magnetic permeability. After eliminating $\mathbf{h}$ from (B.20), we proceed as in the TE case, and we find that

$$
\begin{equation*}
\left\langle E_{\mathcal{S}}\right\rangle=-\frac{1}{2 \omega \mu_{0}} \operatorname{Im} \int_{\mathcal{S}} u(\mathbf{r}) \frac{\partial}{\partial n} u^{*}(\mathbf{r}) \mathrm{d} s \tag{B.27}
\end{equation*}
$$

