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#### Abstract

Given $s \in(1,2]$, we study (among other questions) the algebraic genericity of the set of continuous functions $f:[0,1] \rightarrow \mathbb{R}$ whose graph has Hausdorff (or Box) dimension exactly $s$.


## 1. Introduction and preliminaries

It is a classical conjecture of Benoît B. Mandelbrot from 1977 (see [17]) that the Hausdorff dimension of the graph of the Weierstrass function

$$
\begin{equation*}
W_{\lambda, b}(x)=\sum_{n=0}^{\infty} \lambda^{n} \cos \left(2 \pi b^{n} x\right) \quad x \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

is equal to

$$
D=2+\frac{\log \lambda}{\log b},
$$

where $b \in \mathbb{N}, 0<\lambda<1<b$ and $\lambda b>1$. Many authors have worked in this problem for over 30 years. This conjecture has been proved recently by W . Shen ([21], see also [16]). In fact, due to the periodicity of the Weierstrass function, its Hausdorff dimension is the same if it is restricted to $[0,1]$.

Given a function $f: A \subset \mathbb{R} \rightarrow \mathbb{R}$, by $\operatorname{graph}(f)$ we shall denote the graph of this function, that is,

$$
\operatorname{graph}(f)=\{(x, f(x)), x \in A\} \subset \mathbb{R}^{2} .
$$

If $B \subset A$, by $\operatorname{graph}_{B}(f)$ we mean the set $\{(x, f(x)), x \in B\}$, that is, the part of $\operatorname{graph}(f)$ supported on $B$.

In order to make this article self-contained, we now include the definitions of Hausdorff and Box dimensions.

Given a set $F \subset \mathbb{R}^{n}$, the diameter of $F$ is $|F|:=\sup \{|x-y|: x, y \in F\}$. Given $\delta>0$, a $\delta$-cover of $F$ is a countable collection $\left(U_{i}\right)_{i}$ of subsets of $\mathbb{R}^{n}$ such that $F \subset \bigcup_{i} U_{i}$ and $\left|U_{i}\right|<\delta$ for all $i$.
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Figure 1. A sketch of the famous Weierstrass' Monster (for $\lambda=1 / 2$ and $b=3$ ), of Hausdorff dimension equals to $2-$ $\frac{\log (2)}{\log (3)} \approx 1.3690702464$.

For any subset $M$ of $\mathbb{R}^{N}$ and any $\delta>0$, let

$$
\mathcal{H}_{\delta}^{s}(M):=\inf \left\{\sum_{i=1}^{\infty}\left|U_{i}\right|^{s}:\left(U_{i}\right)_{i} \text { is a } \delta-\text { cover of } M\right\},
$$

and write

$$
\mathcal{H}^{s}(M)=\lim _{\delta \rightarrow 0} \mathcal{H}_{\delta}^{s}(M) .
$$

The Hausdorff dimension of $M$ is

$$
\operatorname{dim}_{H}(M):=\inf \left\{s \geq 0: \mathcal{H}^{s}(M)=0\right\}=\sup \left\{s \geq 0: \mathcal{H}^{s}(M)=+\infty\right\} .
$$

Furthermore, given any non-empty subset $M$ of $\mathbb{R}^{n}$, let $N_{\delta}(M)$ denote the smallest number of sets, of diameter at most $\delta$, needed to cover $M$. Then the lower and upper box dimensions of $M$ are

$$
\underline{\operatorname{dim}_{B}}(M):=\liminf _{\delta \rightarrow 0} \frac{\log N_{\delta}(M)}{-\log \delta} \quad \text { and } \quad \overline{\operatorname{dim}_{B}}(M):=\limsup _{\delta \rightarrow 0} \frac{\log N_{\delta}(M)}{-\log \delta} .
$$

When these numbers are equal, the common value will be the box dimension of $M$, that is,

$$
\operatorname{dim}_{B}(M):=\lim _{\delta \rightarrow 0} \frac{\log N_{\delta}(M)}{-\log \delta} .
$$

For more details on the above definitions and their properties, see [13, Chapters 2-3]. Notice that, in particular,

$$
\operatorname{dim}_{H}(M) \leq \underline{\operatorname{dim}_{B}}(M) \leq \overline{\operatorname{dim}_{B}}(M)
$$

for any subset $M$ of $\mathbb{R}^{n}$.

As usual, we endow the space $\mathcal{C}[0,1]$ of continuous functions $[0,1] \rightarrow \mathbb{R}$ with the maximum norm. Observe that it is an infinite dimensional separable Banach space, hence its dimension is exactly $\mathfrak{c}$, where the last symbol stands for the continuum (as usual).

In this paper, we are interested in the following type of question:

> Consider the subset $\mathcal{H}$ of continuous functions $f:[0,1] \rightarrow \mathbb{R}$ with $\operatorname{dim}_{H}($ graph $(f))=$ s. Is there an infinite dimensional subspace $X \subset \mathcal{H} \cup\{0\}$ every non-zero element of which has Hausdorff dimension s? What about the same problem replacing Hausdorff dimension by Box dimension?

This kind of questions (related ones are dealt with in $[1,9]$ ) fall under the area of research nowadays known as lineability and spaceability. Let us provide a brief summary of the definitions from this area and that we shall need along this paper.

Assume that $X$ is a vector space and $\alpha$ is a cardinal number. Then a subset $A \subset X$ is said to be:

- lineable if there is an infinite dimensional vector space $M$ such that $M \backslash\{0\} \subset A$.
- $\alpha$-lineable if there exists a vector space $M$ with $\operatorname{dim}(M)=\alpha$ and $M \backslash\{0\} \subset A$.
- maximal-lineable if it is $\operatorname{dim}(X)$-lineable.

If, in addition, $X$ is a topological vector space, then the subset $A$ is said to be:

- spaceable in $X$ whenever there is a closed infinite-dimensional vector subspace $M$ of $X$ such that $M \backslash\{0\} \subset A$.
- dense-lineable in $X$ whenever there is a dense vector subspace $M$ of $X$ satisfying $M \backslash\{0\} \subset A$.
- $\alpha$-dense-lineable in $X$ whenever there is a dense vector subspace $M$ of $X$ with $\operatorname{dim}(M)=\alpha$ and $M \backslash\{0\} \subset A$.
- maximal-dense-lineable in $X$ whenever there is a dense vector subspace $M$ of $X$ with $\operatorname{dim}(M)=\operatorname{dim}(X)$ and $M \backslash\{0\} \subset A$.
And, provided that $X$ is a vector space contained in some (linear) algebra, then $A$ is called:
- algebrable if there is an algebra $M$ so that $M \backslash\{0\} \subset A$ and $M$ is infinitely generated, that is, the cardinality of any system of generators of $M$ is infinite.
- strongly $\alpha$-algebrable if there exists an $\alpha$-generated free algebra $M$ with $M \backslash\{0\} \subset A$. Recall that if $X$ is contained in a commutative algebra, then a set $B \subset X$ is a generating set of some free algebra contained in $A$ if and only if for any $N \in \mathbb{N}$, any nonzero polynomial $P$ in $N$ variables without constant term and any distinct $f_{1}, \ldots, f_{N} \in B$, we have $P\left(f_{1}, \ldots, f_{N}\right) \in A \backslash\{0\}$.

For an account of results on lineability, the reader is referred to the survey [10], the monograph [2], and the works $[4,11,12,14,20]$ in order to see the many fields in which this theory has made an impact so far.

Here, $I$ shall denote a non-trivial interval of $\mathbb{R}$. The following definition and proposition can be found in [6] or [13].

Definition 1.1. Let $f: I \rightarrow \mathbb{R}$.
(1) We say that $f$ is Hölder continuous with exponent $\alpha>0$ if there exist $c, \delta>0$ such that

$$
|f(x)-f(y)| \leq c|x-y|^{\alpha}
$$

for every $x, y \in I$ such that $|x-y|<\delta$.
(2) We say that $f$ satisfies the lower Hölder condition, with exponent $\beta>0$, if there exist $\tilde{\delta}, \tilde{c}>0$ such that

$$
\sup _{x \in J} f(x)-\inf _{x \in J} f(x) \geq \tilde{c}|J|^{\beta}
$$

for every interval $J \subset I$ with $|J|<\tilde{\delta}$.
Proposition 1.2. If $f: I \rightarrow \mathbb{R}$ is Hölder continuous with exponent $\alpha \in$ $(0,1]$, then

$$
\overline{\operatorname{dim}_{B}}(\operatorname{graph}(f)) \leq 2-\alpha .
$$

If a continuous function $f: I \rightarrow \mathbb{R}$ satisfies the lower Hölder continuous condition with exponent $\beta \in(0,1]$, then

$$
\operatorname{dim}_{B}(\operatorname{graph}(f)) \geq 2-\beta .
$$

This paper is arranged in two main sections. Section 2 shall deal with continuous functions with prescribed Box and Hausdorff dimension of the graph and the problem of lineability of this class of functions. Section 3 will cover the same problem but, in this case, in relation to the Box dimension everywhere. Open questions and directions of research shall also be provided within this topic.

## 2. On continuous functions with prescribed Box and Hausdorff dimension of their graphs

Let us, first, recall a series of results that will be useful for the purpose of this paper. The first one is a direct consequence of the basic properties of the Hausdorff measure.

Lemma 2.1. The Hausdorff dimension of a subset of $\mathbb{R}^{2}$ is invariant under translations and dilations.

Lemma 2.2. Given a number $s \in[1,2]$, a compact interval $[a, b]$ and two real numbers $v, w$, there exists a continuous function $f:[a, b] \rightarrow \mathbb{R}$ such that $f(a)=v, f(b)=w$ and $\operatorname{dim}_{H}(\operatorname{graph}(f))=s$.

Proof. The case $s=1$ is straightforward. We know that the Hausdorff dimension of the graph of the Weierstrass function on $[0,1]$ is $D=2+\frac{\log \lambda}{\log b}$. Therefore, given $s \in(1,2)$, the functions $F_{s}:=W_{\lambda, b}$ have a graph with Hausdorff dimension $s$ for a suitable choice of $\lambda$ and $b$. If $s=2$, then the function

$$
F_{2}(x)=\sum_{n=1}^{\infty} n^{-\sqrt{n}} \sin \left(n^{n} 2 \pi x\right)
$$

has graph of Hausdorff dimension 2 (see [5] and Figure 2).


Figure 2. A sketch of function $F_{2}$ from the proof of Lemma 2.2. Here, $\operatorname{graph}\left(F_{2}\right)$ has Hausdorff dimension 2.

By Lemma 2.1, we can translate and dilate, for any $s \in(1,2]$, the function $F_{s}$ in order to obtain $\tilde{F}_{s}:[a, b] \rightarrow \mathbb{R}$ with $\operatorname{dim}_{H}\left(\operatorname{graph}\left(\tilde{F}_{s}\right)\right)=s$.

Finally take into account that, according to [18, Theorem 1], the Hausdorff dimension of the graph of a function does not change by adding a Lipschitz function, so that we can add a suitable affine function in order to fulfill the property on the extremes of the interval.
Theorem 2.3. Given $s \in(1,2]$, the set of continuous functions $f:[0,1] \rightarrow$ $\mathbb{R}$ with $\operatorname{dim}_{H}(\operatorname{graph}(f))=s$ is spaceable.

Proof. Fixed $s \in(1,2]$ we split $[0,1]$ into infinitely many intervals with disjoint interior as follows:

$$
[0,1]=\{1\} \cup \bigcup_{n \in \mathbb{N}} I_{n},
$$

where $I_{n}=\left[1-\frac{1}{n}, 1-\frac{1}{n+1}\right]$ for $n \in \mathbb{N}$.
Now, by Lemma 2.2, for every $n \in \mathbb{N}$ there exists a continuous function $f_{n}:[0,1] \rightarrow \mathbb{R}$ such that:
(i) $f_{n}\left(1-\frac{1}{n}\right)=0$,
(ii) $f_{n}\left(1-\frac{1}{n+1}\right)=0$,
(iii) $f_{n}$ is null on $[0,1] \backslash I_{n}$,
(iv) $\left\|f_{n}\right\|_{\infty}<1 / n$, and
(v) $\operatorname{dim}_{H}\left(\operatorname{graph}\left(f_{n}\right)\right)=s$.

It is clear that the family $\left\{f_{n}: n \in \mathbb{N}\right\}$ is linearly independent (since the interior of their corresponding supports are pairwise disjoint). Next, let $M$ be the closed linear span of $\left\{f_{n}: n \in \mathbb{N}\right\}$. Again due the disjointness of the interior of the supports, every nonzero member of $M$ is a finite or infinite sum of $f_{n}$ 's that, on each $I_{n}$, is a multiple of the corresponding $f_{n}$. Therefore its graph has Hausdorff dimension $s$. By (i) and (ii), any nonzero member of $M$ is obviously continuous on $[0,1$ ) (observe that, possibly, the supports of the functions $f_{n}$ 's included in the member of $M$ may accumulate at 1). Finally, condition (iv) and the fact that $f_{n}(1)=0$, guarantee the continuity at 1 .

Lemma 2.4. Let $s \in(1,2]$, the set of functions $f \in \mathcal{C}[0,1]$ with

$$
\operatorname{dim}_{H}\left(\operatorname{graph}_{[0,1]}(f)\right)=\operatorname{dim}_{B}\left(\operatorname{graph}_{[0,1]}(f)\right)=s
$$

is $\mathfrak{c}$-lineable.
Proof. Let $s \in(1,2)$ and $M=\operatorname{span}\left\{f_{a}: 0 \leq a<1\right\}$ where

$$
f_{a}(x)=\left\{\begin{array}{cc}
W_{\lambda, b}\left(\frac{x-a}{1-a}\right)-W_{\lambda, b}(0) & \text { if } x \in[a, 1] \\
0 & \text { if } x<a
\end{array}\right.
$$

with parameters $b \geq 2$ and $1 / b<\lambda<1$ chosen such that

$$
\operatorname{dim}_{H}\left(\operatorname{graph}_{[0,1]}\left(f_{a}\right)\right)=s
$$

To show the linear independence, we shall proceed by induction. First, we show that for any two functions $\left\{f_{a_{1}}, f_{a_{2}}\right\}$ are linearly independent with $a_{1}<a_{2}$. Suppose that $\lambda_{1} f_{a_{1}}+\lambda_{2} f_{a_{2}}=0$. Then for any $x \in\left(a_{1}, a_{2}\right)$, $\lambda_{1} f_{a_{1}}(x)+\lambda_{2} f_{a_{2}}(x)=\lambda_{1} f_{a_{1}}(x)=0$, thus $\lambda_{1}=0$ and hence $\lambda_{2}=0$.

Now suppose that any set $\left\{f_{a_{i}}: 0 \leq a_{1}<\cdots a_{l}<1\right\}$ with $l \leq N-1$ is linearly independent. Let us suppose that $\lambda_{1} f_{a_{1}}+\cdots+\lambda_{N} f_{a_{N}}=0$, where $0 \leq a_{1}<a_{2}<\cdots a_{N}<1$. Thus, for any $x \in\left(a_{1}, a_{2}\right)$

$$
\lambda_{1} f_{a_{1}}(x)+\cdots+\lambda_{N} f_{a_{N}}(x)=\lambda_{1} f_{a_{1}}(x)=0
$$

Thus, $\lambda_{1}=0$ and by inductional assumption, hence $\lambda_{2}=\cdots=\lambda_{N}=0$.
Now, we will show that for any non-trivial combination ( $\lambda_{i} \neq 0$ for $1 \leq i \leq N)$ with $0 \leq a_{1}<a_{2}<\cdots a_{N}<1$

$$
\begin{gathered}
\operatorname{dim}_{H}\left(\operatorname{graph}_{[0,1]}\left(\lambda_{1} f_{a_{1}}+\cdots+\lambda_{N} f_{a_{N}}\right)\right) \\
=\operatorname{dim}_{B}\left(\operatorname{graph}_{[0,1]}\left(\lambda_{1} f_{a_{1}}+\cdots+\lambda_{N} f_{a_{N}}\right)\right)=s
\end{gathered}
$$

The upper bound of $\operatorname{dim}_{B}\left(\operatorname{graph}_{[0,1]}\left(\lambda_{1} f_{a_{1}}+\cdots+\lambda_{N} f_{a_{N}}\right)\right) \leq s$ by the Hölder continuity of $\lambda_{1} f_{a_{1}}+\cdots+\lambda_{N} f_{a_{N}}$. On the other hand,

$$
\begin{aligned}
& \operatorname{dim}_{H}\left(\operatorname{graph}_{[0,1]}\left(\lambda_{1} f_{a_{1}}+\cdots+\lambda_{N} f_{a_{N}}\right) \geq\right. \\
& \geq \operatorname{dim}_{H}\left(\operatorname{graph}_{\left[a_{1}, a_{2}\right]}\left(\lambda_{1} f_{a_{1}}+\cdots+\lambda_{N} f_{a_{N}}\right)\right)= \\
& =\operatorname{dim}_{H}\left(\operatorname{graph}_{\left[a_{1}, a_{2}\right]}\left(\lambda_{1} f_{a_{1}}\right)\right)= \\
& \left.\left.=\operatorname{dim}_{H}\left(\operatorname{graph}_{\left[a_{1}, a_{2}\right]}\right] f_{a_{1}}\right)\right)=s .
\end{aligned}
$$

Now, since $\operatorname{dim}_{H}(M) \leq \operatorname{dim}_{B}(M) \leq \overline{\operatorname{dim}_{B}}(M)$, we obtain the result.
For $s=2$, we change $W_{\lambda, b}$ by

$$
F_{2}(x)=\sum_{n=1}^{\infty} n^{-\sqrt{n}} \sin \left(n^{n} 2 \pi x\right) .
$$

We shall now need an auxiliary, general result about lineability: Let $X$ be a vector space and $A, B$ be two subsets of $X$. According to [3], we say that $A$ is stronger than $B$ whenever $A+B \subset A$. The following lemma (of which many variants have been proved) can be found in $[2,3,10]$ and references therein.

Lemma 2.5. Assume that $X$ is a metrizable topological vector space. Let $A \subset X$ be (maximal) lineable. Suppose that there exists a dense-lineable subset $B \subset X$ such that $A$ is stronger than $B$ and $A \cap B=\varnothing$. Then $A$ is (maximal) dense-lineable in $X$.

Theorem 2.6. Given $s \in(1,2]$, the set of functions $f \in \mathcal{C}[0,1]$ with

$$
\operatorname{dim}_{H}(\operatorname{graph}(f))=\operatorname{dim}_{B}(\operatorname{graph}(f))=s
$$

is maximal dense-lineable in $\mathcal{C}[0,1]$.

## Proof. Denote

$$
A(s):=\left\{f \in \mathcal{C}[0,1]: \operatorname{dim}_{H}(\operatorname{graph}(f))=\operatorname{dim}_{B}(\operatorname{graph}(f))=s\right\} .
$$

It is straightforward that the set $P$ of all polygonal lines (i.e., continuous piecewise affine functions) is a dense linear subset of $\mathcal{C}[0,1]$. In addition, we have that for any $s \in(1,2], A(s)$ is stronger than $P$ because

$$
\operatorname{dim}_{H}(\operatorname{graph}(f+h))=\operatorname{dim}_{H}(\operatorname{graph}(f))
$$

and

$$
\operatorname{dim}_{B}(\operatorname{graph}(f+h))=\operatorname{dim}_{B}(\operatorname{graph}(f))
$$

for every Lipschitz functions $h$ (see, [18, Theorem 1], [5]).
Finally, taking into account that $A(s)$ is $\mathfrak{c}$-lineable by Lemma 2.4, a direct application of Lemma 2.5 helps us to conclude the proof.

All previous results can be extended to higher dimensions just by using properties regarding the Hausdorff dimension and cartesian product of sets.

It is well known that given any pair of subsets $E \subset \mathbb{R}^{n}$ and $F \subset \mathbb{R}^{m}$, we only can assert that

$$
\operatorname{dim}_{H}(E \times F) \geq \operatorname{dim}_{H}(E)+\operatorname{dim}_{H}(F) .
$$

But if one of the subsets is regular enough, the equality holds (see [13, Section 7.1]).

Lemma 2.7. For any pair of subsets $E \subset \mathbb{R}^{n}$ and $F \subset \mathbb{R}^{m}$ with $\operatorname{dim}_{H}(F)=$ $\operatorname{dim}_{B}(F)$, then

$$
\operatorname{dim}_{H}(E \times F)=\operatorname{dim}_{H}(E)+\operatorname{dim}_{H}(F)
$$

This result is false in general, if we change Hausdorff-dimension by any type of Box-dimension.

Theorem 2.8. Given $N \in \mathbb{N}$ and $S \in(N, N+1]$, the set of functions $F:[0,1]^{N} \rightarrow \mathbb{R}$ such that its graph,
$\operatorname{graph}(F)=\left\{\left(x_{1}, \ldots, x_{N}, F\left(x_{1}, \ldots, x_{N}\right)\right) \in \mathbb{R}^{N+1}, x_{i} \in[0,1], 1 \leq i \leq N\right\}$,
has Hausdorff dimension exactly $S$, is spaceable and maximal dense-lineable in $\mathcal{C}\left([0,1]^{N}\right)$.
Proof. Fix a $f \in \mathcal{C}([0,1])$ and define $\tilde{f}:[0,1]^{N} \rightarrow \mathbb{R}$ as $\tilde{f}\left(x_{1}, \cdots, x_{N}\right)=$ $f\left(x_{N}\right)$. This function is clearly continuous on $[0,1]^{N}$, in addition we have that $\operatorname{graph}(\tilde{f})=[0,1]^{N-1} \times \operatorname{graph}(f)$ and by applying Lemma 2.7 with $F=[0,1]^{N-1}$, it holds that

$$
\operatorname{dim}_{H}(\operatorname{graph}(\tilde{f}))=N-1+\operatorname{dim}_{H}(\operatorname{graph}(f)) .
$$

Now fix $S \in(N, N+1]$ and let $M$ be the infinite-dimensional closed vector space of $\mathcal{C}([0,1])$ given by Theorem 2.3 for $s=S-N+1 \in(1,2]$. It is straightforward that the set $\widetilde{M}:=\{\tilde{f}: f \in M\}$ is an infinite dimensional closed vector space of $\mathcal{C}\left([0,1]^{N}\right)$ all of whose nonzero functions have graph with Hausdorff dimension $N-1+s=S$.

A similar construction, based on Theorem 2.6, gives the maximal-dense lineability.

By the other hand, one may think that the same arguments as those used in Theorem 2.3 would imply that the set of continuous functions on $[0,1]$ with prescribed Box dimension $s \in(1,2]$ is spaceable. This is not true because, as it is shown in [13, Example 3.5], the Box dimension is not stable under numerable (disjoint) unions.

In [5, Corollary 8] Baranski construct for every $h, b \in[1,2]$ with $h \leq b$ a function $f \in \mathcal{C}([0,1])$ such that

$$
\operatorname{dim}_{H}(\operatorname{graph}(f))=\underline{\operatorname{dim}_{B}}(\operatorname{graph}(f))=h \text { and } \overline{\operatorname{dim}_{B}}(\operatorname{graph}(f))=b .
$$

As a matter of fact, using this function, the stability of the Box dimension under finite unions and Lemma 2.5, the following result can also be proved.

Corollary 2.9. Given $h, b \in[1,2]$ with $h \leq b$, the set of functions $f \in \mathcal{C}[0,1]$ with

$$
\operatorname{dim}_{H}(\operatorname{graph}(f))=\underline{\operatorname{dim}_{B}}(\operatorname{graph}(f))=h \quad \text { and } \quad \overline{\operatorname{dim}_{B}}(\operatorname{graph}(f))=b
$$

is dense-lineable in $\mathcal{C}[0,1]$.
In order to motivate the next question, we prove the next result.
Proposition 2.10. Let $g \in C^{1}(\mathbb{R})$ be non-constant function such that $R_{g}=$ $\left\{x \in \mathbb{R}: g^{\prime}(x)=0\right\}$ is finite. Then for any continuous function $f:[0,1] \rightarrow \mathbb{R}$

$$
\operatorname{dim}_{H}\left(\operatorname{graph}_{[0,1]}(g \circ f)\right)=\operatorname{dim}_{H}\left(g r a p h_{[0,1]}(f)\right) .
$$

In particular, $\operatorname{dim}_{H}\left(\operatorname{graph}_{[0,1]}\left(f^{n}\right)\right)=\operatorname{dim}_{H}\left(\operatorname{graph}_{[0,1]}(f)\right)$ for all $n$.
Proof. First, we introduce the notation of convex hull. Namely, for a Borel set $A \subset[0,1]$ let $\operatorname{conv}(A)$ the smallest closed interval such that $A \subset \operatorname{conv}(A)$.

Observe that for any Borel set $A \subset[0,1]$ and any bi-Lipschitz map $g$ : $\operatorname{conv}(f(A)) \rightarrow g(\operatorname{conv}(f(A)))$

$$
\begin{equation*}
\operatorname{dim}_{H} g r a p h_{A}(g \circ f)=\operatorname{dim}_{H} g r a p h_{A}(f) . \tag{2.1}
\end{equation*}
$$

Indeed, $G:(x, y) \rightarrow(x, g(y))$ is also a bi-Lipschiz map on $\operatorname{conv}(A) \times$ $\operatorname{conv}(f(A))$, moreover $\operatorname{graph}_{A}(g \circ f)=G\left(\operatorname{graph}_{A}(f)\right)$. Equation (2.1) follows by the bi-Lipschitz invariance of the Hausdorff dimension.

Let $g \in C^{1}(\mathbb{R})$ be non-constant function such that $R_{g}=\left\{x \in \mathbb{R}: g^{\prime}(x)=\right.$ $0\}$ is finite. Then there exists $N$ such that for every $n \geq N, f([0,1] \backslash$ $\cup_{y \in R_{g}}(y-1 / n, y+1 / n)$ is a finite union of disjoint closed intervals. Denote $I_{1}^{n}, \cdots, I_{m}^{n}$ this collection of disjoint closed intervals. It is easy to see that $g: I_{l}^{n} \rightarrow g\left(I_{l}^{n}\right)$ is a bi-Lipschitz map. Moreover,

$$
[0,1]=\left\{x: f(x) \in R_{g}\right\} \cup \bigcup_{n=N}^{\infty} \bigcup_{l=1}^{m} f^{-1}\left(I_{l}^{n}\right) .
$$

by (2.1), for every $n \geq N$ and $1 \leq l \leq m$

$$
\operatorname{dim}_{H}\left(\operatorname{graph}_{f^{-1}\left(I_{l}^{n}\right)}(g \circ f)\right)=\operatorname{dim}_{H}\left(g r a p h_{f^{-1}\left(I_{l}^{n}\right)}(f)\right) .
$$

Hence, by the countable stability of the Hausdorff dimension

$$
\begin{aligned}
& \operatorname{dim}_{H}\left(g r a p h_{[0,1]}(g \circ f)\right) \\
= & \operatorname{dim}_{H}\left(\operatorname{graph}_{\left\{x: f(x) \in R_{g}\right\}}(g \circ f) \cup \bigcup_{n=N}^{\infty} \bigcup_{l=1}^{m} \operatorname{graph}_{f^{-1}\left(I_{l}^{n}\right)}(g \circ f)\right) \\
= & \max \left\{\operatorname{dim}_{H} \operatorname{graph}_{\left\{x: f(x) \in R_{g}\right\}}(g \circ f), \sup _{n \geq N, 1 \leq l \leq m} \operatorname{dim}_{H} \operatorname{graph}_{f^{-1}\left(I_{l}^{n}\right)}(g \circ f)\right\} \\
= & \max \left\{\operatorname{dim}_{H} \operatorname{graph}_{\left\{x: f(x) \in R_{g}\right\}}(f), \sup _{n \geq N, 1 \leq l \leq m} \operatorname{dim}_{H} \operatorname{graph}_{f^{-1}\left(I_{l}^{n}\right)}(f)\right\} \\
= & \operatorname{dim}_{H}\left(\operatorname{graph}_{\left\{x: f(x) \in R_{g}\right\}}(f) \cup \bigcup_{n=N} \bigcup_{l=1}^{m} \operatorname{graph}_{f^{-1}\left(I_{l}^{n}\right)}(f)\right) \\
= & \operatorname{dim}_{H}\left(\operatorname{graph}_{[0,1]}(f)\right) .
\end{aligned}
$$

Note that we also used that the set $R_{g}$ is finite and thus,

$$
\operatorname{dim}_{H}\left(g r a p h_{\left\{x: f(x) \in R_{g}\right\}}(g \circ f)\right), \operatorname{dim}_{H}\left(\operatorname{graph}_{\left\{x: f(x) \in R_{g}\right\}}(f)\right) \leq 1 .
$$

We finish this section posing an open question. We propose it in the one-dimensional case, but it is easily adapted to higher dimensions.

Question 2.11. Given $s \in(1,2]$, it is possible to obtain the algebrability of the set of functions $f \in \mathcal{C}[0,1]$ with $\operatorname{dim}_{H}(\operatorname{graph}(f))=s$ ?

## 3. On continuous functions with prescribed Box dimension EVERYWHERE OF THEIR GRAPHS

Let us consider the following definition, that shall be recurrent from now on.

Definition 3.1. We say that a function has Box dimension $\alpha$ everywhere in $[0,1]$ (or, simply, everywhere) if

$$
\operatorname{dim}_{B}\left(\operatorname{graph}_{(a, b)}(f)\right)=\alpha \quad \forall(a, b) \subset[0,1],
$$

that is, the graph of $f$ has Box dimension $\alpha$ if restricted to any (nonvoid) open subinterval of $[0,1]$.

It is known (see [13, Example 11.3]) that the classical Weierstrass functions have Box dimension $D=2+\frac{\log \lambda}{\log b}$ everywhere on $[0,1]$.

Invoking Hölder continuity, we can establish also the maximal denselineability of continuous functions having graph with (different) lower and upper box dimensions everywhere between any two numbers $0<s_{1}<s_{2}<$ 1.

Theorem 3.2. Given $0<\alpha<\beta<1$, the set of functions $f:[0,1] \rightarrow$ $\mathbb{R}$ Hölder continuous with exponent $\alpha$ and lower Hölder continuous with exponent $\beta$ is $\mathfrak{c}$-lineable.

Proof. Given $0<\alpha<\beta<1$, we define for a sufficiently large prime number $p$ (that shall be specified later in the proof) the following:

$$
V_{\alpha, \beta}:=\operatorname{span}\left\{f_{\gamma}(t):=\sum_{n=0}^{\infty} p^{-\gamma n} \sin \left(2 \pi p^{n} t\right): \alpha<\gamma<\beta\right\} .
$$

Then $V_{\alpha, \beta}$ is a linear subspace of Hölder continuous functions with exponent $\alpha$, since each $f_{\gamma}$ is Hölder continuous with exponent $\gamma$. Moreover the set

$$
\left\{f_{\gamma}: \alpha<\gamma<\beta\right\}
$$

is linearly independent. Indeed, let us suppose that

$$
\lambda_{1} f_{\gamma_{1}}+\lambda_{2} f_{\gamma_{2}}+\cdots+\lambda_{k} f_{\gamma_{k}}=0
$$

for some $k \in \mathbb{N}, \alpha<\gamma_{i}<\beta$ for every $i \in\{1,2, \ldots, k\}$ and $\lambda_{1}, \ldots, \lambda_{k} \in \mathbb{R}$. Then

$$
\sum_{n=0}^{\infty}\left(\lambda_{1} p^{-\gamma_{1} n}+\lambda_{2} p^{-\gamma_{2} n}+\cdots+\lambda_{k} p^{-\gamma_{k} n}\right) \sin \left(2 \pi p^{n} t\right)=0
$$

for every $t \in[0,1]$, so the uniqueness of coefficients of the Fourier series yields

$$
\lambda_{1} p^{-\gamma_{1} n}+\lambda_{2} p^{-\gamma_{2} n}+\cdots+\lambda_{k} p^{-\gamma_{k} n}=0
$$

for every $n \in \mathbb{N}_{0}$. For $n=0, \ldots, k-1$, we obtain the following conditions:

$$
\left\{\begin{array}{c}
\lambda_{1}+\lambda_{2}+\cdots+\lambda_{k}=0 \\
\lambda_{1} p^{-\gamma_{1}}+\lambda_{2} p^{-\gamma_{2}}+\cdots+\lambda_{k} p^{-\gamma_{k}}=0 \\
\vdots \\
\lambda_{1} p^{-\gamma_{1}(k-1)}+\lambda_{2} p^{-\gamma_{2}(k-1)}+\cdots+\lambda_{k} p^{-\gamma_{k}(k-1)}=0 .
\end{array}\right.
$$

The above equations are equivalent to the following one.

$$
\left(\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
p^{-\gamma_{1}} & p^{-\gamma_{2}} & \cdots & p^{-\gamma_{k}} \\
\vdots & \vdots & \ddots & \vdots \\
p^{-\gamma_{1}(k-1)} & p^{-\gamma_{2}(k-1)} & \cdots & p^{-\gamma_{k}(k-1)}
\end{array}\right)\left(\begin{array}{c}
\lambda_{1} \\
\lambda_{2} \\
\vdots \\
\lambda_{k}
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right) .
$$

The previous square matrix is a Vandermonde-type matrix and, thus, its determinant is not 0 since $p^{-\gamma_{1}}, \ldots, p^{-\gamma_{k}}$ are different and non-zero. Therefore, $\lambda_{1}=0, \lambda_{2}=0, \ldots, \lambda_{k}=0$. Thus $\operatorname{dim} V_{\alpha, \beta}=\mathfrak{c}$.

Now, we shall prove that every function $f \in V_{\alpha, \beta} \backslash\{0\}$ is lower Hölder continuous with exponent $\beta$.

If $f \in V_{\alpha, \beta} \backslash\{0\}$, then there are $N \in \mathbb{N}, \alpha<\gamma_{1}<\gamma_{2}<\cdots<\gamma_{N}<\beta$ and $\lambda_{1}, \ldots, \lambda_{N} \in \mathbb{R} \backslash\{0\}$ such that

$$
f=\lambda_{1} f_{\gamma_{1}}+\cdots+\lambda_{N} f_{\gamma_{N}} .
$$

We can assume that $\lambda_{1}=1$. If that were not the case, then we would prove the property of lower Hölder condition with exponent $\beta$ for the function

$$
g=f_{\gamma_{1}}+\frac{\lambda_{2}}{\lambda_{1}} f_{\gamma_{2}}+\cdots+\frac{\lambda_{N}}{\lambda_{1}} f_{\gamma_{N}}
$$

and then $f=\lambda_{1} g$ would also satisfy the lower Hölder condition with exponent $\beta$.

For a sufficiently large positive integer $n$ (to be specified later in the proof), setting $\delta=p^{-n}$, we may choose a subinterval $\left[i \delta,\left(i+\frac{1}{8}\right) \delta\right]$ in each
interval $[i \delta,(i+1) \delta],(i \in \mathbb{N})$, and denote these intervals by $\left[s_{i}, t_{i}\right]$. By doing this, we would have that

$$
\begin{aligned}
\left|f_{\gamma_{1}}\left(s_{i}\right)-f_{\gamma_{1}}\left(t_{i}\right)\right| \geq & \mid p^{-\gamma_{1} n}\left(\sin \left(p^{n} 2 \pi s_{i}\right)-\sin \left(p^{n} 2 \pi t_{i}\right) \mid\right. \\
& -\mid \sum_{k=1}^{n-1} p^{-\gamma_{1} k}\left(\sin \left(p^{k} 2 \pi s_{i}\right)-\sin \left(p^{k} 2 \pi t_{i}\right) \mid\right. \\
& -\mid \sum_{k=n+1}^{\infty} p^{-\gamma_{1} k}\left(\sin \left(p^{k} 2 \pi s_{i}\right)-\sin \left(p^{k} 2 \pi t_{i}\right) \mid\right. \\
\geq & 2 \pi p^{\left(1-\gamma_{1}\right) n}\left|\cos \left(p^{n} 2 \pi s_{i}^{\prime}\right)\right|\left|t_{i}-s_{i}\right| \\
& -2 \pi\left|t_{i}-s_{i}\right| \sum_{k=0}^{n-1} p^{\left(1-\gamma_{1}\right) k}-2 \sum_{k=n+1}^{\infty} p^{-\gamma_{1} k} \\
\geq & \frac{\sqrt{2} \pi}{8} p^{-\gamma_{1} n}-\frac{\pi}{4} p^{-n} \sum_{k=0}^{n-1} p^{\left(1-\gamma_{1}\right) k}-2 \sum_{k=n+1}^{\infty} p^{-\gamma_{1} k} \\
\geq & \frac{\sqrt{2} \pi}{8} p^{-\gamma_{1} n}-\frac{\pi}{4} \frac{p^{\gamma_{1}-1}}{1-p^{\gamma_{1}-1}} p^{-\gamma_{1} n}-2 \frac{p^{-\gamma_{1}}}{1-p^{-\gamma_{1}}} p^{-\gamma_{1} n} \\
\geq & C_{1} p^{-\gamma_{1} n},
\end{aligned}
$$

with $C_{1}>0$ for a suitable choice of large values of $p$, as we advanced earlier in this proof. Moreover,

$$
\begin{aligned}
\left|f_{\gamma_{j}}\left(s_{i}\right)-f_{\gamma_{j}}\left(t_{i}\right)\right| \leq & \mid \sum_{k=1}^{n} p^{-\gamma_{j} k}\left(\sin \left(p^{k} 2 \pi s_{i}\right)-\sin \left(p^{k} 2 \pi t_{i}\right) \mid\right. \\
& +\mid \sum_{k=n+1}^{\infty} p^{-\gamma_{j} k}\left(\sin \left(p^{k} 2 \pi s_{i}\right)-\sin \left(p^{k} 2 \pi t_{i}\right) \mid\right. \\
\leq & 2 \pi \sum_{k=1}^{n} p^{\left(1-\gamma_{j}\right) k}\left|\cos \left(p^{k} 2 \pi s_{i}^{\prime}\right)\right|\left|t_{i}-s_{i}\right|+2 \sum_{k=n+1}^{\infty} p^{-\gamma_{j} k} \\
\leq & \frac{2 \pi \delta}{8} \sum_{k=1}^{n} p^{\left(1-\gamma_{j}\right) k}+2 \sum_{k=n+1}^{\infty} p^{-\gamma_{j} k} \\
\leq & \frac{\pi}{4} p^{-n} \sum_{k=1}^{n} p^{\left(1-\gamma_{j}\right) k}+2 \sum_{k=n+1}^{\infty} p^{-\gamma_{j} k} \\
\leq & \frac{\pi}{4} \frac{p^{1-\gamma_{j}}}{p^{1-\gamma_{j}}-1} p^{-\gamma_{j} n}+2 \frac{p^{-\gamma_{j}}}{1-p^{-\gamma_{j}}} p^{-\gamma_{j} n} \\
\leq & C i p^{-\gamma_{j} n}
\end{aligned}
$$

for certain $C_{i}>0$. Thus, for every $i$,

$$
\begin{aligned}
\left|f\left(s_{i}\right)-f\left(t_{i}\right)\right| \geq & \left|f_{\gamma_{1}}\left(s_{i}\right)-f_{\gamma_{1}}\left(t_{i}\right)\right|-\left|\lambda_{2}\right|\left|f_{\gamma_{2}}\left(s_{i}\right)-f_{\gamma_{2}}\left(t_{i}\right)\right|-\ldots \\
& -\left|\lambda_{N}\right|\left|f_{\gamma_{N}}\left(s_{i}\right)-f_{\gamma_{N}}\left(t_{i}\right)\right| \\
\geq & C_{1} p^{-\gamma_{1} n}-\left|\lambda_{2}\right| C_{2} p^{-\gamma_{2} n}-\ldots-\left|\lambda_{N}\right| C_{N} p^{-\gamma_{N} n} \\
\geq & C_{1} p^{-\gamma_{1} n}-\left|\lambda_{2}\right| C_{2} p^{-\gamma_{2} n}-\ldots-\left|\lambda_{N}\right| C_{N} p^{-\gamma_{N} n} \\
= & \left(C_{1}-\left|\lambda_{2}\right| C_{2} p^{\left(\gamma_{1}-\gamma_{2}\right) n}-\ldots-\left|\lambda_{N}\right| C_{N} p^{\left(\gamma_{1}-\gamma_{N}\right) n}\right) p^{-\gamma_{1} n} \\
\geq & C p^{-\beta n},
\end{aligned}
$$

with $C>0$ provided we have chosen large values of $n$ (as we mentioned earlier in this proof). This finishes the proof.

Theorem 3.3. Given $1<s_{1}<s_{2}<2$, the set of functions $f \in \mathcal{C}[0,1]$ with

$$
s_{1}<\underline{\operatorname{dim}_{B}}(\operatorname{graph}(f))<\overline{\operatorname{dim}_{B}}(\operatorname{graph}(f))<s_{2}
$$

everywhere in $[0,1]$ is maximal dense-lineable in $\mathcal{C}([0,1])$.
Proof. Let $B\left(s_{1}, s_{2}\right)$ denote the set of functions $f \in \mathcal{C}[0,1]$ with

$$
s_{1}<\underline{\operatorname{dim}_{B}}(\operatorname{graph}(f))<\overline{\operatorname{dim}_{B}}(\operatorname{graph}(f))<s_{2}
$$

everywhere in $[0,1]$. The set $P$ of all polygonal lines is a dense linear subset of $\mathcal{C}[0,1]$. In addition, by [5], we have that $B\left(s_{1}, s_{2}\right)$ is stronger than $P$. Finally, taking into account that $B\left(s_{1}, s_{2}\right)$ is maximal lineable as consequence of Theorem 3.2 for $\alpha>2-s_{2}, \beta<2-s_{1}$, a direct application of Lemma 2.5 concludes the proof.

We finish this section with the following open question.
Question 3.4. Given $s \in(1,2)$, is it possible to obtain maximal-denselineability (or algebrability) of the set of functions $f \in \mathcal{C}[0,1]$ whose graph have Box dimension s everywhere in $[0,1]$ ?
Acknowledgments. The authors would like to thank the anonymous referee for his/her suggestions and comments (specially regarding Lemma 2.4 and Proposition 2.10) which helped improving the results in the paper.
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