End-to-End 3D Video Communication over
Heterogeneous Networks

A thesis submitted for the degree of
Doctor of Philosophy
by
Hamdullah Mohib

Supervised by Prof. Abdul H. Sadka

Electronic and Computer Engineering
School of Engineering and Design

Brunel University London

April 2014



Abstract

Three-dimensional technology, more commonly referred to as 3D technology, has
revolutionised many fields including entertainment, medicine, and communications to
name a few. In addition to 3D films, games, and sports channels, 3D perception has
made tele-medicine a reality. By the year 2015, 30% of the all HD panels at home will
be 3D enabled, predicted by consumer electronics manufacturers. Stereoscopic
cameras, a comparatively mature technology compared to other 3D systems, are now
being used by ordinary citizens to produce 3D content and share at a click of a button
just like they do with the 2D counterparts via sites like YouTube. But technical
challenges still exist, including with autostereoscopic multiview displays. 3D content
requires many complex considerations--including how to represent it, and deciphering
what is the best compression format--when considering transmission or storage,
because of its increased amount of data. Any decision must be taken in the light of the
available bandwidth or storage capacity, quality and user expectations. Free viewpoint
navigation also remains partly unsolved. The most pressing issue getting in the way of
widespread uptake of consumer 3D systems is the ability to deliver 3D content to
heterogeneous consumer displays over the heterogeneous networks. Optimising 3D
video communication solutions must consider the entire pipeline, starting with
optimisation at the video source to the end display and transmission optimisation.
Multi-view offers the most compelling solution for 3D videos with motion parallax and
freedom from wearing headgear for 3D video perception. Optimising multi-view video
for delivery and display could increase the demand for true 3D in the consumer market.
This thesis focuses on an end-to-end quality optimisation in 3D video
communication/transmission, offering solutions for optimisation at the compression,

transmission, and decoder levels.
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Personal Computer

Packetisation Layer Path MTU Discovery
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Quantisation Parameter

Random Sample Consensus
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RTP Real-time Transport Protocol

SEI Supplemental Enhancement Information
SIFT Scale-invariant Feature Transform

SITL System-in-the-loop

SPS Sequence Parameter Set

SSD Sum of Squared Differences

SST Single Session Transmission

SVC Scalable Video Coding

TCP Transport Control Protocol

T-DMB Terrestrial-Digital Multimedia Broadcasting
UDP User Datagram Protocol

Ultra-D Ultra-D is a proprietary 3D technology
Ultra-HD Ultra High Definition (television)

UMTS Universal Mobile Telecommunications System
VCL Video Coding Layer
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Chapter 1: Introduction

This chapter introduces the content and layout of the thesis, and the aims and objectives
of the research. In addition, it provides a list of the research publications made by the
author and summarises the research contributions made in each chapter. A summary of

the content of the following chapters is also presented.

1.1 Overview

3D videos have gained considerable attention from the general public in the last decade.
Major blockbusters are grossing an ever increasing amount of their revenue from 3D
films. In the past few years, 3D displays have made it to people’s living rooms. There
are exclusive 3D channels broadcast. 3D capturing cameras are now widely available
for amateur film makers and hobbyists to create their own 3D videos. Video hosting
sites such as YouTube now allow the general public to upload and share their videos in

3D.

However, there is still a long way to go. First of all, the 3D videos created are mostly
stereoscopic, which requires users to wear a headgear to perceive 3D. In addition to the
discomfort of wearing these headgears, stereoscopic videos cause eye-fatigue when
watched for too long. There is still a vacuum of content available to the end users.
Transmission of 3D video content requires more bandwidth compared to its 2D

predecessor because of the additional view(s).

The lack of motion parallax in stereoscopic 3D videos is another disadvantage that
prevents the viewer from fully immersing in the video. Multi-view auto-stereoscopic

3D videos solve the parallax problem but increase the amount of video content that is
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proportionate to the number of additional views. In addition, the capture of multi-view

videos requires complex camera calibration and synchronisation.

While the broadcast of 3D videos over existing terrestrial networks is already in place
and practised in many developed countries, the video quality is compromised in order
to fit the stereoscopic content into the existing channels, which were designed for high
definition 2D videos. There are still gaps in designing a practical transmission scheme

for multi-view video content.

Internet, a heterogeneous network of networks, with increasing bandwidth and speeds,
has already changed people’s viewing habits. People like to watch what they want and
when they want to instead of waiting for strict broadcast schedules. The concept is
commonly referred to as On-Demand TV. Most broadcasters now have their own On-
Demand streaming options available online, such as iPlayer, 40D, and Demand 5 from
BBC, Channel 4, and Channel 5, respectively, to name a few. There are independent
On-Demand video content providers that are now competing with broadcasters such as
NetFlix, LoveFilm, BlinkBox and Now TV. This change is reflected in the new Smart

TVs which come with internet connectivity for on demand content.

Moreover, other immersive displays are emerging in the market, including the 4kHD
and Ultra-HD. These displays provide at least 4 times the current high definition video
quality. The production, transmission, and display of such systems is far less

complicated than 3D videos.

For 3D videos to be able to compete with such systems and to secure its future, it must

be able to offer a competitive advantage. While 3D perception might be the unique
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selling point, stereoscopic videos will not deliver that market share due to the
restrictions and reduced quality of videos associated with it. 3D videos must provide
glasses-free and comfortable viewing with an immersive motion parallax. Multi-view
video with auto-stereoscopic displays could be one potential solution, if streaming was
easy and straightforward, and content generation was not so complicated and
expensive. The added benefit of allowing users to change their viewing angles in free-

view-point TV (FTV) adds to its competitive advantage.

This research focuses on end-to-end quality optimisation in 3D videos over
heterogeneous networks. This research analyses the different 3D video systems
currently available and under research. It explores the most promising technology—
multi-view 3D videos—from compression, transmission and display angles. The
complete pipeline, shown in Figure 1.1, is considered to find solutions for 3D video
optimisation and delivery, from choosing the correct codec and transmission methods

to reducing the number of cameras needed for capturing 3D video content.

Video Capture — Compression — Transmission —» Display

Figure 1.1: 3D video communication pipeline.

In the video capture stage, the most pressing challenge is the complexity of camera
setup which is directly proportionate to the number of cameras needed. The challenge
at the compression stage is related to the challenge of the video capture. We have a

large amount of data that needs to encoded. The solution presented in this thesis for
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these two stages is the utilisation of virtual view rendering techniques to reduce the
number of cameras. This directly affects the compression stage, increasing the
efficiency of the multi-view video coding, which as demonstrated in chapter 3
efficiently exploits inter-view redundancies to reduce the amount of data to be

stored/transmitted with negligible effect on video quality.

Transmission errors in one view of a multi-view video propagate to other views which
negatively affect the video quality. One of the solutions presented in the thesis is the
use of multi-session transmission to contain errors only within parts of the bitstream
that can easily be recovered or to frames that do a negligible effect on the video quality.
This solution is complemented by the study of variable packet sizes in congested

wireless networks which is also presented in this thesis.

3D displays currently available include the multi-view autostereoscopic systems that
do not require the user to wear glasses for 3D perception. It has the potential for
widespread adaptation by the general public. However, due to the lack of content for
such displays, their use is very limited. The solutions presented in this thesis are aimed
at the increased adaptation of the multi-view autostereoscopic displays by means of
reducing the complexity of video capture, increasing the coding efficiency and

improving the error resilience of the multi-view video bitstream during transmission.

1.2 Research Aims
The aim of this research is to analyse the 3D video transmission pipeline and optimise
each section from end-to-end. The process starts with the compression of 3D videos

and the current state-of-the art codec. The choices made at this stage affect the whole
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pipeline, including transmission and display. The transmission over heterogeneous
networks is then analysed, and different protocols are tested, before moving to codec
optimisation. The end-to-end analysis of the transmission pipeline gives us the full
picture and puts us in a unique position to offer optimisation solutions for the entire
pipeline. Only by understanding the full transmission pipeline can one understand the

specific challenges and study the opportunities available.

Multi-view video offers numerous advantages and is, currently, the only viable option
for implementing free-view-point TV. Optimising the compression, transmission and
display of multi-view videos will pave the way for increasing the demand for 3D videos

and improve the quality of viewing experience.

The following list summarises the aims and objectives of the research:

e Survey the state of the end-to-end video systems and how they work together to
provide users quality of experience;

e Understand the challenges in 3D video communication and devise solutions to
resolve them;

e Analyse compression techniques currently available and understand how they
affect the communication pipeline in 3D videos;

e Study the transmission of 3D videos over heterogeneous networks and offer
solutions that could improve the transmission eco-system;

e Devise solutions for the entire pipeline taking the encoder/decoder, transmission

and displays into account.
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1.3 Publications

The publications published during this research are listed below.

131

1.3.2

Journal Publications

Nawaz, Muhammad, John Cosmas, Pavlos I. Lazaridis, Zaharias D Zaharis, Yue
Zhang, and Hamdullah Mohib, "Precise Foreground Detection Algorithm
Using Motion Estimation, Minima and Maxima Inside the Foreground
Object,” Broadcasting, IEEE Transactions on, vol.59, no.4, pp.725,731, Dec.
2013

Mohib, Hamdullah, Abdul H. Sadka, “Multi-Session Transmission of Multi-
view Video”, Electronic Letter, IET, (submitted)

Mohib, Hamdullah, Abdul H. Sadka, “Decoder based virtual view rendering

for multi-view video”, Image and Vision Computing, Elsevier (submitted)

Conference Papers

Mohib, Hamdullah, Abdul H. Sadka, and Mohammad R. Swash. "Multi-
session transmission of H. 264/MVC over heterogeneous IP networks."
In Broadband Multimedia Systems and Broadcasting (BMSB), 2013 IEEE
International Symposium on, pp. 1-6. IEEE, 2013.

Mohib, Hamdullah, Mohammad R. Swash, and Abdul H. Sadka. "Multi-view
video delivery over wireless networks using HTTP." In Communications, Signal
Processing, and their Applications (ICCSPA), 2013 1st International

Conference on, pp. 1-5. IEEE, 2013.
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Sadka, Abdul, Hamdullah Mohib, Abdulkareem Ibrahim, and Mohd. M.
Salzali, “Compression of 3D Stereoscopic Video Using ITU-T H.264/AVC” In
Second Abu Dhabi University Annual Research Conference, 2013

Mohib, Hamdullah, and Abdul H. Sadka, “Quality Optimisation in 3D Video
Communication over Heterogeneous Networks”, in Research Student
Conference School of Engineering and Design, ResCon12, Brunel University,
2012

Mohib, Hamdullah, and Abdul H. Sadka, “The Effect of Transmission Errors
in IP Networks On the Perceived Quality of Multi-view Video”, Research
Student Conference School of Engineering and Design, ResConl3, Brunel

University, June 2013

1.4 Research Contributions

The research contributions made in this thesis are listed below, in the order of chapters

in this thesis:

A detailed literature survey of 3D video systems with current challenges.
Comparison and evaluation of simulcast compression and multi-view
compression technigues.

Investigation of the effects of variable packet sizes on transmission in congested
wireless IP networks.

Investigation of multi-session transmission in multi-view video for increased
protection against transmission errors and adaptive video transmission

depending on channel conditions and end-point decoding capabilities.
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V.  Utilisation of virtual view rendering techniques to improve multi-view codec

efficiency and evaluation of their execution complexities.

1.5 Thesis Outline

This thesis is organised into seven chapters and five appendices. Chapter 1 lays the
foundation for the entire thesis. It introduces the research topic, its aims and objectives.
It also provides an overview of the research contributions and lists the research

publications and conferences attended.

Chapter 2 provides an overview of end-to-end 3D video systems. Through an extensive
literature survey, it lists the contribution of the research community in the area of 3D
videos and the communication pipeline. The chapter starts with providing an
understanding of how 3D is perceived and the different techniques used to represent 3D
videos. It then explains the state-of-the-art in 3D displays, including the displays that
are currently under research. It then discusses the transmission of 3D videos and the
contributions the research community has made to this area. A detailed survey of 3D
video transmission in terrestrial broadcast is given, followed by an introduction to
transmission over the internet. Challenges that the 3D video systems currently face are

discussed.

Chapter 3 provides an understanding of compression techniques in 3D videos. The
current state-of-the-art codec, the Multi-view Video Coding (MVC) extension of the
H.264 Advanced Video Coding (AVC), is explained in relation to coding efficiency

and transmission techniques. MVC is highly adaptable and provides a very efficient
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coding functionality. The contribution in this chapter is the comparative evaluation of

different compression techniques for coding efficiency.

Chapter 4 discusses 3D video streaming over the internet using the HTTP protocol
using simulated networks. 3D video streaming is introduced and the advantages of
using the Hypertext Transfer Control Protocol (HTTP) are discussed. A variable packet
size application was developed to transmit multi-view videos over HTTP using packet
size variation. OPNET’s System-in-the-loop (SITL) module is used for the
communication to real end points over a simulated heterogeneous network. Various
packet sizes are tested under interface free and congested network conditions. The
contribution made in this chapter is the experimental investigation of the effects of
variable packet sizes on transmission in congested wireless IP networks. The
segmentation at the application layer has a direct effect on transmission times. It was
found that that 64 kB is the optimum segment size. An application was developed to
enable the selection of packet size when the client requests the video from the server

over the simulated network.

Chapter 5 further investigates the transmission of multi-view videos over Real-time
Transmission Protocol (RTP) for real time video communication. The key contribution
of this chapter is the study of the effect of transmission errors on the multi-view video
codec is and a solution using multi-session transmission (MST) is proposed to decrease
the effect of errors on the coded bitstream. Modifications to the MVC decoding frame
management is made to increase codec robustness. Sirannon, a testing tool accepted by
the Video Quality Expert Group (VQEG), is used for the multi-session transmission

and error injection into the bitstream. Both single session transmission and multi-
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session transmission are tested for ten packet loss scenarios using ten transmissions
each, in order to increase the accuracy of the test results. The transmission of the H.264
multi-view video coding (MVC) bitstreams over multiple streams based on priority and
view changes improves the quality of 3D video. MST of multi-view video can render
the video stream more adaptable to channel conditions and offer additional error
resilience capabilities by confining the errors to a particular spatial region.
Experimental results prove MST’s effectiveness in handling error rates as high as 10%
with negligible frame drop when the errors in transmission are confined to the relatively

less important bi-predicted frames.

Chapter 6 investigates MVC codec optimisation by applying virtual view rendering of
views at the decoder, using two adjacent decoded views. Hence, increasing the coding
efficiency of the video codec and decreasing the need for the number of cameras
needed to capture multi-view videos. The key contribution in this chapter is the
evaluation of three techniques for virtual view rendering and their execution
complexity, which is an important feature in real time video playback. The three
methods, which use simple image stitching, disparity prediction and panoramic view
creation techniques are analysed and the results compared through objective and
subjective testing. The challenges with virtual view rendering are also discussed in

detail, with examples.

Chapter 7 concludes the investigations of this research and makes recommendations for

future work.

Chapter 1 — Introduction pg.10



End-to-End 3D Video Communication over Heterogeneous Networks

Results beyond the ones present in this thesis, program codes and software manuals are

in Appendices A to D.

1.6 Conclusions

This chapter summarises the research. It starts by explaining the problem statement of
the research, and continues to highlight the aims and objectives of the thesis. It is
followed by a list of research publications and a list of research contributions made in
this thesis. The layout of the thesis is explained with a brief description of the content

of each chapter.

The next chapter presents a detailed literature survey of the 3D eco-system and the

challenges that are currently unresolved.
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Chapter 2: 3D Systems and the
Communication Pipeline

Three-dimensional technology, more commonly referred to as 3D technology, has
revolutionised many fields, including entertainment, medicine, and communications to
name a few. In addition to 3D films, games, and sports channels, 3D perception has

made tele-medicine a reality.

Thirty percent of the all HD panels at home by the year 2015 will be 3D enabled, as
predicted by consumer electronics manufacturers. Stereoscopic cameras, a
comparatively mature technology compared to other 3D systems, are now being used
by ordinary citizens to produce 3D content and share at a click of a button just like they

do with 2D counterparts via sites like YouTube.

But technical challenges still exist, such as with autostereoscopic multiview and
holoscopic video displays. Free viewpoint navigation also remains partly unsolved [1].
The most pressing issue getting in the way of widespread uptake of consumer 3D
systems is the ability to deliver 3D content to heterogeneous consumer displays over

the internet.

This chapter sets the scene by introducing 3D, showing how it is represented, stored
and transmitted, and the different types of displays that can be used to perceive 3D

perception, as well as the challenges that need to be addressed.
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2.1 Introduction

The concept of 3D is not new. As early as 300 BC, Euclid discovered that humans see
slightly different images of the same object with each eye. Eleventh century
mathematician Al-Hazen also explained the concept of 3D in his book of optics. Since
then, there has been gradual development with 3D research over the years until today.
Today, 3D films gross more than ever before in cinemas, 3D sports channels are on

satellite TV and video streaming online is available.

The evolution of video processing technology is driven by progress in technological
advancements and the content generation capabilities to meet user demands. The
evolutionary process began with analog TV and is currently at the smart TV stage,
which combines HDTV, IPTV and in some displays 3DTV [2]. 4K HDTV is the next
stage in the flat screen TV evolution, currently an active area of research [3]. In 3DTV,

the most prominent technology in use is the stereoscopic 3D displays.

The video processing field has evolved from one video displayed at different
resolutions. The needs of the current era require on-demand connected interactive
videos where the social experience is at the heart of it. The need for 3D video
processing has given rise to content-adaptive processing that includes segmentation,

depth map extraction, and structure from motion. [2]

Smart TV is indicative of the change in people’s viewing habits. TV has exceeded the
processing expectations from a PC in the 1990s. The Smart TV does not only support
improved performance in terms of display, but is more efficient in power consumption,

has more computing power, comes with a large amount of memory, has built-in
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interactivity, and has internet connectivity at its heart [2]. In the race towards a true free
view point TV, in many ways, the Smart TV in itself predicts the future of what will be
expected from multi-media transmissions. It is no longer a straight forward broadcast or
even multi-cast. Viewers already expect on demand content in 2D, thus their
expectations from 3D videos will be threefold: on demand, interactive view angle
changes, and high-definition quality, mobility, and seamless 2D to 3D conversion.

Thus, it is imperative that any 3D communication system must meet these expectations.

This chapter discusses the visual perceptions created to generate 3D, the displays
currently available and under research, and finally how they are delivered and the

challenges in the 3D communication pipeline.

2.2 Fundamentals of 3D

3D perception requires eyes and the brain, together referred to as the human visual
system (HVS). They work together to receive light rays and interpret them to create the
image seen in three dimensions [4]. Perception, it must be clarified, is not seeing the
real world in our daily life. The HVS is fed the data that would make it look like the
real world for the most part, but it fails to deliver the required outcome if the person
perceiving 3D does not fit the conditions such as having irregular or defected eyes.
Humans perceive 3D in two different ways; one is through binocular parallax, where
we see a different angle of the same object through each eye. The other is motion
parallax, where we see a different angle of the same object by moving our head or the
movement of the object [5]. Both techniques were discovered as early as the 19"

century by Wheatstone in 1838 and Helmholtz in 1866, respectively [6]. Wheatstone
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demonstrated stereopsis, the unique depth sense produced by retinal disparity through

constructing a simple stereoscope from mirrors.

Stereoscopic 3D perception has come a long way since Wheatstone first proved the link
between parallax and depth perception by studying them using a stereoscope,
considered to be the world’s first 3D display [6]. Stereoscopic perception exploits
binocular disparity in the human visual syste