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This study demonstrates the use of multidimensional item response theory (MIRT) to

investigate an instrument’s factor structure. For didactic purposes, MIRT was used to

assess the factor structure of the 9-item Effort Beliefs Scale (Blackwell et al., 2007), based

on data obtained from 1,127 undergraduate engineering students (20.9% female) across

two academic years attending a large, metropolitan university in the east south-central

region of the United States at the beginning and end of the first semester of freshman year.

MIRT results supported the scale’s multidimensional structure, which were compared

to those based on confirmatory factor analysis. Specifically, comparisons of competing

models supported the scale’s bifactor structure in which the collective item set related to a

primary dimension and each item related to one of two domain-specific factors: Positive

Relationship, Inverse Relationship. Furthermore, the utility of item response theory for

assessing effort beliefs changes across the first semester and the relationship of IRT and

observed scores is provided. The paper concludes with an overview of MIRT for scale

development and dimensionality assessment to advance the reader’s awareness of its

use as a psychometric tool.

Keywords: multidimensional item response theory, confirmatory factor analysis, dimensionality assessment,

score reporting, test score validity

Within educational psychology research, survey instruments play a prominent role in the
operationalization of constructs (e.g., self-regulation, implicit beliefs) central to the advancement
of theory, research, and practice. For example, researchers have refined our understanding of
aspects of Expectancy-Value theory through validation efforts with cost-value (Flake et al., 2015),
especially with a goal toward developing practice-relevant measures of achievement motivation
(Kosovich et al., 2015). Attention to various versions of instruments is also important; implicit
beliefs researchers have demonstrated that certain versions of implicit theories of intelligence
measures are a better fit to the data with academically gifted students (Park et al., 2016). As such,
the utility of obtained scores to yield meaningful information hinges directly on the quality of their
psychometric properties, namely reliability and validity. Of central importance is test score validity,
defined as “the degree to which evidence and theory support the interpretations of test scores
for proposed uses of tests” (American Educational Research Association, American Psychological
Association, and National Council on Measurement in Education, 2014, p. 11). Here, test is an
inclusive term that covers a range of instruments, including surveys, designed to gather information
on a target population.
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Among sources of validity evidence (e.g., content validity),
internal structure addresses the degree to which the relationship
between items and latent dimensions align with theoretical
expectations. There are various factor analytic models
available to investigate an instrument’s factor structure. For
multidimensional instruments, confirmatory factor analysis
(CFA) receives widespread use as a confirmatory, model-
based approach to assess factor structure. Alternatively, item
response theory (IRT) represents a broad class of statistical
models applicable to item analysis, scale development, and
scoring (Embretson and Reise, 2000; Yen and Fitzpatrick,
2008). Whereas, traditional IRT models have been restricted to
unidimensional instruments (van der Linden and Hambleton,
1997), recent advancements in this area have resulted in the
development of multidimensional IRT (MIRT; Reckase, 2009)
models applicable to multidimensional instruments. The
application of MIRT to assess factor structure in educational
psychology research is, largely, an undeveloped area. In response,
we seek in this study to demonstrate the utility ofMIRTmodeling
to assess an instrument’s factor structure, with results compared
to CFA. Additionally, we show the utility of MIRT-based scores
to assess changes in first year college students’ effort beliefs and
their relationship to observed scores.

A review of the educational psychology literature provides
a basis to examine practices within the field to assess an
instrument’s factor structure. For this study, we conducted a
systemic review of measurement-related studies in the following
three journals from the past 5 years (2013–2017): Contemporary
Educational Psychology, British Journal of Educational Psychology,
and Frontiers in Psychology—Educational Psychology. We
identified eligible studies using the following keywords:
“confirmatory factor analysis,” “scale development,” “scale
validation,” “construct validity,” “exploratory factor analysis,”
“item response theory,” and “measurement invariance.” In total,
39 measurement-related studies met our eligibility criteria. The
most commonly used methods to assess factor structure were
CFA (90% of studies), followed by exploratory factor analysis
(EFA; 59% of studies). In 53.85% (n = 21) of the studies, both
EFA and CFAwere used to assess factor structure. Comparatively,
only 5% of the studies used IRT as a data analytic procedure.
While an exhaustive literature search was beyond the study’s
scope, these findings nonetheless suggest the underutilization
of IRT as a psychometric procedure. Notably, Unick and Stone
(2010) found an underrepresentation of IRT in prominent
social work journals. It can only be speculated why there is
a noticeable absence of IRT in the published literature (e.g.,
graduate-level coursework, technical expertise). Nonetheless,
taken together, these findings suggest that applied examples
demonstrating the use of MIRT procedures may serve useful
to advance the awareness and use of IRT as a methodological
approach for examining an instrument’s factor structure in
educational psychology.

A more general inspection of educational psychology research
shows the importance that researchers ascribe toward gathering
empirical evidence on an instrument’s internal structure to
guide score-based decisions. As previously described, EFA and
CFA procedures are the most visibly used procedures to gather

factorial validity evidence in the three reviewed educational
psychology journals. While speculative, their use in applied
research is perhaps reinforced with available resources on
their use (e.g., measurement invariance) and implementation
in accessible statistical software packages (e.g., MPLUS, SPSS).
Contrary, despite notable advancements in IRT over the past
decade, it is a less visible psychometric procedure in published
research. This is despite the availability of literature comparing
IRT and CFA for examining the psychometric properties of
obtained scores (e.g., Reise and Widaman, 1999); in particular,
measurement invariance (e.g., Raju et al., 2002). When IRT is
used, it may be to conduct an item analysis on a set of items
that comprise a unidimensional subscale, based on an acceptable
multidimensional CFA model (e.g., Pichardo et al., 2018).

As a latent variable modeling approach to dimensionality
assessment, CFA seeks to explain the covariance among scale
items based on a specified number of latent factors. The following
factor analytic model expresses the linear relationship between a
set of scale items (X) and latent variable (ξ ) as:

X = 3xξ + δ, (1)

where, X is a m x 1 vector of scale items, 3x is a m x n
matrix of regression (or, pattern) coefficients representing the
relationship between the observed, X, and latent, ξ , variable(s),
and δ is the disturbance term, or error variance, associated with
each item. With m items (e.g., m = 10) and n latent traits
(e.g., n = 2) a set of matrices of the model parameters (i.e.,
factor loadings, factor variances-covariances, error variances) are
used to produce an estimated covariance matrix (6̂; see Bollen,
1989 and Kline, 2015). Thus, a well-fitting CFA model with
the necessary constraints (e.g., identification) will produce an
estimated covariance matrix that will closely approximate the
actual, observed covariance matrix (S). Thus, the aim in CFA
(and, structural equation modeling more broadly) is to produce
a theoretically supported model that minimizes the difference
between the observed (S) and estimated (6̂) covariance matrices
(i.e., explain covariance among variables). The extent to which
this is achieved is judged using routinely usedmeasures ofmodel-
data fit, including: likelihood ratio chi-square statistic, root mean
square error of approximation, and comparative fit index, among
others (e.g., Hu and Bentler, 1999; Kline, 2015).

On the other hand, IRT seeks to make statements about
how respondents answer individual scale items, as opposed to
reproducing the covariance among scale items. Thus, CFA and
IRT are related in that they are both model-based approaches
to characterizing the relationship between observed and latent
variables. However, whereas CFA characterizes this relationship
based on a linear model (see Equation 1 above), IRT models the
probability of a particular item response (e.g., selecting a response
of Agree instead of Disagree on a Likert-type scale) based on a
nonlinear model.

As demonstrated in this paper, IRT provides a flexible
model-based approach to examine the factor structure of
instruments used in educational psychology research and offers
an alternative approach to CFA for the dimensionality assessment
of psychological instruments. To advance readers’ understanding
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of IRT, and MIRT, specifically, both CFA and MIRT methods
are used to test the dimensionality of the Efforts Belief Scale,
an instrument designed to operationalize beliefs about the role
that effort plays in academic success. The subsequent section
provides an overview of the key tenets of IRT and details
the unidimensional 2-parameter logistic (2-PL) IRT model for
dichotomous data and Samejima’s (1969, 1997, 2013) graded
response model for ordered-categorical items (e.g., Likert scale).
Additional aspects of IRT aligned with the use of MIRT models
are examined, including: item parameter estimation, ability
estimation, and goodness of fit. Subsequently, factor structure
assessment using MIRT models is presented.

ITEM RESPONSE THEORY

IRT embodies a broad class of statistical models that seek
to express the probability that an individual will select a
particular item response. Specifically, IRT posits that an
individual’s item response is based on specific item and
individual characteristics. Item characteristics of typical interest
include the item discrimination and threshold parameters. Item
discrimination refers to the degree to which an item discriminates
among individuals along the underlying trait continuum (e.g.,
motivation, self-regulation), such as between students with low or
high levels of a given type of achievement motivation. The item
threshold refers to the point on the underlying trait continuum
in which an individual has a probability of 0.50 of selecting a
particular response category. For a dichotomously scored item
in which the response is either correct or incorrect, for example,
the threshold is a measure of item difficulty indicating how easy,
or difficult, the respondents found the item. On the other hand,
psychological instruments are commonly comprised of ordered-
categorical items (e.g., Likert scale) and, thus, the threshold is
the point on the trait scale in which an individual would have
a probability of 0.50 of selecting a particular response category.
The person characteristic is their standing on the measured trait
(e.g., self-regulation, motivation), commonly referred to as ability
or theta (symbolized as θ ; Crocker and Algina, 1986).

IRT possesses a number of attractive features for investigating
the psychometric properties of psychological instruments
(Hambleton and Swaminathan, 1985; Reise et al., 2013). First,
the item parameter estimates are independent or invariant of
the sample. That is, IRT item parameters are not dependent
on the sample they were based, unlike the item discrimination
and difficulty values obtained within the framework of classical
test theory (CTT; Crocker and Algina, 1986). Thus, regardless
of the study sample’s distribution, a well-fitted IRT model will
result in the same item parameter values (Embretson and Reise,
2000). The property of item parameter invariance is a key
tenet of IRT and provides a basis to estimate an individual’s
probability of a correct response at any given ability or trait
level. Correspondingly, an individual’s estimate on the measured
trait (e.g., motivation, implicit beliefs) is independent of the
administered items. Thus, once a set of items have been estimated
(or, calibrated), an individual’s trait value can be estimated using
any selected subset of items. Therefore, the same set of items

do not need to be administered to estimate an individual’s trait
estimate. In this case, a sample of items can be selected from
a bank of calibrated items and administered to individuals to
determine their standing on the measured trait, which is the basis
of computerized adaptive testing. Lastly, IRT yields a measure of
the precision, or standard error, for each trait estimate. This is in
contrast to the standard error of measurement within CTT which
is the same for the entire score distribution (Crocker and Algina,
1986; Harvil, 1991). Collectively, these are three readily apparent
advantages of IRT as an approach to item analysis and scoring.
As with other statistical procedures (e.g., general linear model),
such assumptions should be empirically tested to guide model
selection decisions. Notably, these assumptions may not always
be a factor to consider with all applications of IRT and, thus,
researchers should be familiar with the data and available models.

While a comprehensive presentation of IRT and associated
models is beyond the scope of this paper, we highlight two
unidimensional IRT models as a precursor for MIRT models.
For didactic purposes, we discuss the 2-parameter logistic (PL)
model (Hambleton and Swaminathan, 1985) and the graded
response model (GRM; Samejima, 1969, 1997, 2013). The 2-
PL item response theory model is applicable to dichotomous
data (0 = No, 1 = Yes), whereas the GRM is applicable to
polytomously scored items (0 = Never, 1 = Sometimes, 2
= Always). Familiarity with unidimensional IRT models is a
prerequisite for an appreciation of MIRT models.

The 2-PL model explicates the probability of an individual
endorsing a response of 1 (Yes, True; or, in educational
assessment, a correct) response as:

P (x = 1|θ) =
1

1+ e−1.7ai(θ−bi)
, (2)

where, P(x = 1|θ) symbolizes the probability of selecting a
response of 1 (e.g., Yes) given an individual’s ability, or trait
standing (e.g., motivation), ai is the discrimination parameter,
θ represents the measured trait, bi is an item’s threshold, and
e is ∼2.718. The subscript i indicates that each item has its
own unique item discrimination and threshold parameters. The
constant −1.7 is used to approximate the logistic model to the
more computationally complex normal ogive model (Camilli,
1994). Thus, the 2-PLmodel is named as such because it describes
an examinee’s probability of a response of “1” based on two item
parameters (i.e., item discrimination, difficulty).

Another notable feature of IRT is the ability to inspect an
item’s functioning graphically. Specifically, item characteristic
curves (ICCs) model the probability of an item response for a
given ability, or trait, level (Embretson and Reise, 2000; Yen and
Fitzpatrick, 2008). As an example, Figure 1 displays the ICCs for
two items using the 2-PL model with ability on the x-axis and
the probability of answering “Yes” (i.e., response of 1) on the y-
axis (Range: 0–1). The item discrimination parameters for Items
1 (solid line) and 2 (dashed line) are 1.25 and 0.63, whereas the
difficulty values are 0.50 and −0.50, respectively. Notably, the
item threshold parameter is reported on the same scale as ability,
which typically ranges from −3 to +3. As shown, Item 1 has
a steeper slope and, thus, more strongly discriminates among
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FIGURE 1 | Item characteristic curve for 2-PL model.

individuals along the trait continuum, particularly between the
ability levels of 0 and 1.5. Contrary, Item 2 is less discriminating
because the ICC is not as steep and, consequently, would be
a less informative item for measuring the latent trait. Notably,
both items have limited discriminatory power at the lower and
upper end of the trait continuum, indicating that the items are
most appropriate for measuring in the middle range of the trait
continuum. Also, the threshold for Item 1 was 0.50, indicating
that an individual had to have a higher standing on the measured
trait to endorse a Yes response for Item 1 than Item 2. It should be
evident that with enough items with difficult item discrimination
and threshold values, one could develop a tailored instrument
(i.e., computer adaptive test) that could be administered to a
general, or heterogeneous, population or to specific populations
(e.g., gifted) that may fall at the upper or lower ends of the
trait continuum.

There is also a wide class of IRT models for ordered
categorical, or polytomously scored, items (van der Linden,
2016). Among others, these include: Samejima’s (1969,
1997, 2013) GRM, Bock’s (1972) nominal response model,
and Masters’s (1982) partial credit model. Thissen and
Steinberg (1986) provide a taxonomy of the relationship
among models appropriate for polytomous data. Collectively,
these models are designed to predict an examinee’s probability
of selecting a particular response category (e.g., Strongly
Disagree, Agree, Strongly Agree) for a given item. For example,
a highly efficacious student would have a high probability
of answering Very Like Me to the item, “I think that no
matter who you are, you can significantly change your level of
talent” (Gaumer Erickson et al., 2016).

Samejima’s GRM is an applicable IRT model for polytomously
scored items. Specifically, it estimates the probability that
individual n reaches score category k (e.g., Agree, Strongly Agree)
for item i:

P∗kni =
1

1+ e−ai(θ−bik)
(3)

where, Pkni*is the probability that person n will reach category k
or higher on item i, ai is the item discrimination parameter for the
item (and is the same across response categories), and bik is the
threshold for reaching category k. For polytomous items, there
are k−1 thresholds (one less than number of response categories)
meaning that there are a total of 4 thresholds (5–1) for a 5-point
Likert scale. The four thresholds would include the point on the
scale in which an individual would select a rating ofDisagree over
Strongly Disagree,Neither Disagree nor Agree overDisagree,Agree
over Neither Disagree nor Agree, and Strongly Agree over Agree.
The probability of selecting the next highest response category
over the lower category is:

P∗kni =
1

1+ e−ai(θ−bk−1)
−

1

1+ e−ai(θ−bk)
. (4)

Here, the right-hand equation is the probability of selecting
the lower category (e.g., Disagree) and the left-hand equation
is for the next highest category (e.g., Agree). As noted, the
discrimination parameter ai indicates that the model assumes
that each item category is equally discriminating. Figure 2

displays the ICC for a polytomous item with four threshold
parameters. Specifically, it illustrates the probability of selecting
one of five possible response categories based on a given trait
level. For this item, the discrimination parameter is 2.5 and
the four threshold parameters are −2.5, −1.75, −0.50, and
1.50, respectively. Inspection of the ICCs for each response
category indicates that lower trait estimates correspond to higher
probabilities of selecting lower response categories (e.g., 1, 2),
whereas higher trait estimates correspond to choosing higher
response categories (e.g., 3, 4). As specified in the model, the
categorical trace lines have equal slopes and unique threshold
parameters. The hypothetical trace lines in the figure could
correspond to any type of polytomously scored item.

There are a number of approaches available to estimate
IRT item parameters. Bock and Aitkin’s (1981) full-information
estimation approach uses maximummarginal likelihood with the
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FIGURE 2 | Item characteristic curve for polytomously scored item.

expectation-maximization (MML-EM) based on individuals’ full
response patterns across an item set. MML-EM is an iterative
procedure that uses initial item parameter values to estimate
the number of individuals at a given ability, or trait, level that
would be expected to provide a given item response (expectation)
and then estimating the item parameters that would maximize
the likelihood of obtaining the proportion of individuals with
that response pattern. The procedure repeats itself until there
is little change in the item parameters between successive
iterations. However, due to the technicality of the MML-EM
algorithm, it is limited to estimating the item parameters (e.g.,
item discrimination) for up to five factors, or latent dimensions
(Bock et al., 1988). Among others, Markov chain Monte Carlo
(MCMC) and adaptive quadrature (Rabe-Hesketh et al., 2002)
represent emerging approaches to item parameter estimation. In
large, the type of estimation approach that one uses to obtain item
parameter estimates will largely depend on the statistical software
package used for IRT analysis. For example, the IRT programs
flexMIRT (Cai, 2017), IRTPRO (Cai et al., 2011), and TESTFACT
(Wood et al., 2003) implement theMML-EM procedure, whereas
MCMC is implemented inWINBUGS (Speigelhalter et al., 2000).

There are various approaches available to assign an individual
an ability or trait estimate within IRT. These approaches fall
into maximum likelihood (ML) or Bayesian procedures (Yen and
Fitzpatrick, 2008). The first is maximum likelihood estimation
(MLE), which is a ML method to ability estimation. MLE
seeks to determine the estimated ability (θ̂) that maximizes the
likelihood of an individual’s response pattern across a set of items.
Minimum and maximum MLE scores can range from−∞ to
+∞ and so setting the score range is needed, typically −3 to
+3. Bayesian approaches include maximum a posteriori (MAP)
and expected a posteriori (EAP; Bock and Mislevy, 1982). These
methods use a prior distribution of the ability distribution,
based on known information of the group of individuals for
which scores are being estimated. It is typically assumed that
the scores come from a normal distribution, with a mean of
0 and standard deviation of 1. Bayesian methods generate a
posterior distribution for each individual with the likelihood

of the observed item response pattern estimated at each level
of ability (θ). EAP scores are based on mean of the posterior
distribution whereas MAP scores are based on the mode of this
distribution, with the distribution of scores set to fall between−3
and +3. There are several noted features of Bayesian scores that
make themmore attractive than maximum likelihood estimation
(e.g., lower standard errors, no extreme score). On the other
hand, they are biased since individuals’ scores are closer to
the mean, or mode, of the prior distribution. All three scoring
methods can be found used in research and practice, and rely
on previously estimated item parameters. There are several
accessible readings that provide an overview of IRT-based scores
(e.g., Thissen and Wainer, 2001; Yen and Fitzpatrick, 2008).

As a model-based procedure, IRT generally requires large
sample sizes to obtain stable parameter estimates. For example,
sample sizes between 200 and 1,000 may be needed to obtain
accurate parameter estimates for the class of dichotomous
unidimensional IRT models (e.g., 1-PL, 2-PL) with test lengths
between 20 and 30 items. For polytomously scored items, much
larger sample sizes may be need. Yen and Fitzpatrick (2008)
provide a summary of the recommended sample sizes and
number of items needed to obtain stable parameter estimates for
various IRT models.

Evaluation of goodness of fit of IRT models is an area that
garnered increased attention in recent years. Perhaps the most
familiar global measure of model-data fit for IRT models is the
likelihood-ratio chi-square statistic. By multiplying −2 with the
likelihood-ratio statistic (–2LL), it is distributed as chi-square and
can used for statistical testing between competing IRT models.
When comparing models, −2LL is the test statistic with degrees
of freedom (dfs) equal to the difference between the number
of parameters between the tested models. If the models do not
differ statistically, the restrictive model (e.g., 2-PL) explains the
data the same as the less restrictive model (e.g., 3-PL model).
Here, the more restrictive model would be desired based on
model parsimony. Contrary, a statistically significant –2LLwould
indicate that the least restrictive model provides better model-
data fit. Additional global measures of model-data fit include the
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Akaike information criterion (AIC; Akaike, 1974), the Bayesian
information criterion (BIC; Schwarz, 1978), as well as the root
mean square error of approximation (RMSEA; Maydeu-Olivares,
2013). When comparing competing models of an instrument’s
factor structure, lower AIC and BIC values are used to identify
the “best fitting” model. Within structural equation modeling
(SEM), RMSEA values below 0.08 and 0.05 are used to identify
models that provide adequate and close model-data fit (Browne
and Cudeck, 1993). However, with the RMSEA, these criteriamay
not generalize directly to IRT, and thus offer a general framework
to evaluating IRT model-data fit. Until recently, the absence
of reliable measures of GOF have not been a factor of strong
consideration in IRT (Maydeu-Olivares, 2013). Consequently,
the development and evaluation of goodness of fit measures of
IRT models is an area of ongoing research.

MULTIDIMENSIONAL ITEM
RESPONSE THEORY

MIRT is an extension of the unidimensional IRT models that
seeks to explain an item response according to an individual’s
standing across multiple latent dimensions (Reckase, 2009).
Within applied research, a key limitation of unidimensional
models is that they may not be appropriate to commonly used
multidimensional instruments. Consequently, developments in
MIRT and the increasingly availability of statistical software
packages provide an opportunity for applied researchers to gain
an appreciation and understanding of their use for examining
the psychometric functioning of their scales. This is particularly
relevant given the complexity of the constructs considered in
educational psychology regarding how individuals approach
their learning and, correspondingly, how it is influenced by
personal and environmental factors. As with any statistical
modeling approach (e.g., general linear model), MIRT serves to
help develop an approximation of the factors that help explain
how an individual responds to an item.

MIRT represents a broad class of probabilistic models
designed to characterize an individual’s likelihood of an
item response based on item parameters and multiple latent
traits. In particular, MIRT situates an individual’s standing
on the latent traits in a multidimensional space of the
dimensions hypothesized to be associated with an item response:
θj = [θj1, θj2, θj3, . . . θjM]′, where M is the number
of unobserved latent dimensions required to model how an
individual is likely to respond to an item. Broadly, there
are two broad categories of MIRT models: compensatory
and noncompensatory (Reckase, 2009). Compensatory models
allow examinees’ increased standing on one latent trait to
overcome a low position on another dimension in the
estimation of a probability of a correct item response;
noncompensatory (or, partially compensatory) models restrict
examinees’ standings across the multidimensional space to
not influence the probability of an item response. Within
the literature, compensatory-based MIRT models are more
commonly used.

For a dichotomous item, the probability of an item response
of 1 (e.g., Yes) can be written as:

P (ui = 1 | θj, ai, di) =
e1.7(ai

′θj+di)

1+ e1.7(ai
′θj+di)

, (5)

where, ai
′ represents a vector of item discrimination (slope)

parameters, indicating the probability of correct response
associated with changes in an examinee’s standing along the m-
dimensions, and di corresponds to the item intercept, or scalar,
parameter. Notably, the intercept di replaces the previous item
threshold (b) parameter found in the unidimensional 2-PLmodel
and is not interpreted as the threshold (or difficulty). Interested
readers are referred to Reckase (2009) for detailed presentation of
the parameters for the multidimensional 2-PL model (see pages
86–91). The exponent in Equation (4) can be expressed as:

aiθj
′ + di = ai1θj1 + ai2θj2 + · · · + aimθjm + di, (6)

in which ai1 is the slope, or discrimination, parameter for item
i for examinee j’s standing on the first latent dimension, θ1,
and m is for the mth dimension, and di is the intercept. The
mathematical form of the MIRT model results in its utility as
a valuable psychometric tool for item parameter and ability
estimation across them dimensions.

The multidimensional GRM can be written as:

P(yij = k|θj) =
1

1+ e
−

(

dj(k−1)+ai ′θj

) −
1

1+ e−
(

djk+ai ′θj
) , (7)

in which k is the response category selected by individual j for
item i. As with unidimensional models, ability estimates can
range from −∞ to +∞, but generally fall between −3 to +3.
MIRT model parameters are estimates using same procedures
for unidimensional models, and inspection of GOF based on
the previously reported fit indices. Thus, the primary difference
between unidimensional IRT and MIRT models is the number of
dimensions included in the model to explain an item response.

There are many plausible models to describe an instrument’s
factor structure (e.g., Rindskopf and Rose, 1988). Figure 3

illustrates four plausible factor structures of a 9-item measure,
including a unidimensional (or, single factor) model (Model
A), correlated (two- or three-) factor model (Model B),
higher-order model (Model C), and bifactor model (Model
D). The unidimensional, or single factor, model is the
simplest and most restrictive model because all items are
posited to measure a unitary dimension. However, in most
cases, the psychological constructs of theoretical interest are
hypothesized as multidimensional. In effect, operationalization
of multidimensional constructs thus requires scales developed
with the idea that all items are associated with a primary latent
dimension (e.g., effort beliefs) with item subsets grouped based
on their measurement of a distinct subdomain (e.g., positive
beliefs about effort). This type of theoretical structure would,
consequently, propel the researcher to employ an unrestricted
(e.g., EFA) or restrictive (e.g., CFA) factor analytic method to
determine the distinctiveness of the subdomains for modeling
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FIGURE 3 | Alternative factor structures of 9-item measure.

and score reporting purposes. Distinct subdomains may lead to
the consideration of subscale score reporting, whereas highly
correlated factors lends to the use of a total score. The theoretical
structure of psychologically relevant constructs and the construct
validity of corresponding scores is an area of key importance in
the advancement of theory, research, and practice.

Model selection is a key decision among researchers
seeking to gather factorial validity evidence of a particular
instrument. Substantive theory and available empirical evidence
regarding the instrument’s psychometric properties should
guide decisions related to model selection. Further, competing
factor structures should be tested to rule out alternative
explanations of an instrument’s factor structure, including, for

example unidimensional, correlated factors, and bifactor models.
Researchers should have an appreciation and understanding
of the commonalities of the various statistical models. For
example, a two- or three- correlated factors model (see
Model B for correlated three factor model) is based on
the premise that items measure distinct, yet related latent
dimensions. If, for example, the factor correlations approach
unity, a single-factor (unidimensional) model may provide
more acceptable model-data fit, thus challenging the distinct
nature of the latent dimensions. If, on the other hand,
the interrelationship among the factors can be described by
a hierarchical factor, then a higher-order model may be
appropriate (see Model C). In recent years, within educational
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(Gibbons and Hedeker, 1992) and psychological (e.g., Gibbons
et al., 2007) literature, the bifactor structure has garnered
increased attention (see Model D; Reise, 2012). The bifactor
structure posits that the interrelationship among all items are
explained by a general, primary dimension with conceptually
grouped item subsets also related to a particular subdomain.
Gibbons et al. (2007) derived the full-information item bifactor
model for graded response data. Key model assumptions
include that all items relate to a primary dimension and
one subdomain and that these dimensions are uncorrelated,
or orthogonal. Cai (2010) derived the two-tier model which
represents an expansion of the bifactor model and demonstrates
its application to modeling complex and longitudinal data
structures. Despite the apparent distinction among the models,
the literature shows the similarity among the models. Rindskopf
and Rose (1988) demonstrate the relationship among the
unidimensional, correlated factors, and higher-order models,
as well as the bifactor model. Within the IRT literature,
Rijmen (2010) demonstrates how the second-order model is
equivalent to the testlet model and that both are constrained
bifactor models.

STUDY PURPOSE

The study demonstrates the use of MIRT to test an instrument’s
factor structure and compares results to those obtained with CFA.
For study purposes, tested models included a unidimensional
model, two-factor correlated model, and bifactor model. As
research on MIRT continues to advance in concert with more
readily available computer software, there is a need for accessible
literature to promote its use as a psychometric tool in applied
research. Data included the responses of two cohorts of first-
year engineering students on the Efforts Belief Scale (Blackwell,
2002), designed to assess students’ beliefs about the role of effort
in their academic success, obtained at the onset and end of the
first academic semester. The scale was developed by Blackwell
(2002) within a motivational framework to examine factors
associated with middle school transition. The instrument has also
been used to test a motivational model of junior high school
students’ mathematics achievement (Blackwell et al., 2007). In
this model, effort beliefs mediated the relationship between
students’ incremental theory and positive strategy use. Due to the
absence of empirical evidence on the scale’s internal structure, the
instrument is a viable candidate for dimensionality assessment.

METHOD

Participants
Data were based on the item responses of 1,127 incoming
undergraduate engineering students (20.9% female) from a large,
metropolitan university in the east south-central region of the
United States for the 2013 (n = 544; 48.3%) and 2014 (n = 582;
51.6%) academic years.

For each cohort, scale data was collected at the beginning
(Week 1) and end (Week 13) of the first semester of the freshman

year1. Participants Race/ethnicity included: 4.9% Asian, 3.5%
African American, 2.8% Hispanic/Latino/a, 83.6% White, 3.9%
Two or more races, and 1.30% Other. Informed consent was
obtained by informing students that they were providing consent
by completing the online surveys and that their participation was
strictly voluntary.

Instrumentation
The Effort Beliefs Scale is a 9-item measure designed to assess
students’ beliefs about the role that effort plays in academic
success (Blackwell, 2002; Blackwell et al., 2007). The scale was
originally developed as a part of Lisa Blackwell’s dissertation
research (Blackwell, 2002) to understand the motivational factors
associated with the middle school transition. Effort beliefs are
proposed to be a part of the motivational framework (schema)
that students use to guide interpretations of success and failure
experiences (Blackwell et al., 2007).

The scale includes two subscales, including positive effort
beliefs consisting of four items (Items 1, 2, 3, 4) and inverse
relationship, consisting of five items. Responses are recorded
on a 6-point scale (1 = Disagree Strongly; 2 = Disagree; 3 =

Somewhat Disagree; 4 = Somewhat Agree; 5 = Agree; 6 = Agree
Strongly). Positive items seek to measure the degree students
believe that their efforts result in positive outcomes, such as: “If
an assignment is hard, it means I’ll probably learn a lot doing
it.” Contrary, inverse relationship items seek to assess whether
students believe that their effort has a negative relation to an
outcome, such as: “To tell the truth, when I work hard at my
schoolwork, it makes me feel like I’m not very smart.” For this
study and consistent with Blackwell (2002) and Blackwell et al.
(2007), inverse relationship items were reverse-scored to yield an
overall measure of positive Effort Beliefs.

No formal instrument validation information was provided
by Blackwell. However, Blackwell (2002) reported total score
reliability of 0.79 in Sample 1 with seventh grade students (n =

373) and 0.60 in Sample 2 (low achieving seventh grade students,
n = 99). Blackwell et al. (2007) also reported a 2-week test-retest
reliability of 0.82 (n= 52) from Sample 1. Other researchers have
reported similar total score reliability estimates; for example, a
total score reliability estimate of 0.77 was reported from a sample
of 163 ninth grade students in Algebra when the items were
tailored to math (Jones et al., 2012).

Data Analysis
For didactic purposes, CFA and IRT procedures to assess an
instrument’s factor structure were used in this study. As a
first step, descriptive statistics were used for data screening
purposes. For comparative purposes, CFA was used to test a
single factor (i.e., unidimensional) model, correlated two-factor
model, and a bifactor model. Each model provides a basis to
evaluate the extent to which the instrument’s factor structure is
unidimensional, comprised of distinct positive beliefs and inverse
relationship dimensions, or complex with the items related to

1The research questions and analyses in this manuscript are sufficiently distinct

from two other publications which have drawn from the Effort Beliefs Scale from

this dataset (Honken et al., 2014; Snyder et al., 2018).
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a primary dimension and domain-specific positive beliefs or
inverse relationship factors.

Due to the ordinal nature of the data, robust weighted
least squares (WLSMV; Muthén et al., unpublished manuscript)
was used for parameter estimation using MPLUS 8.0 (Muthén
and Muthén, 1998-2017). The following fit statistics were
used to evaluate model-data fit: chi-square statistic, RMSEA,
comparative fit index (CFI), and standardized root mean square
residual (SRMR). Due to the absence of cutoff criteria for
fit statistics with the WLSMV estimator, Hu and Bentler’s
(1999) empirically-based cutoffs for ML were used to inspect
model-data fit: RMSEA values <0.05 were used to indicate
good model fit and 0.08 suggested reasonable fit, with CFI
values above 0.95 and SRMR values <0.08 deemed acceptable.
Coefficient omega was used as a measure of internal consistency
for the unidimensional and correlated factors model (Revelle
and Zinbarg, 2009), whereas coefficient omega hierarchical was
used to estimate internal consistency for the bifactor model
(Rodriguez et al., 2016).

IRT analysis was based on fitting Samejima’s GRM to the
item-level data using MML for item parameter estimation.
Similar to the CFA, tested models included the unidimensional
(UIRT), correlated two-factor, and bifactor models. For the UIRT
model, key model parameters included the item discrimination
and threshold values. On the other hand, if one of the
multidimensional models was identified as the preferred model,
intercepts instead of thresholds are of focus (Reckase, 2009;
Edwards et al., 2013). Model-data fit was examined using the
–2LL statistic, AIC (Akaike, 1974), BIC (Schwarz, 1978), and
RMSEA (< 0.08). Between model comparisons were conducted
by testing the statistical difference between the –2LLs between
competing models, such as UIRT vs. bifactor. Specifically, the
difference in –2LL between the two models is distributed as a
chi-square and, thus, allows for statistical comparisons between
models, based on dfs equal to difference in model parameters of
the models. Thus, for the Effort Beliefs scale, the df difference
(dfdifference) betweenUIRT and bifactormodels is equal to number
of scale items, or 9. This is because the bifactor model includes
nine additional parameters to account for the relationship of
each item to a secondary domain (e.g., inverse relationship).
For the AIC and BIC statistics, model selection is based on
identifying model with the lowest values. Notably, the RMSEA is
not directly generalizable from SEM to IRT and, thus, provides
additional information to evaluate model-data fit. IRT EAP
scores were used to operationalize students’ on the underlying
latent dimension(s). All analyses were conducted using flexMIRT
(Cai, 2017).

IRT was applied to students’ Week 13 data to demonstrate
its use to assess changes in college students’ effort beliefs across
the first academic semester (Week 1 to Week 13). For this
analysis, item parameter values based on Week 1 data were used
to score students’ Week 13 data. Notably, this is one approach
to modeling longitudinal data within IRT, which could also be
achieved with a longitudinal IRT model (e.g., two-tiered model;
Cai, 2010). This required using an item parameter file generated
by flexMIRT to assign EAP scores. In effect, this puts students’
Week 1 and Week 13 data on the same scale to assess changes in

effort beliefs. Last, correlations among observed (raw) scores and
IRT EAP scores were used to demonstrate their association and
utility in applied contexts.

RESULTS

Frequency distributions reported that the item response
distributions were negatively skewed (Range: −0.32 [Item 7] to
−1.53 [Item 1]). In particular, fewer than 1% of the respondents
selected the lowest two response categories for Item 1, and fewer
than 1% selected the first response option for Items 4–7. In
response, for Item 1, the lowest two response categories were
collapsed into category 3, and for Items 4–7 the lowest response
category was collapsed into category 2. The consequence of
collapsing categories was deemed negligible because fewer than
1% of respondents selected these lowest categories. In terms
of statistical modeling, collapsing of categories was used to
avoid issues pertaining to poorly estimated item parameters or
fixing parameter estimates for model convergence. Implications
of these steps related to scale revision are addressed in the
Discussion section.

Table 1 reports the descriptive statistics for the scale items.
Average responses fell between Agree Slightly to Agree across
items. Inspection of Minimum and Maximum values indicated
a range restriction for several items (e.g., Item 1). Item-total
correlations ranged from 0.16 (Item 3) to 0.68 (Item 9) with a
mean of 0.43 (SD = 0.13) for Week 1 data, and ranged from
0.17 (Item 3) to 0.49 (Item 2) with a mean of 0.40 (SD = 0.10)
for Week 13 data. For Week 1 data, Cronbach’s coefficient alpha
for the total scale score was 0.73 (95% Confidence Intervals
[CIs]: 0.70–0.75), and 0.58 (95% CIs: 0.53–0.62) for the positive
effort subscale and 0.68 (95% CIs: 0.65–0.71) for the inverse
relationship subscale. For Week 13 data, Cronbach’s coefficient
alpha for the total scale score was 0.71 (95% CIs: 0.69–0.74),
and 0.61 (95% CIs: 0.57–0.65) and 0.68 (95% CIs: 0.65–0.71)
for the positive and inverse relationships subscales, respectively
(coefficient omega as measure of internal consistency reported in
subsequent CFA analysis below). Results of the item analysis and
Cronbach’s coefficient alpha provided relevant information to
guide the subsequent model-based approaches to the assessment
of the scale’s factor structure (e.g., relationship among item sets).

Table 2 reports the model-data fit statistics for the alternative
CFA models. As reported, the unidimensional and correlated
two-factor models did not report acceptable model-data fit, based
on RMSEA and CFI values. Model-data fit for the bifactor model
was acceptable across fit indexes (e.g., RMSEA), supporting the
items multidimensional structure. Table 3 reports the item factor
loadings and error variances. As shown, factor loadings on the
primary dimension ranged from 0.14 (Item 3) to 0.76 (Item 9),
indicating items were, in general, moderately to highly related to
the primary, or effort, dimension. For the positive effort beliefs
domain factor, items reported moderate factor loadings, ranging
from 0.35 (Item 2) to 0.53 (Item 4). The magnitude and direction
of the loadings indicated that, after accounting for the primary
dimension, the positive effort beliefs domain factor accounted
for the interrelationship among scale items. Contrary, item factor
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TABLE 1 | Beginning and Enda of fall semester item descriptive statistics.

Item Mean Standard deviation Median Minimum Maximum Item-total correlation

1 5.43 (5.36) 0.72 (0.83) 6 (6) 3 6 0.43 (0.42)

2 4.34 (4.23) 1.15 (1.20) 4 (4) 1 6 0.47 (0.47)

3 4.79 (4.73) 1.14 (1.17) 5 (5) 1 6 0.16 (0.17)

4 4.47 (4.26) 0.98 (1.11) 5 (4) 2 6 0.45 (0.42)

5 4.86 (4.78) 1.04 (1.05) 5 (5) 2 6 0.45 (0.42)

6 5.05 (4.95) 0.91 (0.95) 5 (5) 2 6 0.46 (0.39)

7 4.35 (4.31) 1.01 (1.02) 4 (4) 2 6 0.42 (0.49)

8 4.34 (4.18) 1.32 (1.34) 5 (4) 1 6 0.35 (0.35)

9 4.38 (4.26) 1.06 (1.07) 5 (4) 1 6 0.68 (0.48)

aValues in parentheses. Minimum and Maximum Week 13 scores were 1 and 6.

TABLE 2 | Fit statistics of CFA models.

Model χ
2 df p-value RMSEA (95% CIs) CFI SRMR

Unidimensional 499.44 27 < 0.01 0.13 (0.12–0.14) 0.88 0.05

Correlated

two-factor

316.33 26 < 0.01 0.10 (0.09–0.11) 0.92 0.04

Bifactor 111.07 18 < 0.01 0.07 (0.06–0.08) 0.98 0.03

TABLE 3 | CFA bifactor model parameters.

Item Primary Positive Inverse relationship Error variance

1a 0.45 0.47 0.58

2 0.51 0.35 0.61

3 0.14 0.44 0.79

4 0.45 0.53 0.51

5a 0.62 0.26 0.55

6 0.70 0.54 0.22

7 0.53 −0.06 0.71

8 0.50 −0.15 0.73

9 0.76 −0.32 0.33

Completely standardized solution.
aFactor loading set to 1.0 to set scale.

loadings for the inverse relationship domain factor were more
varied and suggested that, controlling for the primary dimension,
the items generally weremore weakly associated with this domain
factor, with the exception of Item 6. Error variance estimates
indicated that, in general, over half of the item variances were
unexplained, with the exception of Item 6.

Table 4 reports the model-data fit across the IRT models. As
provided, the global measures of model fit supported the bifactor
model over the UIRT and correlated two-factor models. For
example, AIC and BIC statistics were the lowest for the bifactor
model. Furthermore, a comparison of the −2LL values between
the bifactor and UIRT models was statistically significant with a
−2LLDifference (dfDifference = 9) = 251.16, p < 0.01. As with the
above CFA results, it can be concluded that the interrelationship
among the items can be explained by a primary dimension

(general beliefs about effort) and two domain-specific factors
(positive effort beliefs and inverse effort beliefs).

Table 5 reports factor loadings reporting the relationship
between the items and latent dimensions. For comparative
purposes, UIRT and bifactor model loadings are reported
to demonstrate distortions that can occur when using a
unidimensional model to characterize multidimensional data.
As shown, UIRT estimates were slightly inflated when items
reported non-negligible loadings on the bifactor secondary
dimensions (e.g., Items 1–4). On the other hand, compared
to the bifactor model, UIRT factor loadings were lower when
items report non-negligible, negative loadings on the secondary
dimension (e.g., Items 8& 9). This comparison serves to highlight
the cautions needed when interpreting model parameters
without providing consideration to competing models that
may help characterize a scale’s factor structure. Nonetheless,
given support for the scale’s multidimensional factor structure,
attention is turned to interpreting the bifactor model parameters.
Notably, conversion of IRT slope estimates to factor loadings is
approximately equal to those based on CFA (see Table 3). As
previously reported, items generally reported moderate to strong
loadings on the primary dimension. The exception was for Item
3, which was strongly related to the positive effort beliefs domain
factor. Thus, for this item, after accounting for the primary
dimension (general beliefs about effort), the item reported a non-
negligible loading on the positive effort beliefs domain factor. In
particular, for the positive effort beliefs domain factor, empirical
results show that all items reported salient loadings (> 0.30) after
accounting for variance explained by the primary dimension.
Thus, these items demonstrate a multidimensional structure and
suggest that they operationalize both primary and secondary
dimensions. A different pattern of association was found between
Items 5–9 and the inverse relationship domain factor. That
is, after accounting for the primary dimension, items reported
considerably varied loadings on the domain factor. Items 5 and 6
were the only two that reported a salient loading in the expected
direction. On the other hand, Items 7 and 8 reported negligible
loadings on the inverse relationship domain factor, whereas Item
9 had a weak negative loading. As a model-based approach to
measure internal consistency, omega hierarchical (ωH) for the
primary dimension was 0.62, whereas omegaHS values for the
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TABLE 4 | Fit statistics of IRT models.

Model −2LL df −2LLDifference dfDifference AIC BIC RMSEA

Unidimensional 25,767.49* 964 - - 25,863.49 26,106.02 0.09

Correlated two-factor 25,654.69* 963 112.8* 1 25,752.69 26,000.28 0.09

Bifactor 25,516.33* 955 251.16* 9 25,630.33 25,918.33 0.09

* p< 0.01.

TABLE 5 | Unidimensional and bifactor IRT model parameters.

Item Unidimensional Primary Positive Inverse relationship

1 0.58 0.45 0.48

2 0.63 0.55 0.37

3 0.29 0.16 0.45

4 0.60 0.48 0.54

5 0.64 0.67 0.34

6 0.68 0.69 0.48

7 0.56 0.56 −0.03

8 0.49 0.54 −0.16

9 0.68 0.79 −0.31

Standardized factor loadings reported.

positive and inverse relationship domains were 0.09 and 0.00,
respectively. Collectively, empirical findings suggest that the 9-
item measure can be conceptualized as multidimensional with
items demonstrating a complex factor structure (load on two
latent dimensions). However, empirical results more directly
point to subsequent research on the structure of students’
effort beliefs due to the dominant primary (Effort) dimension.
Consequently, for decision-making purposes, practitioners and
researchers alike are encouraged to report a primary (effort)
dimension score instead of subscale scores. Notably, these
empirical findings complement the score reporting prior research
(Blackwell et al., 2007).

Subsequently, Week 1 item parameters were used to assign
IRT EAP scores to students’ Week 13 data. Table 6 reports the
descriptive statistics for IRT EAP and observed PEB scores for
Week 1 and Week 13 data. As reported, IRT EAP scores report
students’ effort beliefs increased by 0.33 units, whereas remained
relatively stable based on observed scores. Pearson Product
Moment correlations among scores were high, with Week 1 IRT
and observed scores highly correlated (0.91), as well as those
based on end-of-semester data (0.92), respectively. For both
IRT and observed scores, Week 1 and Week 13 scores reported
high, positive correlations, with EAP scores being slightly higher
compared to observed scores.

DISCUSSION

Within this study, MIRT was presented as a viable approach
to assess the factor structure of instruments. Within the field
of educational psychology, CFA procedures are predominantly

used to gather empirical evidence on an instrument’s internal
structure. Despite the well-documented relationship between
factor analysis and IRT (McDonald, 1999), factor analysis
receives more frequent use in psychological research,
whereas IRT is more prevalent in educational measurement
contexts. Regardless of statistical modeling approach, model
selection and evaluation should be guided by substantive
theory and critical evaluation of alternative explanations of
the data.

Toward this end, we used MIRT to empirically evaluate
the factor structure of the Efforts Beliefs scale, based on
data gathered within an engineering program seeking to
identify motivational factors associated with undergraduate
student success (e.g., retention). The scale was one of several
instruments administered to assist with programmatic decision-
making. Initial item analysis indicated that respondents did
not use the lower response categories for several items,
informing our decision to collapse categories for several of
the items. Within latent variable modeling, collapsing of
response categories for item-level data may be required to
ensure stable item parameter estimation. In the absence of
established criteria regarding the number of observations needed
for each response option, ∼10–15 observations per category
may be desired. Indeed, this may depend on the number
of response categories for a particular item and offers an
area of research to offer practical suggestions to applied
researchers. Subsequent scale refinement may consider reducing
the number of response categories (e.g., 4 or 5) based on
collection of additional data across diverse student populations.
Furthermore, study data included first-year engineering students
and, thus, we encourage further research based on other
college samples.

A comparison of MIRT models supported conceptualizing
the Effort Beliefs scale in terms of a bifactor model. Within this
structure, items reported substantial loadings on the primary
(Effort) dimension with varied loadings on the secondary
positive and inverse relationship subdomains. That is, after
accounting for the primary dimension, the subdomain factors
captured additional item variance. In particular, the items
corresponding to the positive subdomain reported higher
loadings after accounting for the primary dimension, whereas
only two items reported positive loadings (> 0.35) on the inverse
relationship subdomain. The finding of substantial loadings on
the primary dimension and varied loadings on the subdomain
factors is consistent with previous factor analytic research of
psychological data using the bifactor model (e.g., Chen et al.,
2006; Immekus and Imbrie, 2008; Rodriguez et al., 2016). While
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TABLE 6 | Pearson product-moment correlations among IRT EAP and observed (Raw) scores.

Correlations

Mn SD Median Min. Max. 1 2 3 4

1. IRT EAP Time 1 0.00 0.90 −0.03 −3.14 2.36 1.00

2. IRT EAP Time 2 0.34 0.34 0.28 −0.94 1.69 0.74 1.00

3. Observed Time 1 41.74 5.95 42.00 17.00 54.00 0.91 0.77 1.00

4. Observed Time 2 40.96 5.43 41.00 17.00 54.00 0.72 0.93 0.79 1.00

N = 1,007.

Time 1 was beginning of fall semester, whereas Time 2 was end of fall semester.

All correlation coefficients significant at 0.01 level.

Mn, Mean; SD, Standard Deviation; Min, Minimum; Max, Maximum.

results supported the scale’s complex structure, loadings based
on the unidimensional model only varied slightly from those
reported for the bifactor primary dimension. It thus appears
the scale is essentially unidimensional and that a unidimensional
model may suffice with characterizing the scale’s factor structure.

In recent years, the bifactor model has gained increased
attention as a viable factor structure to investigate substantive
issues regarding the measurement characteristics of instruments.
As described above, a comparison of factor loadings on the
bifactor primary dimension to those based on a unidimensional
model provides a basis to judge the extent to which items
demonstrate a complex structure or essentially unidimensional.
Because the bifactor subdomains explain the interrelationship
among scale items after accounting for the primary dimension,
the model may assist with score reporting decisions (Chen
et al., 2006; Reise et al., 2007). Specifically, subscale score
reporting may be considered if model-data fit improves with the
inclusion of a particular subdomain combined with substantial
loadings. To-date, however, score reporting with the bifactor has
largely focused on the primary dimension with the subdomains
conceptualized as nuisance dimensions. Correspondingly, the
use of bifactor subdomain scores to measure the narrowly
defined sub-dimensions of a broader latent trait has been more
speculative in nature. Consequently, there is little empirical
evidence available to support the psychometric properties or
construct validity (e.g., relationship to external variables) of
bifactor subdomain scores. Rodriguez et al. (2016) recently
provided a set of practically relevant statistical indices (e.g.,
internal consistency, factor determinacy) to guide decisions
related to psychometric quality of bifactor scores. While such
indices will serve useful to evaluating bifactor scores in applied
research, the utility of bifactor scores is an area in need of
more research. More generally, this includes the psychometric
properties of scores based on different MIRT models. For the
Efforts Beliefs scale, internal consistency estimates based on
omega hierarchical were 0.62 for the primary dimension with
subdomain values falling below 0.10, supporting the use of a total
score. The use of a total score for decision-making purposes is
aligned with previous recommendations (Blackwell et al., 2007).

Empirical findings provide a basis for subsequent research on
the Efforts Beliefs scale. In particular, the scale was designed as a
correlated two-factor model to yield a total score. In this study,

based on first-year undergraduate engineering student data, the
scale demonstrated a multidimensional structure with items
predominantly related to a primary (general perceptions of effort)
dimension with varied loadings on the secondary subdomains.
After accounting for the primary dimension, all items specified to
the secondary positive dimension reported substantial loadings,
whereas only two items reported similar loadings on the inverse
relationship subdomain factor. These results provide a basis
for subsequent scale revision and development. For example,
the positive items reported similar loadings across the primary
and subdomain dimensions and, thus, continued research could
be directed toward the ways in which positive beliefs may be
differentiated from students’ more general effort beliefs toward
academic success. Conversely, three (out of five) of the inverse
relationship items reported negative loadings to this subdomain.
Specifically, Item 7 (“If you’re not doing well at something, it’s
better to try something easier”) reported a near zero loading,
whereas Item 8 (“To tell the truth, when I work hard at my
schoolwork, it makes me feel like I’m not very smart”) reported
a weak, negative loading. Both items reported a moderate,
positive loading on the primary dimension and, thus, appear to
operationalize the broad effort trait. Item 9 (“If an assignment
is hard, it means I’ll probably learn a lot doing it”) reported
the strongest negative relationship with the inverse relationship
subdomain, but the strongest, positive loading on the primary
dimension. Collectively, these items do not appear to measure a
distinct dimension of effort beliefs and, thus, could be candidate
items for subsequent modification. A fruitful area of research
is bringing together the areas of psychometrics and cognitive
psychology to understand students’ response processes when
answering such items. This could be pursued within the context
of a pilot study that seeks to gather both quantitative (e.g., item
statistics) and qualitative (e.g., cognitive interviewing) data to
understand how students approach and respond to psychological
measures, such as what is recommended for cognitive pre-
testing with instruments (Karabenick et al., 2007). There is much
potential in the bridging together psychometric and cognitive
psychology research.

A practical advantage of IRT is the ability to use previously
estimated item parameters to assign ability (trait) scores to
a subsequent sample. In this study, MIRT model parameters
based on the instrument’s initial administration at the beginning
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of the academic year were used to score the effort scale at
the end of the first academic semester. Notably, research on
longitudinal IRT models is an area of concentrated research and,
thus, the method used in this study is a general approach to
assessing latent mean score differences over time. Correlations
between IRT and observed scores were very high (> 0.90) with
beginning- to end-of-semester scores falling at the high range
for both score types. Notably, IRT-based EAP scores suggested
less variability of student effort beliefs at the end of the semester
compared to the onset, with a slight increase in effort beliefs
scores at the end of the semester. Contrary, observed scores
remained relatively unchanged across the academic semester
with slightly less variability. Notably, the EAP was the score of
focus here, and other IRT-based approaches (e.g., MAP, ML) to
scoring are available and implemented in statistical programs
(e.g., flexMIRT).

Notwithstanding its flexibility to model multidimensional
data, MIRT continues to evolve and is an area of active
research (Reckase, 2009; Reise and Revicki, 2013). This includes,
for example, the extent multidimensionality may impact
unidimensional IRT model parameters and the utility of MIRT
to produce substantively meaningful and psychometrically sound
total and subscale scores. Efforts also continue to pursue the
development and evaluation of statistical indices to evaluate
the GOF of IRT models like those available for SEM (Maydeu-
Olivares, 2013). Notably, in this study, the MPLUS and FlexMirt
software packages were used and, as reported, provided similar
and unique measures of model-data fit. For example, both
software packages report the RMSEA as a measure of model-data
fit, whereas FlexMirt report the AIC and BIC, whereas MPLUS
does not provide these indices for categorical data (i.e., requires
maximum likelihood estimation). Another consideration with
MIRT models is the lack of readily available graphs that
permit the inspection of item functioning across multiple latent
dimensions. Whereas ICCs for unidimensional IRT models
facilitate inspecting item function visually, inspection of MIRT
models is typically reserved to inspecting key model parameters
(i.e., discrimination). Within the present study, full-information

MIRT was used for the assessment of factor structure and,
thus, the extent to which other parametric and non-parametric
IRT models may serve useful is an area of research as
well. As reported, students’ responses at Weeks 1 and 13
were negatively skewed and, thus, non-normal, which is not
an uncommon finding with many scores on perception and
motivation instruments. A consideration here and highlighted
in the assessment of health outcomes literature (see Reise and
Revicki, 2013) is the utility of IRT tomodel such data that confirm
to diverse distributions found in the larger population. As such,
there are many exciting directions with research in IRT and
how they can be used to address key considerations in applied
measurement settings.

Ongoing developments in IRT have opened the avenue
for applied researchers to consider the applicability of MIRT
models to examine the psychometric properties of instruments
commonly used within the field of educational psychology.
Use of traditional unidimensional IRT models have largely
been restricted due to instruments designed with an intentional
multidimensional structure. This is perhaps been exasperated by
the lack of available computer software to conduct IRT analysis.
However, combined with advancements in IRT and more
readily accessible computer software provide an encouraging
opportunity for MIRT to be considered by researchers to be
a viable approach to examining the psychometric properties
of their instruments. As demonstrated in the present study,
MIRT provides comparable results to CFA and is similarly
flexible for testing a range of competing models to more
fully gauge an instrument’s factor structure. By offering
literature on the application of MIRT it is hoped that
it will stimulate its increased use within the educational
psychology literature.
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