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The algebra of essential relations on a finite set

By Serge Bouc at Amiens and Jacques Thévenaz at Lausanne

Abstract. Let X be a finite set and let k¥ be a commutative ring. We consider the
k-algebra of the monoid of all relations on X, modulo the ideal generated by the relations
factorizing through a set of cardinality strictly smaller than Card(X), called inessential rela-
tions. This quotient is called the essential algebra associated to X. We then define a suitable
nilpotent ideal of the essential algebra and describe completely the structure of the correspond-
ing quotient, a product of matrix algebras over suitable group algebras. In particular, we obtain
a description of all the simple modules for the essential algebra.

1. Introduction

Let X and Y be finite sets. A correspondence between X and Y is a subset R of X x Y.
Incase X = Y, we say that R is a relation on X . Correspondences can be composed as follows.
IfRC X xYand S CY x Z, then RS is the correspondence between X and Z defined by

RS = {(x,z) € X x Z | there exists y € Y such that (x,y) € Rand (y,z) € S}.

In particular the set of all relations on X is a monoid. Given a commutative ring k and a finite
set X, let R be the k-algebra of the monoid of all relations on X (having this monoid as
a k-basis).

Throughout this paper, X will denote a finite set of cardinality n. We say that a rela-
tion R on X is inessential if there exists a set Y with Card(Y) < Card(X) and two relations
SCXxYandT CY x X such that R = ST. Otherwise, R is called essential. The set of
all inessential relations on X spans a two-sided ideal / of R. We define & = R /1. It is clear
that € is a k-algebra having as a k-basis the set of all essential relations on X . The purpose of
this paper is to explore the concept of essential relation and to study the structure of &.

We shall define a nilpotent ideal N of & and describe completely the quotient 2 = &/N.
More precisely, & is isomorphic to a product of matrix algebras over suitable group algebras,
the product being indexed by the set of all (partial) order relations on X, up to permutation.
Consequently, we find all the simple &-modules.

The motivation for this work comes from various sources. First, it is clear that the no-
tion of relation on a set is of fundamental importance in mathematics. Moreover, the fact that
relations can be composed leads naturally to the monoid of all relations on a finite set. This
monoid has been studied by several authors: see for instance [13—-15], and more recently [8]
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(which contains many references), [5,7, 12]. But the algebra (R still needs to be better under-
stood. The dimension of R grows extremely fast (as a function of the cardinality of the set X),
so R seems quite difficult to handle.

The idea of passing to the quotient by all elements obtained from something smaller
is quite elementary and is a first way for decreasing the size of the algebra and simplifying its
structure (although the quotient & still has a very large dimension). Analogous ideas are widely
used, in particular in the representation theory of finite groups. In the theory of G-algebras,
the notion of Brauer quotient is of this kind (see [17]). In the more recent development of the
theory of biset functors for finite groups (see [3]), the same idea plays a key role in [4]. The use
of a similar idea for sets instead of groups yields the notion of essential relation, which does
not seem to have been studied. It is one of the purposes of this paper to fill this gap.

The essential algebra & is a very natural quotient of R. It is therefore remarkable that
a lot can be said about the structure of &, despite its very large dimension, and that all simple
&-modules can be described. We view this as an interesting phenomenon which motivates
further investigation.

Finally, another motivation for studying &R and & comes from the representation theory of
the category € of all finite sets, where morphisms in € are all correspondences between finite
sets. It is known that the simple functors € — k-Mod are parametrized by all pairs consist-
ing of a finite set and a simple module for the corresponding algebra &. Thus the knowledge
of all simple &-modules gives fundamental information on such simple functors. A deeper
investigation of this representation theory will appear in a future paper.

2. Essential relations

Given a correspondence R € X x Y between a set X and a set Y, then for every a € X
and b € Y we write

aR={yeY|(a,y)eR} and Rp ={x€ X |(x,b) € R}.

We call 4R a column of R and Ry a row of R.
We first characterize inessential relations. Any subset of X x Y of the form U x V will
be called a block (where U C X and V C Y).

Lemma 2.1. Let X, Y, Z be finite sets.

(a) Let R € X x Z be a correspondence between X and Z. Then R factorizes through Y if
and only if R can be decomposed as a union of blocks indexed by the set Y .

(b) Let R be a relation on X, where X has cardinality n. Then R is inessential if and only
if R can be decomposed as a union of at most n — 1 blocks.

Proof. (a) If R factorizes through Y, then R = ST, where S C X xY andT C Y x Z.
Then we can write

R= [ Sy x,T.
yeY

as required.
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Suppose conversely that R = Uy cy Uy xV),, where each U), is a subset of X and each V),
is a subset of Z. Then we define

S={JUx{y}cxxY and T=|J{y}xVcYxZ
yeY yeY

Then § is a correspondence between X and Y, and Uy, = S§,,, the y-throw of S. Similarly, T is
a correspondence between Y and Z, and V), =, T, the y-th column of T'.

We now claim that R = ST. If (x,z) € R, then there exists an element y € Y such
that (x,z) € U, x V). It follows that (x,y) € S and (y,z) € T, hence (x,z) € ST, proving
that R € ST. If now (x,z) € ST, then there exists an element y € Y such that (x,y) € S
and (y,z) € T. It follows that x € S, = Uy andz € ,T = Vy, hence (x,z) € Uy, x V}, C R,
proving that ST € R. We have shown that R = ST, proving the claim.

(b) This follows immediately from (a). O

Corollary 2.2. Let R be a relation on X. If two rows of R are equal, then R is inessen-
tial. If two columns of R are equal, then R is inessential.

Proof. Suppose that ;R = R = V. Then

R=({a.byxV)U ( U {c}xcR),
ceX
c#a,c#b
a union of n — 1 blocks, where n = Card(X). The proof for rows is similar. m]

Corollary 2.3. Let R be a relation on X. If a row of R is empty, then R is inessential.
If a column of R is empty, then R is inessential.

Proof. Assume that ;R = @. Then

R=|J{c} xR,
ceX
c#a
a union of n — 1 blocks, where n = Card(X). The proof for rows is similar. |

Corollary 2.4. Let R be a relation on X. If R is an equivalence relation different from
the equality relation (i.e. R # A where A is the diagonal of X x X ), then R is inessential.

Proof. Suppose that a and b are equivalent and a # b. Then the rows R, and R are
equal and Corollary 2.2 applies. |

We need a few basic facts about reflexive relations. Recall that a relation S on X is
reflexive if S contains A = {(x,x) | x € X}. Moreover, a preorder is a relation which is
reflexive and transitive, while an order is a preorder which is moreover antisymmetric.
(Note that, throughout this paper, the word “order” stands for “partial order”.) Associated to
a preorder R, there is an equivalence relation ~ g defined by x ~g y if and only if (x, y) € R
and (y, x) € R. Then ~p is the equality relation if and only if R is an order.
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228 Bouc and Thévenaz, The algebra of essential relations on a finite set

We will often use the containment of relations on X (as subsets of X x X). Note that
if RC S,then RT € ST and TR C T'S for any relation 7" on X. If § is a reflexive relation,
then § € §2 C §3 C --- and there exists an m € N such that §” = $™+1 hence S = SV
for all N > m. The relation S := S™ is called the transitive closure of S. It is reflexive and
transitive, that is, a preorder. Note that any preorder is an idempotent relation.

Proposition 2.5. Let R be a preorder on a finite set X of cardinality n.
(a) If R is not an order; then R is inessential.

(b) If R is an order and if Q is a reflexive relation contained in R, then Q is essential.
In particular, if R is an order, then R is essential.

(¢) If R is a total order, then R is maximal among essential relations.

Proof. (a) If R is not an order, then the associated equivalence relation ~g is not the
equality relation. Let a and b be equivalent under ~g with a # b. Then, by transitivity of R,
the rows R, and Ry are equal. By Corollary 2.2, R is inessential.

(b) Suppose now that R is an order and that Q is reflexive with O € R. We claim that,
if a # b, then (a,a) and (b, b) cannot belong to a block contained in Q. This is because,
if (a,a),(b,b) e U xV C Q, then we have (a,b) € U x V (because a € U and b € V)
and (b,a) € U x V (because b € U and a € V), and therefore (a,b) € Q and (b,a) € Q,
hence (a,b) € R and (b,a) € R, contrary to antisymmetry. It follows that, in any expression
of QO as a union of blocks, the diagonal elements (a, a) all lie in different blocks, so that the
number of blocks is at least 7. This shows that Q is essential.

(c) Without loss of generality, we can assume that the total order R is the usual total
order on the set X = {1,2,...,n},1ie. (x,y) € R <= x < y. Let S be a relation strictly
containing R. Then S—R # @ and we choose (j,i) € S—R with i maximal, and then j maxi-
mal among all x with (x,i) € S—R. In other words, (j,i) € S, but j > i because (j,i) ¢ R,
and moreover

(x,y)€S—R =— y<i and (x,i)eS—R = x <.

If i = j — 1, then the rows S; and §; are equal, so § is inessential by Corollary 2.2.
Assume now that j — 1 > i. Then we claim that

S = (Si x4 /D U(Sjmr x (=1, jH U ( U Sex {k}).
k#i,j—1,j

To show that the first block is contained in S, let x € S;. Then x < j if (x,i) € S—R,
and also x < j if (x,i) € R,i.e. x <i.Hence x < j in both cases, and thus (x, j) € R C S.
This shows that S; x {j} C S.

To show that the second block is contained in S, let x € S;_1. Then (x, j—1) cannot
belong to S— R, by maximality of i (because j—1 > i). Thus (x, j—1) € R, thatis, x < j—1.
Then x < j, hence (x, j) € S. This shows that §; 1 x {j} € S.

Next we show that S is contained in the union of the blocks above. This is clear for
any (x, y) € S such that y # j. Now take (x, j) € S. By maximality of i and since j > i,
we have (x,j) € R, that is, x < j. If x = j, then (J,j) € S; x {i, j} because (j,i) € S,
thatis, j € S;. If x < j, then x < j—1, hence (x, j—1) € §, thatis, x € §;_1, and therefore
we have (x, j) € Sj—1 x{j—1,/j}.
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Bouc and Thévenaz, The algebra of essential relations on a finite set 229

This proves the claim about the block decomposition. It follows that S is a union of n — 1
blocks, so S is inessential. O

Example 2.6. Let n = Card(X). Let A be the diagonal of the product X x X and let
R = (X x X) — A.Itis not difficult to see that R is essential if 2 < n < 4. However, forn > 5,
we prove that R is inessential. Without loss of generality, we can choose X = {1,...,n}.
If U € X, we write U€ for the complement of U in X. Then it is easy to prove that

n—3
R = (U{i,i+3}cx{i,i+3}) U({n—=2,n—1,n)¢x{n=2,n—1,n})U({1,2,3}° x{1,2,3}).

i=1

This is a union of 7 — 1 blocks, so R is inessential.

3. Permutations

As before, X denotes a finite set. We let X be the symmetric group on X, that is, the
group of all permutations of X. For any o € X, we define

Ay ={(0(x),x) e X x X | x € X}.

This is actually the graph of the map o', but the choice is made so that Ay, A; = Ay, for
all o, T € X. With a slight abuse, we shall often call A, a permutation. We also write A = Ajgq.

The group X has a left action on the set of all relations, o acting via left multiplication
by Ay. Similarly, ¥ also acts on the right on the set of relations. It is useful to note how
multiplication by A, behaves. Given any relation R on X,

(x,y) € R <= (0(x),y) € AdR < (x,0"1(y)) € RA,.

Lemma 3.1. Let R be a relation on X and let Ay be a permutation.
(a) R is essential if and only if Ag R is essential.
(b) Ay is essential.

(c) The left action of X on the set of all essential relations is free.

Proof. (a) If R factorizes through a set of cardinality smaller than Card(X), then so
does Ay R. The converse follows similarly using multiplication by A, —1.

(b) This follows from (a) by taking R = A (which is essential by Proposition 2.5 because
it is an order).

(¢) Suppose that Ay R = R for some ¢ # id. Then

(x,y) e R < (0(x),y) € R,

hence we have xR = ;(x)R. Since 0 # id, two columns of R are equal and so R is inessential
by Corollary 2.2. Thus if R is essential, Ay R # R for all 0 # id. i

Our next result will be essential in our analysis of essential relations.
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Theorem 3.2. Any essential relation contains a permutation.

We shall provide two different proofs. The first is direct, while the second uses a theorem
of Philip Hall. In fact, a relation containing a permutation is called a Hall relation in a paper
of Schwarz [15], because of Hall’s theorem, so Theorem 3.2 asserts that any essential relation
is a Hall relation.

First proof. Let R be a relation on X and let n = Card(X). We have to prove that,
if R is essential, then there exists a 0 € X such that R contains A,—1, thatis, RA; contains A
(or in other words RA is reflexive). Let Dy = RA4 N A and suppose that Card(Dy) < n for
all 0 € 3. Then we have to prove that R is inessential.

We choose t € X such that Card(Dy) < Card(D;) forallo € ¥. Welet S = RA; and
we aim to prove that S is inessential (hence R too by Lemma 3.1). Note that D, € S by
construction. Define

A={ae X|(a,a) € D;}, inotherwords D; = {(a,a)|a € A}.
In particular Card(A) = Card(D;) < n. By maximality of D, we have the following property:

(%) Card(SAs N A) < Card(A) forallo € X.
Given x, y € X, define a path from x to y to be a sequence xg, X1, ..., X, of elements
of X such that xo = x, x, = y, and (xj, xj+1) € S foralli =0,...,r — 1. We write x ~ y

to indicate that there is a path from x to y, and also x — y whenever (x, y) € S (path of
length 1). Define A€ to be the complement of A in X (so A is nonempty by assumption).
Define also

A1 = {a € A| there exists z € AC and a path z ~> a},
Ay = {a € A| there exists z € A and a path a ~ z}.

We claim that there is no path from an element of A; to an element of A,. Suppose by
contradiction that there is a path a; ~ a, with a; € A;. Then there exist elements z; € A and
paths zy ~> a; ~ ap ~> z, in particular z; ~> a ~> zp with a € A. In the path z; ~ a, let w;
be the element of A€ closest to a, so that the path wq ~> a does not contain any element of A€
except wi. Similarly, let w, be the element of A€ closest to @ in the path a ~> z, , so that the
path a ~> w, does not contain any element of A€ except w,. We obtain a path wy ~> a ~ w
having all its elements in A except the two extremities w; and w,. By suppressing cycles
within 4, we can assume that all elements of A in this path are distinct. We end up with a path

W1 —> X1 —> - —> Xp —> W2

where x1,...,x, € A are all distinct.

Let o € X be the cycle defined as follows: o (wy) = x1,0(x;) = xj41 forl <i <r—1,
0(xy) = wp, and finally o(wy) = wy in case wy # wy. In case wy = wy, then o(wy) is
already defined to be o(w;) = o(wy) = x1. We emphasize that o(y) = y for all the other
elements y € X. Then we obtain

(wi,x1) € S hence (wi,wp) € SAg,

(xi,xi+1) € S hence (x;j,x;) € SAq,

(xr,w2) € S hence (x,xr) € SAg,
(y,v) €S hence (y,y) e SA; forally € A —{x1,...,x,}.
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Thus we obtain (a,a) € SAs foralla € A, but also (w1, wy) € SAg. Therefore
Card(SAs N'A) > Card(A),

contrary to property (). This proves the claim that there is no path from A; to A5.

In particular, A; N A, = @ because if a € A1 N A,, we would have a path of length 0
from A; to A, (since (a,a) € §). Let A3 be the complement of Ay U A, in A. Thus X is the
disjoint union of the four subsets A€, A1, A, and As3.

We now claim the following:

(a) There is no relation between A€ and A€, thatis, S N (A¢ x A€) = 0.

(b) There is no relation between A€ and A, U Az, that is, we have S N (A€ x A,) = @ and
SN (A¢ x A3) = 0.

(¢) There is no relation between A1 and A€, thatis, S N (47 x A°) = @.

(d) There is no relation between A and A,, thatis, S N (A1 X Az) = @.

(e) There is no relation between A1 and A3, thatis, S N (4] x A3) = 0.

To prove (a), suppose that (w, z) € S where w, z € A€. Choose p € X such that p(a) = a
foralla € A and p(w) = z. Then (a,a) € SA, foralla € Abutalso (w,w) € SA,, contrary
to property ().

To prove (b), we note that the definition of A; implies that, if (z,a) € S with z € A€
anda € A,thena € Ay. Thusa ¢ A, U A3.

To prove (c), suppose that (a,z) € S witha € A and z € A°. Then a € A, by the defi-
nition of A, and in particular a ¢ A;.

Property (d) follows immediately from the previous claim that there is no path from A4,
to A,.

To prove (e), suppose that (a1,a3) € S witha, € Ay and az € As. Then by the definition
of Ay, thereisapathz ~> a; — a3 where z € A€, but this means that a3 € A1, a contradiction.

It follows that the relation S has the property that there is no relation between A€ U A4,
and A¢U A, U A3. Therefore S is the union of the columns indexed by (A€ U A1)¢ = Ap U A3
and the lines indexed by (A€ U A, U A3)¢ = Ay, that is,

S = (begu,h ,,S)u(ag1 Sa).

Since Card(A, U A3) + Card(A;) = Card(A), we obtain a union of Card(A4) blocks. But we
have Card(A) < n by assumption, so S is inessential, as was to be shown. o

Second proof. Let R be an essential relation on X . For any subset A of X, define
R4 = {x € X | there exists a € A such that (x,a) € R} = U R,.
acA

Then R decomposes as a union of blocks

= (U x ) u(

y¢EA

U () x.8))

XERY4
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Since R is essential, Card(X — A) + Card(R4) cannot be strictly smaller than Card(X). There-
fore Card(R4) > Card(A) for all subsets A of X, that is,

Card(U Ra) > Card(A).

acA

This is precisely the assumption in a theorem of Philip Hall (see [9, Theorem 5.1.1], or [10]
for the original version which is slightly different). The conclusion is that there exist ele-
ments x, € Ry, where y runs over X, which are all distinct. In other words o : y > xy is
a permutation and

(0(y),y) =(xy,y) € R forally € X.

This means that R contains Ay, as required. O

Corollary 3.3. Let R be an essential relation on X. Then there exists an m € N such
that R™ is a preorder.

Proof. By Theorem 3.2, R contains A, for some o € X. If o has order k in the group X,
then R¥ contains Ay = A, so Rk is reflexive. Then the transitive closure of R¥ is some
power R¥?_ This is reflexive and transitive, that is, a preorder. |

We know that any order is an essential relation (Proposition 2.5), hence contains a per-
mutation (Theorem 3.2). But in fact, we have a more precise result.

Lemma 3.4. If R is an order on X, then R contains a unique permutation, namely A.

Proof. Suppose that R is reflexive and transitive and contains a nontrivial permuta-
tion Ay. Then o contains a nontrivial k-cycle, say on x1, ..., X, for some k > 2. It follows
that (x;4+1,x;) € Rfor 1 <i <r —1, hence (xg,x1) € R by transitivity of R. Now we also
have (x1, xg) € Rbecause o(x;) = x1. Thus the relation R is not antisymmetric, hence cannot
be an order. |

In the same vein, we have the following more general result.

Lemma 3.5. Let R be an order and let S, S’ be two relations on X. The following two
conditions are equivalent:

(a) ACS'S CR
(b) There exists a permutation Ay such that A € Ay—1S € Rand A € S’As € R.

Moreover, in condition (b), the permutation o is unique.

Proof. If (b) holds, then
A=A?C(§'Ay)(Ay-18)=S8'S C R> =R,

so (a) holds.
If (a) holds, then S’S is essential, by Proposition 2.5. It follows that S is essential, and
therefore S contains a permutation A, by Theorem 3.2. Then we obtain

ACAy;1S and S'A; € S'S CR.
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Similarly, S’ is essential, hence contains a permutation A, and we obtain

ACS'A,-1 and A;SCS'SCR.

Now R contains A; Ay = Ay and Lemma 3.4 implies that o = id, that is, we have t = o~ 1.

Then (b) follows.
If moreover S contains a permutation A, (thatis, A € A o1 S), then

Ao-—lp =A;—1A, C S'S C R,

and so 0! p = id by Lemma 3.4, proving the uniqueness of o. m|

4. The essential algebra

Let X be a finite set and let k be a commutative ring. We shall be mainly interested in
the cases where k is either the ring Z of integers or a field, but it is convenient to work with an
arbitrary commutative ring.

Let R be the k-algebra of the monoid of all relations on X . This monoid is a k-basis of R
and the product in the monoid defines the algebra structure. The set of all inessential relations
on X spans a two-sided ideal I of R. We define & = R /[ and call it the essential algebra. It is
clear that & is a k-algebra having as a k-basis the set of all essential relations on X . Moreover,
if R and S are essential relations but RS is inessential, then RS = 0in &.

Both R and & have an anti-automorphism, defined on the basis elements by R — R°P,
where (x, y) € R°P if and only if (y, x) € R. It is easy to see that (RS)°P = S°PRP.

As before, we let X be the symmetric group of all permutations of X. We first describe
an obvious quotient of &.

Lemma 4.1. Let H be the k-submodule of the essential algebra & spanned by the set of
all essential relations which strictly contain a permutation. Then H is a two-sided ideal of &
and & /H = k3, the group algebra of the symmetric group 3.

Proof. Let us write C for the strict containment relation. Let R be an essential relation
such that Ay C R and let S be any essential relation. Then S contains a permutation A, by
Theorem 3.2. We obtain Ay = AgA; C RA; C RS, showing that RS € H. Similarly we
find that SR € H and therefore H is a two-sided ideal of &.

The quotient &/H has a k-basis consisting of all the permutations Ay, for o € X.
Moreover, they multiply in the same way as permutations, so & /H is isomorphic to the group
algebra of the symmetric group X. |

If k is a field, it follows, not surprisingly, that every irreducible representation of the
symmetric group X gives rise to a simple &-module. In short, the representation theory of the
symmetric group X is part of the representation theory of &.

We now want to describe another &-module, which is simple when k is a field. We fix
a total order 7 on X (e.g. the usual total order on X = {l1,...,n}). Then any other total
order on X is obtained by permuting the elements of X . Since permuting via o corresponds to
conjugation by Ay, we see that {7 := AsTA,-1 | 0 € X} is the set of all total orders on X.
All of them are maximal essential relations on X, by Proposition 2.5.

Brought to you by | Universitaetsbibliothek Basel
Authenticated
Download Date | 4/29/19 4:43 PM



234 Bouc and Thévenaz, The algebra of essential relations on a finite set

Lemma 4.2. Let T be a total order on X.
(@) Ifp € X, then TA,T = 0in € if p # id and otherwise TAT = T? =T.
(b) The set {Ty := AsTAy—1 | 0 € X} is a set of pairwise orthogonal idempotents of &.

Proof.  (a) Observe that T'T), contains both 7" and 7}, (because both 7" and T}, contain A).
Since T # T, if p # id, the product T'T, contains strictly 7" and is therefore inessential by
Proposition 2.5. Thus TA,T is also inessential, that is, TA,T = 0. On the other hand T2 = T
because any preorder is idempotent.

(b) It follows from (a) that

0 if o # 1,

ToTe = AgTAy—1,TA,—1 =
oir T Rt Reriet Bt {AGTAU—lzTG ifo =1,

as was to be shown. O

Proposition 4.3. Fix a total order T on X. Let L be the k-submodule of the essential
algebra & spanned by the set {AsT | 0 € Z}. Then L is a left ideal of & and is free of rank n!
as a k-module, where n = Card(X). Ifk is a field, then L is a simple & -module of dimension n.

Proof. Write S = AyT for all 0 € X. Let R be an essential relation on X. Then we
have Ay C R for some v € ¥ by Theorem 3.2. Therefore A € A_—1 R and this implies that

So' == ASU g A.L—flRSU

and
T = Ac—lsg - AU—IA.E—IRSO’.

If this containment is strict, then A —1 A -1 RSy is inessential (by Proposition 2.5) and so RS,
is inessential too (by Lemma 3.1). Otherwise

Se = A,~1RS,.

hence
RSo’ == A-[SO’ == Aro‘T == STU'

Therefore, in the algebra &, either RSy = 0 or RSy = S;s. This proves that L is a left ideal
of &. Clearly L has rank n! with basis {S; | 0 € X}. The action of & on L induces a k-algebra
map

¢ & — My (k)

and L can be viewed as an M, (k)-module (consisting of column vectors with entries in k).
By Lemma 4.2, the action of A;TA ;-1 on basis elements is given by

0 ifp+#o,

(A:TAp1) - Sq = (ATA, 1) - AgT = {Sr oo

This means that ¢(A;T'A ,-1) is the elementary matrix with a single nonzero entry 1 in posi-
tion (z, p). Therefore the map ¢ is surjective. This implies that, if k is a field, the module L is
simple as an &-module, because the space of column vectors is a simple My (k)-module. o

Brought to you by | Universitaetsbibliothek Basel
Authenticated
Download Date | 4/29/19 4:43 PM
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5. A nilpotent ideal

The purpose of this section is to construct a suitable nilpotent ideal N of the essential
algebra &. We shall later pass to the quotient by N and describe the quotient &/ N . In order to
find nilpotent ideals, the following well-known result is often useful.

Lemma 5.1. Let k be a commutative ring and let B be a k-algebra which is finitely
generated as a k-module. Let I be a two-sided ideal of 8 which is k-linearly spanned by a set
of nilpotent elements of B.

(a) Ifk is a field, then I is a nilpotent ideal of 8.
(b) Ifk = Z and if B is a finitely generated free Z.-module, then I is a nilpotent ideal of B.

(¢) Suppose that B is defined over Z, that is, B = k ®z By for some ZL-algebra Bz, which
is finitely generated free as a Z-module. Suppose that I is defined over Z, that is,
1 =~ k ®z, Iz, where Iz is a two-sided ideal of By, which is Z-linearly spanned by a set
of nilpotent elements of By. Then I is a nilpotent ideal of B.

Proof. (a) The assumption still holds after extending scalars to an algebraic closure of k.
Therefore we can assume that k is algebraically closed. Let J(8) be the Jacobson radical of 3.
Then J(B) = (\;—=; M;, where M; is a maximal two-sided ideal of B. Moreover, by Wedder-
burn’s theorem, B/M; is isomorphic to a matrix algebra My, (k), because k is algebraically
closed. We will show that I € M; foralli = 1,...,r. It then follows that I C J(8B), so [ is
nilpotent (because it is well known that the Jacobson radical of a finite-dimensional k-algebra
is nilpotent).

Let I be the image of I in 8/M;. Then I is spanned by nilpotent elements of M, (k).
But any nilpotent matrix has trace zero (because its characteristic polynomial is X" and the
coefficient of X"~ is the trace, up to sign). It follows that I is contained in Ker(tr), which is
a proper subspace of My, (k). Now 1 is a two-sided proper ideal of the simple algebra My, (k),
hence 7 = {0}, proving that I C M;.

(b) Let F be a basis of 8 as a Z-module. Extending scalars to QQ, we see that F is
a Q-basis of the Q-algebra Q ®7 B and B embeds in Q ®7 B. By part (a), the ideal Q ®7 [
is nilpotent in Q ® 7 B. Since / embeds in Q ®z I, it follows that / is nilpotent.

(¢) By part (b), Iz is a nilpotent ideal of B7. Extending scalars to k, we see that [ is
a nilpotent ideal of B. o

Recall that ¥ denotes the symmetric group on X and that, if R is a reflexive relation,
then R denotes the transitive closure of R.
Lemma S5.2. IfS = A1 RA; where t € X and R is a reflexive relation, then

S = A, RA,.

Proof. We have R = R™ for some m and we obtain
S™ = (A,-1RA)™ = A1 R™A; = A1 RA,.

Therefore S™ is a preorder, because it is conjugate to a preorder, andso S = S = A1 RA,
as claimed. |
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Theorem 5.3. Let ¥ be the set of all reflexive essential relations on X. Let N be the
k-submodule of the essential algebra & generated by all elements of the form (S — S) Ay with
S € ¥ ando € X (where S denotes the transitive closure of S).

(a) N is a nilpotent two-sided ideal of &. In particular, N is contained in the Jacobson
radical J(8).

(b) The quotient algebra P = & /N has a k-basis consisting of all elements of the form SAq,
where S runs over the set of all orders on X and o runs over the symmetric group X.

Proof. (a)Let &1 be the subalgebra of & which is k-linearly generated by the set ¥ of all
reflexive essential relations. It is clearly a subalgebra since the product of two reflexive relations
is reflexive. Let N be the k-submodule of &; generated by all elements of the form S — S
with S € ¥. We claim that N; is a two-sided ideal of &;. L

If T € %, then TS =TS (because 7S contains both 7 and S, hence TS, and T
contains both 7 and S, hence 7'S). Therefore

l

T(S —38) = (TS —~TS)— (TS —TS) = (TS —TS) — (TS — TS).

Note that if 7'S is inessential (hence zero in &;), then its transitive closure 7S cannot be an
order by Proposition 2.5 and is therefore also zero in &1 (again by Proposition 2.5). Thus, in
the expression above, we obtain either generators of N or zero. The same argument works for
right multiplication by 7" (or use the anti-automorphism of &) and this proves the claim.

The ideal N is invariant under conjugation by % because, for every o € X,

Ag—1(S —S)Ag = Ag—1SAg — Ay-1SAy = Ay-1SAy — Ay—1SA,

by Lemma 5.2. Therefore the generators of N can also be written Ay (S’ — S7) with S’ €
and 0 € X (namely S" = A;—1SAg). It follows that N = NjAy = Ax Ny, where we write
for simplicity Ay = {As | 0 € Z}.

If R is an essential relation on X, then R contains a permutation A, (for some o € %)
by Theorem 3.2, so R = QA, with Q € ¥, and also R = Az Q' where Q' = A -1 QA,.
Since Nj is an ideal of &1, it follows that N is invariant by right and left multiplication by R.
Thus N is a two-sided ideal of &.

The generators of N are nilpotent, because if S = S™, then

(S _§)m = (S — S™ym = Z (’7) (_l)jSm—jsmj

j=0

- (Z (’;7)(—1)1)5'" = (1—1)"s™ =0.

J=0

Thus N; is a nilpotent ideal of &, by Lemma 5.1 (because clearly &; and N; are defined
over Z). Since N1 is invariant under conjugation by X, we obtain N" = (N1Ax)" = N['Ax
for every n € N. Since N{" = 0 for some m, the ideal N is nilpotent.

(b) In the quotient algebra & /N, any reflexive relation Q is identified with its transitive
closure Q. Moreover, by Theorem 3.2, any essential relation R on X can be written R = QA,
with Q reflexive, and QA is identified with Q A, in the quotient algebra & /N . Note that O
is a preorder and that Q is zero in & if it is not an order, by Proposition 2.5.
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On each basis element R of &, the effect of passing to the quotient by N consists of just
two possibilities.

« If R can be written R = Q A, with Q reflexive and Q is not an order, then R is identified
with O Ay, so R is zero in & /N because Q is zero.

« If R can be written R = QA,, with Q reflexive and Q is an order, then R is identified
with an element of the form SA,; where S is an order (namely S = @).

In the second case, Ay is the unique permutation contained in R (or in other words the
expression R = QA is the unique decomposition of R as a product of a reflexive relation
and a permutation). This is because if Ay;» € R, we obtain

AO‘/U_I = AO’/AO’_I g RAG—I - Q g av

so that 0’0 ~! = id since Q is an order (Lemma 3.4). Thus 6’ = o. This uniqueness property
shows, on the one hand, that both possibilities cannot occur simultaneously and, on the other
hand, that in the second case the order S = Q is uniquely determined by R.

It follows that the nonzero images in &/N of the basis elements of & form a k-basis
of &/N consisting of (the images of) the elements SA,, where S isanorderando € . O

The quotient algebra > = &/N will be called the algebra of permuted orders on X,
because every basis element SA is obtained from the order S by applying a permutation o
to the rows of S. Moreover, A is the unique permutation contained in SA, because A is the
unique permutation contained in S by Lemma 3.4. This defines a X-grading on #:

P =B P.

where £ is spanned by the set of all permuted orders containing Ay . Clearly Py - Py = Por,
so we have indeed a X-grading. We also write &, := $iq and call it the algebra of orders on X .
Moreover,

g)a:Aog)I =c7)1Aa,

so that the product in & is completely determined by the product in the subalgebra &, the
product in the symmetric group X, and the action of X on 4. Hence we first need to understand
the subalgebra ;.

6. The algebra of orders

Let &, be the algebra of orders on X defined above. It has a k-basis O consisting of all
orders on X. The product of basis elements R, S € @ will be written R - S and is described
as follows.

Lemma 6.1. Let - be the product in the k-algebra 5.

(@) Let R, S € O. Then the product R - S is equal to the transitive closure of R U S if this
closure is an order, and zero otherwise.

(b) The product - is commutative.

Brought to you by | Universitaetsbibliothek Basel
Authenticated
Download Date | 4/29/19 4:43 PM
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Proof. (a) By definition of the ideal N, the product RS in the algebra = &/N is
identified with the transitive closure RS, which is also the transitive closure of R U S, because
the inclusions

RUSCRSC(RUS)>’CRUSCRS
force the equality R U S = RS.Now RS is a preorder. If this is an order, then R - S = RS. If

this preorder is not an order, then it is zero in & (by Proposition 2.5), hence also zero in £ .
(b) This follows from (a) and the factthat RU S = S U R. O

Theorem 6.2. The following statements hold.

(a) There exists ak-basis{ fr | R € O} of P1 consisting of mutually orthogonal idempotents
whose sum is 1 and such that, for every R € O, the ideal generated by fg is free of rank
one as a k-module.

(b) P is isomorphic to a product of copies of k, indexed by O,

Py = ] ks

ReO

Proof. We know that & is commutative, with a basis ( consisting of all orders on X.
Any such basis element is idempotent. Moreover @ is a partially ordered set with respect to the
containment relation and we make it a lattice by adding an element co and defining R vV § = oo
whenever the transitive closure of R U S is not an order, while R Vv S is the transitive closure
of R U S otherwise. The greatest lower bound of R and S is just the intersection R N S.

Now define gr = Rif R € O and g = 0. By Lemma 6.1, these elements satisfy the
condition gg - gs = grvs. Therefore Theorem A.1 of the appendix applies. We let

fr=)_ WR.SS,

Se
RCS

where p denotes the Mobius function of the poset @, so by Mobius inversion, we have

R:Zfs.

NS
RCS

The transition matrix from {R € @} to {fr | R € O} is upper-triangular, with 1 along the
main diagonal, hence invertible over Z. It follows that { fg | R € O} is a k-basis of ;. By
Theorem A.1 of the appendix, { fr | R € @} is a set of mutually orthogonal idempotents in 5}
whose sum is 1. Moreover, by the same theorem,

fpoT = fr ifT CR,
B2 o it gk

Since T runs over a k-basis of &1, this proves that the ideal & fr generated by fg is equal to
the rank one submodule k- fg spanned by fr. Thus we obtain

Pr= ] Pifr =[] ks
ReO ReO

as was to be shown. O

Note that if k is a field, then each idempotent fg is primitive.
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7. The algebra of permuted orders

We know from the end of Section 5 that the algebra & of permuted orders is X-graded,

?:GD%.

geX

If R, S € O and 0, T € X, then the product in J satisfies
(RAO)(SA‘E) = (R : (AUSAO’*I))AOA'E = (R : (AUSAG*I))Aon

where - denotes the product in & described in Lemma 6.1. Note that this definition makes
sense because Ay SA,—1 is an order, since S is. Note also that we can write the basis elements
as AgS with § € O, because RA; = Ag(Az—1RAg) and Ay,—1 RAs € O.

Instead of (9, we can use the basis { fr | R € O} of $1, consisting of the idempotents
of &1 defined in Theorem 6.2. The group X acts by conjugation on the set @ of all orders,
hence also on the set { fr | R € O}. We first record the following easy observation.

Lemma 7.1. Let R be an order and let fr be the corresponding idempotent of P1. For
every o € 3,

AUfRAO’_l = fURv
where °R := Ag RA 1.

Proof. This follows immediately from the definition of f in Section 6. |

Since P = @y, Po. thishas ak-basis {A; fr | 0 € X, R € O}. We now describe the
product in & with respect to this basis.

Lemma 7.2. The product of basis elements of P is given by:

0 if S + °R,

(A'L’fS)(AUfR) = :A fR ifS = oR

forall S,Re€ Qandall t,0 € X.

Proof. 'We have
(Ath)(AafR) = Athf"RAm
This is zero if S # °R. Otherwise we obtain A; forAy = A Ag fR = At fR. i

Corollary 7.3. Let R be an order and let fr be the corresponding idempotent of P;.
The left ideal P fr has a k-basis {As fr | 0 € Z}.

Proof. We have
0 if § # °R,

(A fs) fr = {ArfR oo

and we know that the set {As fr | 0 € X} is part of the basis of &. |
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Now we introduce central idempotents in /. Let R be an order, let X g be the stabilizer
of R in X, and denote by [X/ X g] a set of coset representatives. By Lemma 7.1, X is also the
stabilizer of fg and we define

eR= Y, DAofrRbo1= D for,

o€[Z/=r] o€[Z/XZR]

the sum of the X-orbit of fr.

Lemma 7.4. Let [X\O] be a set of representatives of the X-orbits in the set O. Then the
set {eg | R € [X\O]} is a set of orthogonal central idempotents of P, whose sum is 1 p = A.

Proof. 'We compute

0 if S does not belong to the orbit of R,
Acfser= ) Acfsfor= {A £ _ o :
e[S/ 2g] ofs 1S ="R.
On the other hand
eRA<fs = Y forAcfs= Y forfwA:.

o€[Z/ZR] o€[X/ZR]

This is zero if °S does not belong to the X-orbit of °R, that is, if S does not belong to the
3-orbit of R, while if ®S = °R, then we get fwsA; = A fs. This shows that e is central.
We know that { fg | R € O} is a set of orthogonal idempotents with sum 1. Since we
have just grouped together the X-orbits, it is clear that the set {er | R € [£\ O]} is also a set of
orthogonal idempotents of &, whose sumis 1p = A. ]

It follows from Lemma 7.4 that

P

e

1_[ Per

Re[X\O]

and we have to understand the structure of each term.

Theorem 7.5. Let R be an order on X and let X g be its stabilizer in 2. Then
Per = M5, (kXR),
a matrix algebra of size |2 : X r| on the group algebra kX g. In other words

Px= [] MzspkSp).
Re[X\0O]

Proof. By Corollary 7.3, the left ideal & f is a free k-submodule of & spanned by the
set {Aq fR | 0 € X}. The group X g acts on the right on this set, because frAj = Ay fr for
every h € X g. Therefore P fr is a free right k ¥ g-module with basis {As fr | 0 € [/ ZR]}.

Clearly, the left action of 2 commutes with the right action of k X g. The left action of &
on this free right k ¥ g-module induces a k-algebra map

$R : P — Miz.5,(kZR).
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By Lemma 7.2, eg acts as the identity on P fg, while eg acts by zero if S does not belong to
the X-orbit of R. Therefore we get a k-algebra map

R : Per — M5, |(kZR).

because ¢pr(es) = 0 whenever S does not belong to the X-orbit of R. Putting all these maps
together, we obtain a k-algebra map

o= ] ¢r: 2> ] Mzzuke).

Re[X\0] Re[X\0]

Lemma 7.2 shows that, if p,0,7 € [¥/Xg] and g € T, we have

0 if p # o,

A fRAGA 1) - Ay fr =
(Ac/RAgAp1) - Ao TR {AffRAg if p=o,

using the fact that fRAg = Ag fr. This means that ¢r(Ar fRAgA 1) is the elementary
matrix with a single nonzero entry equal to A in position (7, p). Moreover, we also have

¢S(A‘EfRAgApfl) =0

whenever S does not belong to the 3-orbit of R. Therefore the map ¢ is surjective.

Finally, we prove that ¢ is an isomorphism. It suffices to do this in the case where k = Z,
because all the algebras are defined over Z (that is, they are obtained by extending scalars
from Z to k) and the algebra map ¢ is also defined over Z. Now if k = 7Z, then all algebras
under consideration are finitely generated free Z-modules and we know that the map ¢ is
surjective. So it suffices to show that the source and the target of ¢ have the same rank as
Z-modules. The rank of J is |X| Card(@). On the other hand,

rank(Miz:5,|(kZR)) = | : Sgl*[Zr| = |2 : Tl 2.
Summing over R € [£\ ], we obtain

Y IZ:ZRlIZ[=IZ] ) Card(orbitof R) = |X| Card(0),
Re[Z\0] Re[X\O]

as was to be shown. O

Remark 7.6. Since a matrix algebra M, (A) is Morita equivalent to A (for any k-al-
gebra A), it follows from Theorem 7.5 that the algebra J is Morita equivalent to a product
of group algebras, namely B =[] Re[Z\0] kX g. The bimodule which provides the Morita
equivalence is

M= P P
Re[2\0]
which is clearly a left -module by left multiplication, and a right module for each group
algebra k X g, acting by right multiplication on the summand & fg, and acting by zero on the
other summands P fg, where S # R in [X\O]. Notice that P f is the bimodule appearing in
the proof of Theorem 7.5.

Then the bimodule inducing the inverse Morita equivalence is MY = P Re[Z\0O] frRP.

Indeed, we obtain

MesM'= P D Plhir?= D PhP=72

Se[X\0] Re[Z\0] Re[XZ\0]
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and on the other hand

Mep M= P P fsP/r= B frPfr

Se[Z\O] Re[Z\O] Re[=\0]
= @ kXRp fR= @ kXr = B.
Re[=\0O] Re[X\0]

Each module £ fr has rank |X|, because it has a k-basis {As fr | 0 € X}, but we view it as
a free right k ¥ g-module of rank |X : X g|.

8. Simple modules for the essential algebra

By standard commutative algebra, we know any simple &-module is actually a module
over k/m ®; &, where m is a maximal ideal of k. Replacing k by the quotient k /m, we assume
from now on that k is a field. Let & be the essential algebra of Section 5 and let > = &/N be
the algebra of permuted orders. Since N is a nilpotent ideal and since nilpotent ideals act by
zero on simple modules, any simple &-module can be viewed as a simple J2-module. So we
work with & and we wish to describe all simple left J?-modules.

There is a general procedure for constructing all simple modules for the algebra of
a semigroup S, using equivalence classes of maximal subgroups of S, see [6, Theorem 5.33],
or [11, Section 3] for a short presentation. But our previous results allow for a very direct and
easy approach, so we do not need to follow the method of [6].

First notice that the simple J;-modules are easy to describe, because #; is a product of
copies of k (by Theorem 6.2). More precisely, 1 = [[gee k - fr and each one-dimensional
space k - fr is a simple J;-module (where R runs through the set @ of all orders).

Theorem 8.1. Assume that k is a field. Let ‘W be the set of all pairs (R, V), where R
is an order on X and V' is a simple k X g-module up to isomorphism. The group % acts on 'W
via °(R, V) := (°R,°V), where °R = Ay RA -1 and °V is the conjugate module, a module
for the group algebra kXog = k[cX g o™ 1].

(a) The set of isomorphism classes of simple P-modules is parametrized by the set Z\'W
of X-conjugacy classes of pairs (R, V) € 'W.

(b) The simple module corresponding to (R, V') under the parametrization of part (a) is
S RV =WrQr V,

where Wpg is the unique (up to isomorphism) simple module for the matrix algebra
M 5.5 (k) and Wg ® V' is viewed as a module for the algebra

M55, (k) @k kXR = M55, (kXR),

which is one of the factors of the decomposition of P in Theorem 7.5.

(c) The simple P-module SR,y is also isomorphic to P fr Qx, V, with its natural struc-
ture of P-module under left multiplication.

(d) The simple P-module Sg,y has dimension |2 : X g| - dim(}).

Brought to you by | Universitaetsbibliothek Basel
Authenticated
Download Date | 4/29/19 4:43 PM



Bouc and Thévenaz, The algebra of essential relations on a finite set 243

Proof. By Theorem 7.5, any simple #-module is a simple module for one of the fac-
tors M|s.x (kX Rr), where R belongs to a set [X\O] of representatives of X-orbits in O.
In view of the isomorphism

M55 4 (kZR) = M 5.5 (k) ® kXR,

any such simple module is isomorphic to a tensor product Wr ®j V as in the statement. This
proves (a) and (b).

By Theorem 7.5, $er = M|x.5 (kX g) and its identity element eg decomposes as
a sum of orthogonal idempotents

eéR = Z fch.

o€[Z/ZR]

Cutting by the idempotent fr, we obtain the left ideal & fg, which is a free right k3 g-module,
isomorphic to the space of column vectors with coefficients in k X g. Now & fR is the bimodule
providing the Morita equivalence between M|x.x, ,|(kXg) and kX g (see Remark 7.6). There-
fore, it follows that, for any simple left k X g-module V', the corresponding simple module for

Per = Ms.5 (kX R) is the left -module & fr Rkx, V. Since & f is the space of column
vectors with coefficients in kX g, while Wg is the space of column vectors with coefficients
ink, we get Pfr =~ Wg ®j kX g. Therefore our simple J-module is

PIR®rs, V=2 WRQkkXR Qs V =Wr &k V = Sgr,v,

proving (c).
Finally, the dimension is

dim(Sg.y) = dim(Wg ®; V) = dim(Wg) - dim(V) = |Z : S| - dim(V),

proving (d). |

Example 8.2. Consider the trivial order A. Then XA = ¥ and the matrix algebra
reduces to
M|E:EA|(kEA) = My(k) @ kX = kX.

The simple module W for the algebra M (k) is just k and the simple module
Say =Wa@r V=V

is just a simple k X-module. In that case, the central idempotent eg of & acts by zero on V
for any order S # A, hence fg too (because fses = fs). Then R = ) pg fs also acts by
zero for any order R # A. For any essential reflexive relation Q with Q # A, the action of 0
is equal to the action of Q (because Q — O belongs to the nilpotent ideal N), and therefore O
also acts by zero on V. Then so does the action of the essential relation A, Q containing the
permutation A,. This shows that the simple modules Sa,yy = V are just the modules for kX
viewed as a quotient algebra as in Lemma 4.1.

Example 8.3. Consider a total order 7. Then X7 = {id} and the matrix algebra reduces
to
M5 (kZ7) = My (k) @k k = My (k).
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In that case, there is a unique simple k X7-module, namely V = k, the trivial module for the
trivial group. We obtain the single simple module

St =Wr @k = Wr

for the algebra M, (k). Equivalently, with the approach of part (c) of Theorem 8.1, we have
Jr = T (by maximality of 7" in @) and so

Stk =Pfr Qikxn,; V =PT @k = PT.

So we obtain just the left ideal  fr = P T, which turns out to be simple in that case. But it
is also the left ideal L appearing in Proposition 4.3. So we have recovered the simple module
of Proposition 4.3.

We also mention another byproduct of Theorem 7.5.

Theorem 8.4. If the characteristic of the field k is zero or greater than n, then P is
a semi-simple k-algebra.

Proof. It suffices to see that each factor in the decomposition of Theorem 7.5 is semi-
simple. Now we have the isomorphism

M55 |(KZR) = Mix.5,(k) ®k kTR,

and M|x.x (k) is a simple algebra. Moreover the group algebra kX g is semi-simple by
Maschke’s theorem, because the characteristic of k& does not divide the order of the group X g,
by assumption. The result follows. |

Every simple #-module Sg y is a simple R-module, because of the successive quo-
tients R — & — P. We now give a direct description of the action on Sg y of an arbitrary
relation in R. Since Sg,v = P fr Qrx, V., it suffices to describe the action on & f, and
for this we can work again with an arbitrary commutative base ring k. Recall that & fg has
abasis {As fr |0 € X},

Proposition 8.5. Let k be a commutative ring. Let R be an order on X and let Q be
an arbitrary relation (in the k-algebra R). The action of Q on P fg is described on the basis
elements as follows:

Aco frR if there exists T € ¥ such that A € A1 Q C °R,

0 otherwise.

Q'AUfR={

Proof.  Suppose first that S is an order. By Lemma 7.2, the action of fg is given by

Ao fr if S = °R,

0 otherwise.

fS'AUfR = {

Now

S:ZfT

Te®
SCT
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and the action of f7 is nonzero only if 7 = °R. So we obtain the action of S as follows:

Ao fr if S COR,

0 otherwise.

S'AOfR:{

Next we suppose that S is reflexive and that its transitive closure S is an order. Since S — S
belongs to the nilpotent ideal N of Section 5, which acts by zero because > = & /N, the action
of S coincides with the action of S. Moreover, the condition S C °R is equivalent to S C °R,
because “R is transitive. Therefore the action of § is the following:

Ao fr if S COR,

0 otherwise.

S'AOfR:{

Now suppose that S is reflexive and that S is not an order. Then S is inessential by Proposi-
tion 2.5, hence zero in €. So S acts by zero, and since S — S acts by zero, the action of S is
also zero. On the other hand, S cannot be contained in °R, otherwise S C °R, which would
force S to be an order since °R is an order. Therefore the condition S C °R is never satisfied
in that case. So the previous formula still holds, because we have zero on both sides:

Ag fr if S C°R,

0 otherwise.

S'AofR:{

Now suppose that Q contains a permutation A;. Then S = A_—1 Q isreflexiveand Q = A.S.
Thus the action of Q is

A:Ag frR if S COR,

0 otherwise,

Q'AO'fR:{

B Ao fR ifA-10 COR,
o otherwise,

A fr FACA1QCOR,
B 0 otherwise.

The last equality holds because the condition A -1 Q € °Risequivalentto A € A,—1 Q C °R,
since S = A, -1 Q is reflexive. This proves the result for such a relation Q.

Finally if Q does not contain a permutation, then Q is inessential by Theorem 3.2, hence
acts by zero. On the other hand the condition that there exists v € ¥ such that A € A1 Q
cannot be satisfied since Q does not contain a permutation. Therefore the previous formula
still holds, because we have zero on both sides:

Afng if A C At—lQ C R,

0 otherwise.

Q'AafR={

This proves the result in all cases. ]

Remark 8.6. In the description of the algebra & (Theorem 7.5) and in the description
of its simple modules (Theorem 8.1), we may wonder which groups appear as X g for some or-
der R. The answer is that the group X g is arbitrary. More precisely, by a theorem of Birkhoff [2]
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(and further improvements by Thornton [18] and Barmak—Minian [1]), any finite group is
isomorphic to X g for some order R on a suitable finite set X. However, for a given finite
set X, it is not clear which isomorphism classes of groups X g appear.

Another question is to determine whether or not the simple modules of Theorem 8.1 are
absolutely simple. But again this depends on the group X g, because the field £ may or may
not be a splitting field for the group algebra kX g.

9. A branching rule

In this section, we let X = {1, ..., n} for simplicity. In order to let n vary, we use a super-
script (n) for all objects depending on 7, such as X ) for the set X, £ for the symmetric
group on X ™ @™ for the set of all orders on X ), JPl(n) for the algebra of orders on X ™),
P for the algebra of permuted orders on X ™, etc.

In the representation theory of the symmetric group @) there are well-known branching
rules, describing the restriction of simple modules to the subgroup »®=1) of all permutations
of X1 and the induction of simple modules from »@=1D {6 ¥ In a similar fashion,
working again over an arbitrary commutative base ring k, we will describe how modules
for #~1) behave under induction to £ . For this we need to view the former as a sub-
algebra of the latter. We first define

¢: P 5 2™ G(R) = RU{(n,n)},

for any order R on X ®~1_ It is clear that ¢(R) is an order on X ™. Since =~ s a sub-
group of I (by fixing the last letter n), the map ¢ clearly extends to an injective algebra
homomorphism ¢ : P~ — P,

Now we want to compute the image under ¢ of the idempotents f Ign_l). For a given
order R on X ®~1 we define

Sr={S €0 |sn X"V x xr-D)y—= R}

Lemma 9.1. Let R be an order on X"~V and let f, Ign_l) be the corresponding idem-

potent of JPl(n_l).

(a) If S is an order on X ™) and if f S(n) is the corresponding idempotent of fl("), then

£ € 8,
0 otherwise.

p(f ) £ = {

(b) We have
s = £

Se8r

Proof. 'We have
-1
A=Y uryy

Ye@®—D
RcY

and

oY) =Y Ui(n.n);
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Therefore, using part (a) of Theorem A.1, we obtain

(= Y wR Y U - £

Ye@n—D
RCY

(T srn)s

c@=b
RCY,YU{(n,n)}CS

- > nRT)) £

Ye@—D
RCYCSN(X@—Dxx (=D

We get zero if R Z S N (XD x X®#=Dy and also if R ¢ § N (X®~D x X@=1) (by the
definition of the Mdbius function). If now R = § N (X @D x X@=1D) that is, if S € 8y,
then the sum reduces to (R, R) = 1 and we obtain f, é"), proving (a).

Now we have

Seom S€8R

proving (b). |

Theorem 9.2. Let R be an order on XD et fr =D pe the corresponding idempo-
tent of J O(n b ,and let V be a kZ D module. Then, inducing to P™ the P~V -module

Sry = pn— l)f(n 1) ®k2§,’;_1) V.

we obtain

P R pn—1) ( p (= 1)f(n b ®kz(n—l) V)

(n—1)

~ P (n) R
S @ P o S ReTE
Se8r

Proof. Using Lemma 9.1, we obtain
(n) ® pin—1) (o(n l)f(n 1) ®kz(£l—l) V)
— p® (n—1) N

¢(f )®k2(1$1 1)

D P01 90V

[

SeSR
N (n) (n) (n—1) (n)
Sedr
. (n) =g N
= @ PO Bz Ind i 500 RS Sz Vo
Sed8r K s " *
proving the result. -
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Assume for simplicity that the base ring k is a field of characteristic zero and let V' be
a simple kE%'_l)—module. The ngl)—module

E(”) E(n_l)

Ind”%® Res

R l
(n—1) (n) (n—1) (n)
R nXy R NZg

is a direct sum of simple modules W, and each W gives rise to a simple P ™ -module

f(n)fén) ®k2g”) w.

Moreover, every such simple & -module occurs with multiplicities, appearing for instance
whenever we have o running in a set of representatives of cosets

(20D s0=D q 5y,

)

For any such o, we have °S € g and °V = V,since V is a kZ%'_l -module and o € E%'_l).

Therefore the corresponding term in the direct sum is
PO fi5 Sz V = PO fig) Bz V-

but this gives rise to the same simple P ™ _modules as the ones coming from S, by Theo-
rem 8.1. Thus the multiplicity of these simple & ") -modules is at least |E%’_1) / Eg_l) ﬂEg’) l.

A. Appendix: Mobius inversion

In this appendix, we prove a general result on M&bius inversion involving idempotents in
aring. This was already used by the first author in other contexts (see [3, Section 6.2]) and can
be of independent interest.

Let (P, <) be a finite lattice. Write 0 for the minimal element of P and write x Vv y for
the least upper bound of x and y in P.

Theorem A.1. Let P be a finite lattice. Let {gx | x € P} be a family of elements in
aring A such that go = 1 and gxgy = gxvy forall x,y € P. For every x € P, define

fx = E w(x,y)gy.
yeP
X<y

where | denotes the Mobius function of the poset P.

(a) Forall x,y € P, we have

fx ljf‘zfx’

8z fx = fxg&z = {0 ifz % x.

(b) The set { fx | x € P} is a set of mutually orthogonal idempotents in P whose sum is 1.

Note that our assumption implies that every g is idempotent, because x V x = Xx.
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Proof. By Mobius inversion, we have

8x = ny,

yeP
X<y

and in particular 1 = go = > ,cp fy-
Next we compute products. If x,z € P, then

fxgz = (Z M(x,y)gy)gz > ulx.y)gye:

yeP yeP
x<y X=y

= ) ulxy)gyvz

yeP

X<y
_ z( ) M(x,y))gw-
weP yeP

XVZ=w x<y,yVz=w

Note that g, fx = fxgzsince -8y = gzvy = gyvz = &y&z. If x is strictly smaller than x vz,
the inner sum runs over the set of all elements y in the interval [x, w] :={v € P | x <v < w}
such that y v (x vV z) = w. But we have

Doy = Y pley) =0,

X<y X<y
yvz=w yVv(xVvz)=w
by a well-known property of the Mobius function ([16, Corollary 3.9.3]). Thus fyg, = 0if x
is strictly smaller than x V z, that is, if z £ x.
Ifnow x = x Vv z, thatis,z < x,weget y = y V z (because z < x < y), hence y = w,
so that the inner sum has a single term for y = w. In that case, we get

fxgz = Z wx, w) gw = fx.

weP
x<w
Therefore
) fx o ifz =<x,
Jxgz = {o ifz £ x,

proving (a).
If now x,u € P, then

Sefu = n@.y) fegy = > n.y)f.

yeP yeP
u<y Uy=x

If u £ x, the sum is empty and we get zero. If u < x, then
> wy) =0
us<ys<x

by the very definition of the Mdbius function. This shows that f5 f,, = 0 if u # x. Finally,
if u = x, then we get fx fx = fx, thus fy is idempotent, and the proof is complete. |
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Corollary A.2. Let P be a finite lattice. Write t for the maximal element of P and
write x Ny for the greatest lower bound of x and y in P. Let {gx | x € P} be a family of
elements in a ring A such that g = 1 and gxgy = gxny forall x,y € P. For every x € P,
define

fo=_ ny.xgy.

yeP
y=x

where L denotes the Mobius function of the poset P. Then the set {f+ | x € P} is a set of
mutually orthogonal idempotents in P whose sum is 1.

Proof. This follows from Theorem A.1 by using the opposite ordering on P. |
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