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Abstract
This paper presents ProphetMT, a monolingual Controlled Language (CL) authoring tool which allows users to easily compose an
in-domain sentence with the help of tree-based SMT-driven auto-suggestions. The interface also visualizes target-language sentences
as they are built by the SMT system. When the user is finished composing, the final translation(s) are generated by a tree-based SMT
system using the text and structural information provided by the user. With this domain-specific controlled language, ProphetMT will
produce highly reliable translations. The contributions of this work are: 1) we develop a user-friendly auto-completion-based editor
which guarantees that the vocabulary and grammar chosen by a user are compatible with a tree-based SMT model; 2) by applying a
shift-reduce-like parsing feature, this editor allows users to write from left-to-right and generates the parsing results on the fly. Accord-
ingly, with this in-domain composing restriction as well as the gold-standard parsing result, a highly reliable translation can be generated.
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1. Introduction
Although current machine translation (MT) methods have
improved rapidly in the past decade, SMT is still not reli-
able enough to be considered human-quality without sig-
nificant post-editing (O’Brien, 2005). The primary reason
is that natural languages are full of ambiguities.
A Controlled Language (CL) is widely used in professional
authoring where the aim is to write for a certain standard
and style demanded by a particular profession, such as law,
medicine, patent, technique etc (Gough and Way, 2004;
Gough and Way, 2003). For multilingual documents, CL
has been shown to improve the quality of the translation
output, whether the translation is done by humans or ma-
chines (Nyberg et al., 2003).
The advantages of applying CL are self-evident: clear and
consistent composition guidelines as well as less ambiguity
in translation. However, the problems are also obvious: de-
sign of the rules usually requires human linguists, and rules
may be difficult for end-users to grasp. In addition, the sen-
tences that can be generated are often limited in length and
complexity (O’Brien, 2003).
This paper presents ProphetMT,1 a tree-based SMT-driven
CL authoring tool. ProphetMT employs the source-side
rules in a translation model and provides them as auto-
suggestions to users. Accordingly, one might say that
users are writing in a ‘Controlled Language’ that is ‘un-
derstood’ by the computer.

2. Related Work
All existing computer-aided authoring tools within a trans-
lation context employ a kind of interactive paradigm with a
CL. Mitamura (1999) allow users to compose from scratch,
and discuss the issues in designing a CL for rule based ma-
chine translation. Power et al. (2003) describes a CL au-
thoring tool for multilingual generation. Marti et al. (2010)

1ProphetMT has been granted Enterprise Ireland Feasibility
Study Funding 2016.

present a rule-based rewriting tool which performs syntac-
tic analysis. Mirkin et al. (2013) introduce a confidence-
driven rewriting tool which is inspired by Callison-Burch
et al. (2006) and Du et al. (2010) that paraphrases the out-
of-vocabulary words (OOV) or the “hard-to-translate-part”
of the source side in order to improve SMT performance.

Figure 1: SMT-driven Authoring Tool by (Venkatapathy
and Mirkin, 2012)

To our knowledge, Venkatapathy and Mirkin (2012) is the
first interface that could be called an SMT-driven CL au-
thoring tool: the main interface screen shot is shown in
Figure 1. Their tool provides users with the word, phrase,
even sentence level auto-suggestions which are obtained
from an existing translation model. Nevertheless, it lacks
syntactically-informed suggestion and constraints.
Sentences in all languages contain recursive structure. Syn-
chronous context-free grammars (SCFG) (Chiang, 2005)
and stochastic inversion transduction grammars (ITG) (Wu,
1997) have been widely used in SMT and achieve impres-
sive performance. However, MT systems which make use
of SCFG tend to generate an enormous phrase table con-
taining many erroneous rules. This huge search space not
only leads to an unreliable output, but also restricts the in-
put sentence length that the system can handle. Other tree-
based SMT models like Liu et al. (2006) and shen2008new
depend heavily on the accuracy of the parsing algorithm
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which introduces noise upstream to the MT system.
Our method, ProphetMT, allows monolingual users to eas-
ily and naturally write correct in-domain sentences while
also providing the structural metadata needed to make the
parsing of the sentence unambiguous. The set of structural
templates is provided by the tree-based MT system itself,
meaning that highly reliable MT results can be generated
directly from the user’s composition.
Syntactic annotation is a tedious task which has tradition-
ally required specialised training. In order to maintain a
natural and easy writing style, ProphetMT makes use of
auto-suggestion both for syntactic templates and for terms.
A shift-reduce like (Aho, 2003) authoring interface, which
allows users to easily parse the “already composed part”
of the sentence, is also applied to maintain the structural
correctness and unambiguous parsing while the source sen-
tence is being composed.

3. ProphetMT: Syntactical SMT-Driven
Authoring

3.1. An Overview of ProphetMT
ProphetMT is a client-server application. There are three
main components involved:

1. A website client provides a structural writing user in-
terface.

2. A web-service provides source-language rule/term
auto-completion.

3. A web-service provides hierarchical phrase-based ma-
chine translation.

The main interface is shown in Figure 2. The 4 areas are:

1. the input area (upper)
2. the source tree structural area (middle left)
3. the target tree structural area (middle right)

4. the composed sentence and the translation (bottom)

The behavior of the ProphetMT can be defined by Algo-
rithm 1, explained below are some terminology:

• NodeBox: the recursive (nestable) editing unit

• Non-Terminal Rule (NTR): rules like “X is X”, “one
of X”, “has X with X” which have variables

• Non-Terminal(NT): the “X” in the NTR

• Terminal Rule(TR): rules without NT

While the user is inputting text, both TR auto completion
and NTR auto completion are provided. Autocompletion
candidates are automatically selected from the normal tree-
based MT model according to the guidance introduced in
Section 4.. When the user finishes composing the sentence,
the result is sent to a tree-based MT engine, and the target
translation(s) are generated according to the source- side
rules decided by the user.

With the following example, we further explain Algo-
rithm 1 in detail.

3.2. An Example

Suppose the user wants to input the sentence “Australia is
one of the few countries that have diplomatic relationships
with North Korea”, which is shown in Figure 3 together
with the NodeBox numbers.

Figure 2: ProphetMT Main Interface Screen Shot
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Initialize: ProphetMT opens an empty NodeBox;
while User is typing in an NodeBox do

Provide TR auto suggestions;
if There is a left adjacent NodeBox then

Provide all NTR suggestions;
else

Provide the NTRs which DO NOT have NT at the
beginning position;

end
if User selects ”translate” then

Finish the source and target parse trees;
Translate and output the results;
Go to stop;

end
if User Chooses an NTR then

Generate the according NodeBoxs;
if The current selected NTR has an NT at the
beginning position then

The corresponding NodeBox will
automatically merge with the left adjacent
NodeBox ;

end
Focus goes to the first NodeBox which is empty;
Continue;

end
if User starts a new NodeBox then

Stop the current NodeBox editing;
Focus goes to the new NodeBox;
Continue;

end
end
Stop:

Algorithm 1: ProphetMT Main Workflow
The following steps will be performed:

1. ProphetMT starts a new NodeBox1 andthe user types
in “Australia”; NodeBox1 is finished.

2. User starts a new NodeBox0 to the right of the Node-
Box1 and types in “is”; The user chooses an NTR “X is
X” , then two new NodeBoxes will be generated within
NodeBox0 by “NodeBox is NodeBox”;The left Node-
Box within NodeBox0 will automatically merge with
the NodeBox1 which is left adjacent to NodeBox0;
NodeBox0 is finished.

3. The user selects the second NodeBox within Node-
Box0, which is NodeBox2, and types in “one of ” and
selects the NTR “one of X”. NodeBox2 is finished.

4. In the generated NodeBox3, th user types in “the” and
chooses “the X that X”. The NodeBox3 is finished and
two new NodeBoxes are generated as NodeBox4 and

NodeBox6
5. In NodeBox4, the user types in “few” and chooses

“few X”. NodeBox4 is finished, NodeBox5 is gener-
ated.

6. In NodeBox5 the user types in “countries”. NodeBox5
is finished

7. In NodeBox6, the user types in “have” and chooses
NTR “have X with X”. NodeBox7 is finished, two new
NodeBoxes, NodeBox7 and NodeBox8 are generated.

8. In NodeBox7, the user types in “diplomatic relations”.
NodeBox7 is finished.

9. In NodeBox8, the user types in “North Korea”. Node-
Box8 is finished.

10. The user finishes editing the sentence and then the
translation for the specific languages as well as the
parsing trees are generated.

3.3. Merging
The merging process which happens in step 2 is shown in
Figure 4. This merging process allows the user to compose
the sentence from left-to-right while keeping the partially
parsed structure intact.

Figure 4: The Merging Process

3.4. NodeBox Starting Points Selection
Figure 5 further illustrates how the user starts a new Node-
Box and how ProphetMT maintains the syntactic structure
by adopting a shift-reduce-like strategy. Suppose the user
has written “Australia ... and China ...”. Figure 5a shows the
current state in the input area and the arrows “A” and “B”
are the possible inserting point options. Figure 5b shows
the corresponding partially parsed tree shown in the source
parsing area which also indicates the two insertion posi-
tions. Figure 5c shows the parsing area when the user wants
to further describe China and chooses the rule “X which is
X” in position “A”. Because there is a left-adjacent Node-
Box and there is a NodeBox at the start position of the se-
lected rule, so a merging process takes place. Figure 5d

Figure 3: Example of Using ProphetMT Together With The NodeBox Numbers
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shows the parsing area when the user wants to keep “Aus-
tralia .. and China ..” as a unit and chooses the rule “X are
X” at position “B”. As shown, a similar merging process
happens.
We can see that this shift-reduce strategy allows composi-
tion to proceed from left-to-right while at the same time
maintaining a correct parse of the existing text.

(a) (b)

(c) (d)

Figure 5: NodeBox Starting Points Selection

4. Auto-suggestions
In this section we introduce the auto-suggestion web-
service employed in ProphetMT, including the phrase level,
rule level, and paraphrase suggestion engines.

4.1. Terminal Rule (Phrase) Auto-suggestions
Following the work of Venkatapathy and Mirkin (2012), the
phrase level auto-suggestions are also guided by three fac-
tors:

• Fluency: What the user has input will influence the in-
coming auto-suggestion. We use the SRILM (Stolcke
and others, 2002) toolkit to rescore the phrase auto-
completion.

• Translatability: The phrase pairs in the phrase table
(i.e. the SMT model) are be sorted according to the
four translation possibility features.

• Semantic Distance: The semantic distance of the sug-
gested phrases must be close to the already composed
part.

The final rank of the proposed phrases is based on the mini-
mization of the Semantic Distance and maximization of the
Fluency and Translatability.

4.2. Non-Terminal Rule (NTR) Auto-suggestions
In order to extract NTRs which are meaningful to humans,
we parse the source side of the training corpus with the
Berkeley Parser2. Then we wrap the parsed result with xml
for Moses3 (Koehn et al., 2007) hierarchical phrase-based

2https://code.google.com/p/berkeleyparser/
3http://www.statmt.org/moses/

model to extract rules. The ranking of NTR suggestions fol-
lows the same methodology that was employed for phrase
suggestions.

4.3. Filtering
To further reduce the size, the NTRs containing content
words like nouns, pronouns and numbers can be removed.
This filtering is based on the observation that the struc-
ture of a sentence is primarily dictated by function words
as well as verbs. The phrase-level auto-suggestions are re-
sponsible for providing the content words that fill the leaf
nodes in the hierarchical templates. Because most NTRs
will be discarded, and because the source side is already
parsed when fed to the decoder, the normal restrictions of
tree-based models, such as the maximum span (which is
<= 20) and the NT numbers (which is usually <= 2), can
be removed.

4.4. Paraphrase Auto-suggestions
If the user inputs an OOV, a paraphrase engine will be
queried to try to suggest terms within the current SMT
model. Paraphrases are obtained from PPDB.4 If the OOV
is not found in PPDB, than the user will be forced to choose
another word.

5. Tree-based SMT
When the user finishes composing the sentence and com-
mands ProphetMT to translate, a tree-based SMT engine
will take the sentence and the user parsing results as input
to generate the final target language selected by the user.

6. Preliminary Evaluation
Currently we have the UI implementation and the backend
server. In this section we provide a preliminary evaluation.
The following example was downloaded from Moses.5 We
use the model in the tree-to-tree folder and replace the non-
terminal tag with “X” in order to be compatible with Moses
hierarchical phrase-based (HPB) model. The whole model
is shown below.

overhead [X] ||| toudingshangde [X]
overhead [X][X] [X] ||| toudingshangde [X][X] [X]
masks [X] ||| mianzhao [X]
oxygen [X] ||| yangqi [X]
[X][X]1 in the [X][X]2 [X] ||| [X][X]2 de [X][X]1 [X]
cabin section [X] ||| chuancang qu [X]
section [X] ||| qu [X]
[X][X] had [X][X] [X] ||| [X][X] yi [X][X] [X]
had [X] ||| yi [X]
dropped into place [X] ||| hualuo [X]
. [X] ||| . [X]

Given the following input sentence

overhead oxygen masks in the cabin section
had dropped into place .

the Chinese translation by HPB is

toudingshangde yangqi chuancang qu de
mianzhao yi hualuo .

4http://www.cis.upenn.edu/ ccb/ppdb/
5http://www.statmt.org/moses/download/sample-models.tgz
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It is wrong ordered which leads to a totally wrong mean-
ing. However, were a native Chinese speaker to read the
translation, it is very hard to see if the sentence is correct or
not. This is due to the fact that the left NT of the rule “X
in the X” wrongly covers only “masks”, not the “over head
oxygen masks”. This is a very common mistake in the HPB
model.

Figure 6: Authored With ProphetMT

However, with the following input generated by using
ProphetMT, shown in Figure 6 by an native English speaker
without any training, the correct translation can be gener-
ated using the same HPB model as:

chuancangqu de toudingshangde yangqi
mianzhao yi hualuo .

7. Discussion and Future Work
In this paper we describe ProphetMT, which is, to the best
of our knowledge, the first syntactic SMT-driven CL au-
thoring tool. ProphetMT provides both in-domain phrase-
based and syntactic suggestions, which are compatible
with an existing tree-based SMT system, to the user via
auto-completion. By employing a novel shift-reduce-like
scheme, users can naturally write from left-to-right while
also parsing the composed parts and visualising the parsing
results. With the help of the NodeBox component, the syn-
tactic structure is rendered to the user in a simple format
which does not require linguistic expertise to understand.
Using the gold standard parsing results from the interface,
a highly reliable SMT output can be generated which will
reduce the post-editing efforts required later in the transla-
tion pipeline.
We hypothesise that ProphetMT will be suitable for mono-
lingual CL writers of technical reports and manuals,
patents, as well as contracts which are domain-specific and
intented to be translated downstream. Furthermore, the tool
is useful for more than just SMT — ProphetMT can also be
helpful in maintaining consistency in writing styles across
organizations, and in training beginners.
Future Work: In order to provide efficient auto-
suggestions, we want NTRs which are relatively short, and
“meaningful” to humans. The following improvements to
the existing system can be implemented:

• Filtering the rules with syntactic parsing results as
shown in Li et al. (2012) would be another way to
prune the hierarchical phrase table.

• Dependency tree-to-string SMT model (Xie et al.,
2011) as well as constituency tree-based model (Liu
et al., 2006; Zhang et al., 2007) could also be interest-
ing approaches for filtering out ungrammatical rules.

• Manual filtering may need to be performed for some
domains, especially when ambiguity is costly.

The final evaluation of ProphetMT involves two different
criteria:

• Measuring the composition time or the average ed-
its as reported in the interactive machine translation
tools (Foster et al., 2002; Alabau et al., 2014).

• Measuring the final translation quality relative to un-
aided composition.

The evaluation can be conducted by allowing human native
speakers using ProphetMT to paraphrase test data.
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