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Abstract We formulate and prove a new criterion for stability of e-processes. In
particular we show that any e-process which is averagely bounded and concentrat-
ing is asymptotically stable. This general result is applied to a stochastic process
with jumps that is a continuous counterpart of the chain considered in Szarek (Ann.
Probab. 34:1849-1863, 2006).

Keywords Ergodicity of Markov families - Invariant measures - Dynamical systems
with jumps

1 Introduction

In this paper we will present a new criterion for the stability of Markov semigroups

and apply it to a stochastic model with jumps proving the existence of a unique invari-
ant measure and its stability. More specifically, we prove that any averagely bounded
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Criterion on stability for Markov processes applied to a model 77

Markov semigroup with the e-property concentrating at some point admits a unique
invariant measure. Moreover the semigroup is stable. The criterion generalizes results
obtained in [19], where under more restrictive conditions on a semigroup we man-
aged to prove existence and uniqueness. We were not able to show stability unless
we assumed the tightness of the semigroup. The proof is based on the lower bound
technique introduced by A. Lasota and J. Yorke in [12], where the authors showed
the existence of an absolutely continuous invariant measure for the Frobenius—Perron
operator corresponding to piecewise monotonic transformations. Since then, the tech-
nique has been generalized first for Markov semigroups acting on densities (see [10]),
subsequently for general Markov semigroups defined on arbitrary Borel measures in
finite dimensions (see [13]) and finally it has been extended to infinite dimensional
spaces (see [17]). Generally speaking the method relies on an easy observation that
two regular trajectories starting at different measures which visit some small set with
positive, bounded from below, probability converge in the weak topology. Addition-
ally, if we assume that every neighborhood of some point is visited infinitely many
times, then we may show that the process admits an invariant measure. The e-process
property is a slight generalization of the e-chain property introduced in [14] (see
[8, 11, 21]). It is a more general concept than the asymptotic strong Feller property
introduced by J. Mattingly and M. Hairer see [5].

In the second part of our paper we are concerned with a dynamical system with
jumps. To be precise we study a general flow on some Polish spaces disturbed by an
iterated function system at an exponentially distributed random time. The assump-
tions on the flow and the iterated function system are quite general. In particular, the
iterated function system is contracting on the average only and its probability distri-
butions depend upon position. Our proof is based on the asymptotic stability of the
system. The proof of stability was given in [2] in the case of finitely dimensional
spaces (see also [12]) and in [17] when the iterated system is defined on an arbitrary
Polish space. There is a huge literature of models with jumps partly due to a large
class of possible applications in physics or biology, partly due to their purely mathe-
matical properties. It is worth mentioning here that our very general model is closely
related to such objects as some stochastic differential equations with Poisson noise
(see [15]), randomly forced PDE’s (see [20]), random dynamical systems based on
skew product flows [1] and piecewise-deterministic Markov processes introduced by
Davies in [4].

The paper is organized as follows. In Sect. 2 we introduce the concepts of the
e-property, averagely bounded and concentrating at a point. We also prove (Propo-
sition 1) the main result about asymptotic stability for Markov processes. In Sect. 3
we introduce a model based on an iterated functions system for which we apply our
results of Sect. 2. Indeed we show that it satisfies the e-property, the average bound-
edness and the concentrating property and hence we obtain its stability.

2 Criterion on stability

Let (X, p) be a Polish space. By Bj(X) we denote the space of all bounded Borel-
measurable functions equipped with the supremum norm || - ||o. Let (P);>0 be a
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78 H. Bessaih et al.

Markovian semigroup defined on By (X). For each ¢ > 0 we have P;1y = 1x and
P;p > 0 if ¢ > 0. Throughout this paper we shall assume that the semigroup is Feller,
ie. Pr(Cp(X)) C Cp(X) for all ¢ > 0. Here and in the sequel C,(X) is the subspace
of all bounded continuous functions with the supremum norm. By L;(X) we will
denote the subspace of all bounded Lipschitz functions. We shall also assume that
(Py)t>0 is stochastically continuous, which implies that lim;_, o+ Pr¢(x) = ¢(x) for
all x € X and ¢ € Cp(X).

Let M stands for the space of all Borel probability measures on X. Denote by
MYV, W C X, the subspace of all Borel probability measures supported in W, i.e.
{x e X:u(B(x,r)) > 0foranyr > 0} C W, where B(x,r) denotes the ball in X
with center at x and radius r. For ¢ € B,(X) and u € M; we will use the notation
(o, u) = f x @(x)u(dx). Recall that the total variation norm of a finite signed mea-
sure i € My — My is given by ||ull7y = T (X) + u~(X), where p = pu™ — " is
the Jordan decomposition of .

We say that p, € M is invariant for (P;);>0 if (Pr@, px) = (@, 1) for every
¢ € Bp(X) and ¢t > 0. Alternatively, we can say that P, = u, for all t > 0, where
(PF)i>0 denotes the semigroup dual to (P;)s>0, i.e. for a given Borel measure u,
Borel subset A of X, and t > 0 we set

PFu(A) == (Pily, ).

A semigroup (P;);>0 is said to be asymptotically stable if there exists a unique
invariant measure . € M such that (P;*i);>0 converges weakly to (i, as t — +00
for every u € M. Recall that the sequence (P,*11);>0 converges weakly to i if the
following condition holds:

lim (¢, P ) = (¢, i) forall g € Cp(X).
1—00

Definition 2.1 We say that a semigroup (P);>0 has the e-property if the family of
functions (P;¢);>0 is equicontinuous at every point x of X for any bounded and
Lipschitz function g, i.e. for arbitrary ¢ € L;(X) and x € X we have

lim sup | Pg(y) — Pig(x)| =0.
y—>x IZO

Remark One can show (see [7]) that to obtain the e-property in the case when X is
a Hilbert space, it is enough to verify the above condition for every function with
bounded Fréchet derivative.

Definition 2.2 A semigroup (P;);>¢ is called averagely bounded if for any £ > 0 and
bounded set A C X there is a bounded Borel set B C X such that

1 T
limsupF/ PXu(B)ds > 1—¢ for ue M.
0

T—o00

(Note that from the stochastic continuity, the integrand in the above integral is Borel-
measurable with respect to s.)
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Criterion on stability for Markov processes applied to a model 79

Definition 2.3 A semigroup (P;);>0 is concentrating at z if for any ¢ > 0 and
bounded set A C X there exists « > 0 such that for any two measures 1, > € Mf‘

Pt*/L,'(B(Z,é‘)) >q fori=1,2andsomet > 0.

Proposition 1 Let (P;);>0 be averagely bounded and concentrating at some z € X.
If (P:)>0 satisfies the e-property, then for any ¢ € Lp(X) and 1, 2 € My we have

lim |(o, P 1) — (@, P pa)| =0. 2.1)

—0o0

Proof First observe that to finish the proof it is enough to show that condition (2.1)
holds for arbitrary Borel probability measures with bounded support. Indeed, the set
of all probability measures with bounded support is dense in the space (M, || - ||7v)-
Moreover, P/, t > 0, is nonexpansive with respect to the total variation norm.

Fix o € Lp(X),xo € X and e € (0, 1/2). Let wy, uo € Mf(xo’m) for some ry > 0.
Choose é > 0 such that

sup |Pro(x) — Prp(y)] < /2 22)
=

for x, y € B(z, §), by the e-property.
Since (P;);>0 is averagely bounded we may find Ry > 0 such that

1 T
lim sup ?/O P} u(B(xo, Ro))ds > 1 — &2/ (4]l¢lloc) (2.3)

T—o00

forany u € Mf(xo’r‘)). Let R > max{Ry, ro} satisfy

1 T
lim sup T / PS*/,L(B()C(), R))ds >3/4 (2.4)
0

T—o00

for any u € Mf(xo’RO). Since (P;);>0 is concentrating at z we may choose o > 0
such that for any vy, vy € Mf(xo’R) there exists r > 0 and the condition

Py (B(z, 8)) >a fori=1,2 2.5)
holds.
Set y :=ae/2 > 0. Let k be the minimal integer such that 4(1 — Y ¥@llso < &.
We will show by induction that for every [ <k, [ € N, there exist#(, ..., > 0 and

vivl’u; € M such that v; e./\/lf(z’a) for j=1,...,1 and
Plygqi =V P i +v(L= )P )
4oty =)W+ A=yl fori=1,2. (2.6)
Indeed, let #; > O be such that
P*y,i(B(z,cS)) >a>y fori=1,2.

n

@ Springer



80 H. Bessaih et al.

Set
Prwi(- N B(z,9))

’

P/ ui(B(z, 8)) 2.7)
/Lll =(1- y)_l(P[T,ui — yvi) fori=1,2

and observe that Mi] € M and v{ € Mf(z’s) for i =1, 2. Then condition (2.6) holds

forl=1.

Now assume that we have done it for some / and 4(1 — y)![|¢|lso > €. Then there
exist s5; > 0 fori =1, 2 such that

i
Vv, =

Py (X \ B(xo, Ro)) <&/ (4l9lloo)

fori =1,2,by (2.3). Since (1 — ) > e/(4]l¢]lso), from the linearity of P;,k- we obtain
that

P} uj(B(xo, Ro)) > ¢ fori=1,2.
Indeed, if it does not hold, then
Pjuj(X \ B(xo, Rp)) =& fori=1,2
and
P s (X \ B(xo, Ro)) = (1 — ) PEpj (X \ B(xo, Ro)) = &° / (411¢llc)-
Thus we may find two measures fi], i7 € Mf(xo’RO) such that
Pluj > efi). 2.8)

These measures may be defined as restriction of Py /Lf to B(xg, Ro) suitably normed
(see formula (2.7)). Further, from (2.4) it follows that

1 T
imsup £ [ [P 212) (B ) + P (212) B0, R

T—o0

1 ro .
= limsup ?[0 P} (it} /2 + 17 /2)(B(xo, R))ds > 3/4,

T—o00
by the fact that i} /2 + i /2 € Mf(xo’RO). Consequently, for some s > 0 we have
P} i (B(xo, R))>1/2 and P fif(B(xo. R)) > 1/2.
Comparing (2.8) and the above we obtain

RS‘*-l—S]-‘rSzl’L; = (8/2)11;

for some ,&j IS M?(XO’R), i = 1,2, by argument similar to that in (2.8). Using it once

again and taking into consideration (2.5) we obtain that there exists ¢ > 0 such that
* i i i
Plisisivstn = (@€/2)Vp 1 =Yy
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Criterion on stability for Markov processes applied to a model 81

for some vli+1 € M?(Z’S) for i =1, 2. Therefore, setting t;4+1 =t + s + 51 + 52 we
obtain

Pl Wi =Y Prpgeciy iy - V)Pt vh
+teotyd- V)Z_IP;H v+ y (=) + A=) gy,
where
Mipy=(— J/)fl(P;HMf —yviy) fori=1,2.

This completes the proof of condition (2.6). In turn, this and (2.2) give for t > #; +
R

(o, PFr) — (@, P2l
=(Pr— it @ Pl it1) = (Pr—iy @5 Pl 2]
<y[(P—ne. vl =) + v A = )| (Pr— 0. v3 —v3) + -+
+r U= (Pt @ v —0)] 4200 = 1) 10l

S(r+yA=p+-+yA=,1  sup  |Pe@) = Pe®)|
t>0, x,yeB(z,0)

+e/2<¢e/24+¢/2=c¢.
Since ¢ > 0 was arbitrary, the proof is complete. 0

Proposition 2 Assume that there exists z € X such that for any € > 0
1 T
limsup sup — Pfu(B(z, £))ds > 0. (2.9)
T—o0 peM; 0

If (Py):>0 satisfies the e-property, then it admits an invariant measure.

Remark Observe that our result generalizes Theorem 7.4.4 in [21]. Indeed, condi-
tion (2.9) is weaker than the condition therein, here we take supremum over all prob-
ability measures instead of a concrete measure.

Proof Assume, contrary to our claim, that (P;);>o does not possess any invariant
measure. From Step I of Theorem 3.1 in [11] it follows that there exists an & > 0,
a sequence of compact sets (K;);>1, and an increasing sequence of positive reals
(qi)izl’ qi — 00, satisfying

Pq*iSZ(K,-) >¢ forieN
and

min{p(x,y):x €Ki, yeK;}>e fori#j, i, jeN.
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82 H. Bessaih et al.

We will show that for every open neighborhood U of z and every iy € N there
exists y € U and i > i, i € N, such that

Prs(K7) <e/2,

where Kf/3 ={y € X :infyck, p(y,v) <&/3}.
On the contrary, suppose that there exists an open neighbourhood U of z and
ip € N such that

inf{ P8y (K;) 1y e U.i > o} > e/2. (2.10)
Clearly
1 T
limsup sup — Plu(U)ds > o (2.11)
T—o00 peM; 0

for some o > 0. Further, let N € N satisfy (N —ip+ 1)ae > 2. Choose y € (0, xe/2)
such that

(N —ig+ D(ae —2y) > 2.

It easily follows that there exists Tp > 0 such that for any u € My and T > T we

have
1 T 1 T
_ * _ *
?]5%\)/( T/o PSuds T/o P, nds Tv<y.
Choose T > Ty and u € M such that
1 T
?/0 Plu(U)ds > a, (2.12)

by (2.11). From (2.10) and the Markov property it follows that

PS*+ql (Ka/3) /p 5 (K8/3) S*M(dy)z/ P 5, (Ks/3) s*M(d)’)ngs*M(U)

fori > ip and s > 0. Consequently, we have for ip <i <N

_/ P* 8/3 ds>_/ s+ql )ds—y

>€1 s —y > &
=271 ), BT =527

e/3 e/3

by (2.12). From this and the fact that K,"~ N K

_/ P (UKeﬁ)d —Z /P* )

i=ip i=ip

> (N —ig+ (s —2y)/2 > 1,

= fori # j we obtain

which is impossible.
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Criterion on stability for Markov processes applied to a model 83

Now analogously as in the proof of Theorem 3.1 in [11], Step III, we define a
sequence of Lipschitzian functions (f;;),>1, a sequence of points (y;)n>1, yn» — z as
n — 00, two increasing sequences of integers (iy)n>1, (Kp)n>1, in < ky < in41 for
n € N, and a sequence of reals (p,),>1 such that

falk, =1, 0<fa<lppn,  Lip fy<3/e, (2.13)
n n e
P, (Zl ﬁ)(z) ~ Py, (Zl ﬁ)(yn) > (2.14)
1= 1=
o] 3 e
P;,"n(Su(U Kf/‘> < for u € {z, yn} (2.15)
i=k,

for every n € N. From (2.13)—(2.15) it follows (see the proof of Theorem 3.1 in [11],
Step 111, once again) that

e

[Py, f (@) = Py, f )] > 3
forn e Nand f := Ziozl fn € Lp(X). Since y, — z as n — 00, this contradicts
the assumption that the family {P; f : t > 0} is equicontinuous in z. The proof is

complete. O

Theorem 1 Let (P;);>0 be averagely bounded and concentrating at some z € X. If
(Py);>0 satisfies the e-property, then it is asymptotically stable.

Proof Fix x € X. Since (P;);>0 is averagely bounded there is R > 0 such that

. | 1
lim sup ?/ P, SX(B(x, R))ds > 7
0

T—o0

Let (T,)»>1 be an increasing sequence of reals such that 7,, — oo as n — oo and

1 [T 1
—/ PS*(SX(B(x, R))ds >~ forneN.
T, Jo 2

Set w, = Tin fOT” P}é¢ds, n € N, and observe that there are uf € /\/lf(x’R) such that

1 R
Mn = Eﬂn forn e N.

Indeed, we may define ,u,’f by the formula ,u,’f = un(- N B(x, R))/un(B(x, R)) for
n € N. Further, observe that, by concentrating at z, for fixed ¢ > 0 there is & > 0 such
that we have

Piuf(B(z. o) >«
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84 H. Bessaih et al.

for some s, > 0, n € N. Hence
% 1
P} (B(z,€)) > so forneN,

by linearity of (P;*);>0. Consequently,

T, Ty
sup 1 Pu(B(z,€))ds > i/ P(P}5:)(B(z,8))ds > lOt forn e N,
neM; In JO Tn 0 " 2

and condition (2.9) in Proposition 2 is satisfied. Now Proposition 2 implies the ex-
istence of an invariant measure. Further, from Proposition 1 it follows that for any
¢ € Lp(X) and pu € M,

(o, i) = (@, 1ns)

as ¢ tends to +o0o. Application of the Alexandrov theorem finishes the proof (see
[3D. O

3 A model

We are concerned with a jump process connected with an iterated function system.
A large class of applications of such models, both in physics and biology, is worth
mentioning here: the short noise, the photoconductive detectors, the growth of the size
of structural population, the motion of relativistic particles, both fermions and bosons,
and many others (see [6] and references therein). Similar processes appeared in [16],
where the authors analyzed large scale phenomena of some transport equations. Our
process generalizes also iterated function systems that are considered mainly because
of their close connection to fractals and semifractals (see [9]).

Let (X, p) be a Polish space and let (£2, F, P) be a probability space. Let (t;)n>0
be a sequence of random variables t, : £2 — R, with 79 = 0 and such that Az, =
Ty — Tn—1, 1 > 1, are independent and have the same density re . Let (S())s>0 be
a continuous semigroup on X. We have also given a sequence of Lipschitz functions
wi: X — X,i=1,..., N,and a probabilistic vector (p(x), ..., py(x)), pi(x) >0,
ZlNzl pi(x) =1 for x € X. The pair (wy,...,wy; p1,..., pn) is called an iterated
function system.

Now we define the X -valued Markov process @ = (@ (¢)),>o in the following way.
Let x € X and &; = S(71)(x). We randomly select from the set {1, ..., N} an integer
i1 and the probability that i; = k is equal to px(&1). Set di'f = w;, (&1).

Let &7,...,®;_,, n > 2, be given. Assuming that At, = 1, — 7,1 is inde-
pendent upon @7, ..., @, ,, we define &, = S(At,)(P;_,). Further, we randomly
choose i, from the set {1,..., N} in such a way that the probability of the event
{i, = k} is equal to pi(&,). Then we define @;; = w;, (£,). Finally we set @*(¢) =
St —1,)(P;)) if 1, <t <1441 forn > 0.

In [18] we considered the Markov chain (®,),>1 proving the existence of its in-
variant distribution. Now we are aimed at showing that the Markov process @ is
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Criterion on stability for Markov processes applied to a model 85

asymptotically stable. In [19] we provided a criterion on stability of Markov pro-
cesses under some additional condition. The condition is applicable when the dy-
namical system is non-degenerate, i.e. the support of its invariant measure is the entire
phase space. This is not the case in the studied system.

Denote by (P;);>¢ its semigroup, i.e.

Pip(x) =Eg(@*(1)) for ¢ € By(X).

We will assume that there exists » € (0, 1) such that

N
> pi)p(wix). wi(y)) <rp(x.y) forx,yeX. 3.0)
i=1

Moreover, there exist a function w : Ry — R such that

N
Y i) = pi)| < w(p(x,y)) forx,yeX (3.2)
i=1

and w satisfies the Dini condition, i.e. ® is a nondecreasing and concave function
with

£ wl(r)
Tdt < oo forsomee >0,
0

and o > 0 such that
,o(S(t)(x), S(t)(y)) <e*p(x,y) forx,yeXandt>0. (3.3)

We will assume that the semigroup (S(¢));>0 admits a global attractor. Recall that
a compact set IC C X is called a global attractor if it is invariant and attracting for
(S®))r>0, 1.e. S(1)KC = K for every t > 0 and for every bounded set B and open set
U, K C U, there exists , > 0 such that S(#)B C U for t > t,.

Proposition 3 Assume that conditions (3.1)—(3.3) hold and
r4+a/r<l1. (3.4)

If (S(t))t>0 has a global attractor, then the semigroup (P;);>o corresponding to @ is
asymptotically stable.

For abbreviation we shall write
X1 (At x) = S(AT) (%),
X2 (ATy, A;ip; x) = S(AT) (wj, (X1 (A715x)))  and
Xp+1 (AT, oo s AT 1301, -0y s X)

= S(ATy 1) (Wi, (X (AT1, .. ATys i oy in—13 X))
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86 H. Bessaih et al.

for n > 2. Moreover, for n > 1 we set

On(ATL . AT i x) 2= pig (X1 (AT X)) piy (X2 (AT1, ATos i X))
o Piy (X (ATL, o ATy i i1 X)),

Before we come to the proof of the announced theorem we would like to make
some useful computation. Indeed, fix > 0 and let

£2,() = {w (o) <t & 141 (0) > t}-

Then we have

/ e*HdP
Unzk 2, (1)
— / ea(A‘[1+~-+A‘[k)dP
Unsk 200

5// sela=mun  a=hudy L du
{Qur e uk) ERF 2t o ug <t}

)Lk

Further, from conditions (3.1)—(3.3) and the fact that @ is a nondecreasing and con-
cave function it follows the following estimation

N
D onAtn, L AT i X) — Pa(ATL L AT i Y]

i1,.,in=1

N
< Z (n—1(AT1, .., ATy 131, oy in—15 X)

iyeenip—1=1

X a)(p(xn(Atl,..., ATy ity ... in—1; %), Xp (AT, ..., Arn;il,...,in_l;y))))

N
+ Z lon—1(AT1, ., ATy 13t i3 X)

iseensip—1=1

— o1 (ATL, o ATyt i1, 13 D)

N
Sw( Z (on—1(ATL, ..., ATy 1L, i1 X)

i1seenip—1=1

X P(Xn(ATL, ooy ATy it o =15 X)X (AT oy ATyl i1, oo i y))))
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Criterion on stability for Markov processes applied to a model 87

N
+ Y et (ATL AT i X)

iyein_1=1
— on—1(AT1, . ATy 131 i1 D)
< e e, ) + ol )+ (e ()

n

w(rkile‘”",o(x, ), (3.6)
k=1

by induction on 7.

We split the proof of Proposition 3 into several lemmas devoted to verification of
the e-property, boundedness in probability and concentrating at some z € X of the
semigroup (P;);>0, respectively.

Lemma 1 If conditions (3.1)—(3.4) hold, then the semigroup (P;);>0 corresponding
to @ satisfies the e-property.

Proof Fix ¢ € Lp(X) with the Lipschitz constant L and let # > 0. Then we have

[Py (x) = Py ()| <D E(Lg, |9 (25 (1) — (27 (1)]).

n=0

We are going to evaluate the term E(1g, )¢ (@* () — ¥ (@7 (1))]). By (3.5) and
(3.6) we have

E(le,n|v(2*®) — v (1))

N
“hu

Z @n(ATI’~~"Afn;ils~~,in;x)
i1yenny in=1

X w(anrl(Ar]’ LR ) Afnat_fn;ll, ""in;x))

N

— Y (AT, AT i )

i],...,i,l=]

X Ip(xn“(Arl,...,Ar,,,t—rn;il,...,in;y)) dP

N
S”“/IHOO'/;) ) Z |gf)l’l(Arl7"'7AT}1;i17~"7iﬂ;'x)
n i

..... in=1

— o (AT, o AT i y)|dP
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X P(Xn1 (AT, ooy ATy f = T3 ity ey ), X 1 (ATHL ., ATy 8

_fn;ilv-nvin;y)))dp
kfl ATy n at ()‘t)n —At
<I|wllooE o o(r " p(x, )™ )P + Lr"p(x, y)e — e
2, (¢ °

Consequently, we obtain

[Py (x) = Py ()] <D Bl |w (25 (1) — v (271))])

n=0
= ”I/’”“ZZ/ o(rp(x, )e*™) dIP’+ZLp(x y)r'e ‘”( )
n=1k=1 =
< ¥lleo Zw<rk_1p(x, y) gafkd]p:> F Le@ (5 3
k=1 Unsk 2 ()
< Wl Y o((r/ (=) T (10 = @) p (e, 1) + Le@H TP p(x, ).
k=1

Set

yi=riA/(A—a) <1,

the last inequality by (3.4). Since
> o((ri/ 0= @) (1~ @) p(x. )
k=1
=Y oy ox.y/r)
k=1

=y/(L=) > (o /r) o((FF o /1) (K =y e/
k=1

p(x,y)/r a)([)
<y/(—y) / —dr
0 t
we obtain
lim sup | P,y (y) — Py (x)| =0
y—x IZO
and we are done. -
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Lemma 2 If conditions (3.1)—(3.4) hold, then for any xo € X, R >0and T >0

sup sup Pip(x,xp) < —+oo0. 3.7
xeB(xg,R) t€[0,T]

Moreover, for any T > O there exists 6 € (0, 1) and I > 0 such that
Prp(x,x0) <0p(x,x0) + 1 (3.8)

and consequently the semigroup (P;);>0 is averagely bounded.

Proof Fix xp € X and R > 0. From (3.3) and the fact that w;’s are Lipschitzean,
by induction, we easily show that there exists 7" > 0 such that for any n > 1, x €
B(xo,R),i1,...,ip€{l,...,N}and At +---+ A1, <t <T

P(Xnt1 (AT1, oo, ATys t — Ty ins .y in3 X), x0) T
Since
o o0
—at Arn" AT —1
ZT”P(Qn(t))ze ZTze( ) < 0,

n=1 n=1

we obtain sup, ¢ g, g) SUPsef0, 77 Pr o (%, X0) < +00.
Further, for given T' > 0 we have

Prp(x,x0) =Y _E(Lg,qp(®*(T). x0)).
n=0

On the other hand, we have

E(lszn(T),O(@x(T) x0))

/ Z pn(An,.--,Atn;il,...,in;x)
2u(T)

,,,,,

X ,o(x,,+1(Ar],...,Arn, T — 1ty i1,...,in;x),x0)dIP’

N
5/ D on(ATI . AT i X)
L \;, =1
X p(Xn1 (AT, o, ATy, T — Tysin, i3 X)),

X xxn—i—l(Atl’ X AT}’L’ T — Tns ilv LX) in;xo))>

f Z LSO’l(ATIa" Atnvlla" ln»x)
2u(T) ;)

x p(xn+1(Arl,...,Arn; T — Tuiil, ... in X0), X0)

< rneaT ()‘T)n e—AT Tne_)LT ()"I;)n

p(x, x0) +
n!

)
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which gives
Prp(x, xp) <0p(x,x0) + 1"

with 0 1= @2+ DT [ and [N := 2TT—D,
Iterating condition (3.7) and taking into account condition (3.8) we obtain that for
any R >0
sup  sup Prp(x, xp) < o0.
x€B(xg,R) >0
To prove that (P;);>0 is averagely bounded fix an ¢ > 0 and let R > 0 be given. Let

B(xo,R
I > SUP,ep(xy. R) SUPr=0 Pro(x, x0) /6. If € M 0-®) " then

1 T
—/ R:‘;L(X\B(xo,r))ds
T Jo

1

T
:—// PA,*SX(X\B(xo,r))dsy,(dx)
T JxJo

T T X
=7 [ [ P ¢ Beomasnan < 5 [ [ agan
T Jx Jo T JxJo r

T S s P ,
:i// RYP(X’XO)dS/L(d)C)S UPy e B(xo, R) SUP;>0 Pr o (X, x0) .
T JxJo r r

The proof is complete. O

Lemma 3 If conditions (3.1)—(3.4) hold, then there is 7 € X such that the semigroup
(Py)s>0 is concentrating at it.

Proof Consider the iterated function system (w, p) = (w1, ..., wy; P1,..., pn). In
[17] it was proved that under conditions (3.1)—(3.2) it is asymptotically stable. Denote
by o its invariant distribution. Choose z € supp uo. Fix an ¢ > 0. Since the iterated
function system (w, p) is asymptotically stable, for any x € X we may find n, > 1
such that

P"8:(B(z,€/3)) = no(B(z,€/3))/2:= B forany n > ny,

where P is the Markov operator given by the formula Pu(-) = ZlN:] fwl—l(_) pi(x) x

p(dx). It was proved that the Markov operator P is nonexpansive with respect to
some Wasserstein metric (see [17]). To be precise, we proved that there exists a metric
0 in X equivalent to the metric p (equivalence means that any sequence converges in
p iff it is convergent in p) such that

[Pu— Pvllw <l —vlw forany u,veMi,

where

lw—vliw =sup{[{p, 1) — (0. V)| : 0 : X > R, [¢lloo < 1, |p(x) —0(»)| < 5(x, )}
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Criterion on stability for Markov processes applied to a model 91

From Lemma 3.1 in [17] it follows that we may find ng > 1 such that
P"OSX(B(Z, 28/3)) > B/2 for any x in some open neighbourhood O of K.

Denote by ]P’_Qno(to)() =P N2, (1)) /P(£2,,(tp)) for some #p > 0 and let Egno (t0)
denote the expectation with respect to the probability IP’QnO (to)- Diminishing O if nec-
essary and taking #( small enough we obtain

Eﬂno(to))lB(Z,E) ((I)x(to)) > PnO(SX(B(Z, 28/3)) >pB/2 forxeO
and consequently
Elp(,e ((Px(to)) > B(Atg)"0e 0 /(2ng!) forx € O. (3.9)

Fix x9 € X. Let A C X be a bounded Borel set. From the fact that K is an at-
tractor for (S(¢));>o there is ¢; > O such that S(t1)(x) € O for any x € B(xo, R).
Consequently,

Elo(®* (1)) =P(®*(11) € 0) = e forany x € A. (3.10)
Set
@ := B(r1g) e M 0T /(2.

From conditions (3.9), (3.10) and the Chapman—Kolmogorov equation we obtain for
arbitrary 1 € M

Pt n(B(z,8)) =/A]Elmz,e)(@x(to+t1))u(dx)

> [ Bla (@ @)ELo (@ ()u@n) = .
A
which finishes the proof that the semigroup (P;);>0 is concentrating at z. d

Proof of Proposition 3 From Lemma 1 it follows that the semigroup (P;);>0 sat-
isfies the e-property. It is also averagely bounded and concentrating at some z, by
Lemmas 2 and 3. Application of Theorem 1 finishes the proof. g
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