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Abstract

In the underdoped cuprates, superconductivity coexists with a rich variety of other
electronic orders. Understanding the nature of these orders, how they interact with one
another, and the mechanisms that produce them is key to understanding the electronic
behaviour of this important class of quantum materials. In this dissertation, we report on
the results from three novel experiments that used resonant x-ray spectroscopy to explore
the symmetry of the charge density wave (CDW) and other phases in La- and Y-based
cuprates. For the uninitiated reader, a brief theoretical description of the experimental
methods is also provided.

Theoretical proposals have suggested that CDW order in the cuprates may adhere to a
d-symmetry form factor, where charge on the O sites surrounding Cu in the CuO; planes
modulates out of phase and produces a quadrupolar local environment. This is supported
by STM measurements in BiySroCaCuy0Og., and Cay_,Na,CuO,Cly and resonant x-ray
scattering in YBayCu3zOgy, (YBCO). We conduct our own resonant scattering measure-
ments on La; g75Bag 105CuO4 and find evidence for a monopolar CDW, confirmed at both
the O and Cu absorption edges where the measurement selectively probes the respective
in-plane orbitals. Studying the (0 0.31 L) CDW peak at the Cu edge in YBCO, we again
find the same result. Furthermore, using an alternative measurement geometry that is
more sensitive to the symmetry of the CDW, we are able to contrast our results against a
previous study that was limited by experimental accuracy. Finally, we find a surprisingly
different symmetry at the (0.31 0 L) peak in YBCO that indicates the presence of orbital
order alongside simple charge order. Model calculations for this data propose a CDW with
significant in-plane anisotropy, or perhaps with a modulating orbital orientation.

Anisotropy in electronic structure that arises from strong correlations—classified as
electronic nematicity—has been observed in multiple cuprates, and whether or not this
electronic ordering phase should be suspected as a generic feature of the underdoped phase
diagram has become a topic of debate. Exploiting a unique structural distortion in the
La-based cuprates, we perform anisotropic tensor scattering (ATS) on resonance in samples
with a variety of isovalent and heterovalent dopings to investigate the relationship between
structure, CDW order, and electronic nematic order. In four of the five samples, we
observe a temperature evolution that is distinct from the structural distortion in the spectra
that corresponds to orbitals in the CuOs plane, indicating the presence of an electronic
nematic phase. Like CDW order, this phase often onsets at the same temperature as the
structural distortion, or else below the base temperature of our spectrometer. However,
the CDW is clearly seen to onset at a moderately lower temperature than the other phases
in Laj g5FEug.2Sr0.15Cu0y, revealing an enhancement in the electronic nematicity at Topw.
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We argue that the extent of the tilt in the structural transition, which varies with the unit
cell volume, could provide an underlying connection between the properties of the three
phases.

In an attempt to observe evidence of an electronic nematic state in YBCO, polarized
near-edge x-ray absorption spectroscopy is performed at the Cu L and O K edges in three
samples that span the material’s doping phase diagram: 6 = 0.335, 6 = 0.5, and = 0.999.
We argue that electronic nematicity could be observed as a relative change in the tem-
perature evolution of the unoccupied density of states projected along the crystal’s a- and
b-axes, perhaps as the spontaneous increase of anisotropy below a threshold temperature.
We report a modest reduction and broadening of many peaks in the spectra as temperature
increases, including at both absorption edges, all dopings, and all polarizations. Alterna-
tively, the peaks associated with the upper Hubbard band and the twin peaks in the c-axis
spectra increase. Substantial spectral weight also appears in the region just below the
upper Hubbard band. We propose that phonon coupling through a Franck-Condon mech-
anism could be responsible for the latter effect. The x-ray linear dichroism is calculated
between the a- and b-axis spectra, but only subtle changes to the anisotropy are apparent.
Ultimately, the presence of an electronic nematic phase cannot be verified, and our results
instead provide an upper-limit for the magnitude of any effects from such a phase on the
absorption spectra.
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Chapter 1

Introduction

At the beginning of 1986, physicists thought they understood superconductivity. The year
was just shy of the 30'" anniversary of the publication of the famous papers from Bardeen,
Cooper, and Schrieffer that explained the quantum mechanism by which electrons in a
solid can pair up to circumvent the Pauli exclusion principle and collapse into a many-
particle, energy-gap-protected wavefuction. '’ Unknown to the field, however, J. Georg
Bednorz and K. Alex Miiller, working at the IBM Research Laboratory in Zurich, were
about to make an historic observation while searching for evidence of superconductivity in
new materials. Studying copper oxide compounds (known as cuprates), they were unsure
of the likelihood of their success and chose to work almost in secret—experimenting after
hours with their colleagues’ equipment. ° After months of tests, they found success in a
sample of Las_,Ba,CusO53_,) that exhibited a superconducting transition temperature
as high as T, = 35 K at certain dopings."'’ This was 50% greater than the highest-
known transition temperature at the time™ "' and well above the expected natural limit.
Word of the discovery ignited a flurry of activity in dozens of research groups, and at the
following APS March Meeting of 1987 in New York, this result and several others like it
were presented to an overflowing crowd of two thousand people in a session that stretched
on past three in the morning. © Later that year, Bednorz and Miiller shared the Nobel
Prize.

Clearly, the potential impact that a high-temperature superconductor could make on
our world was not lost on the physics community then, and it continues to motivate re-
search today. Superconductors hold the key to advancements in a plethora of technologies
ranging from novel electronic devices, improved magnetic resonance imaging, more efficient
power transmission and generation, and (every physics lab instructor’s favourite example)
magnetically-levitated trains, to name only a few. However, the extremely-low transition



temperatures of conventional superconductors requires cooling with liquid helium, which
makes them woefully impractical in most situations. If a superconductor could be found
that operated with more conventional cooling methods, or even none at all, the practical
obstacles would be removed and a technological revolution unleashed.

While a room-temperature superconductor continues to remain the holy grail of con-
densed matter physics (i.e. mythological), it is not unreasonable to hold onto hope that the
quest may find a successful end in the near future. Over the past century, the record for the
highest-known 7 has continued to move—sometimes slowly and sometimes dramatically—
and many materials have been discovered that no longer require liquid helium (Figure 1.1).
In fact, just months after Bendnorz’s and Miiller’s inital report, the first cuprate known
to superconduct above the boiling point of nitrogen was already discovered (and in fact
the results were presented at the same March Meeting session'”*’). Today, a number of
cuprates are known to have a Tt well above 100 K, and this family remains a leading candi-
date to be hiding a yet undiscovered material that will break the room-temperature barrier.
After all, the current record, set in 2015, is surprisngly held by the conventional super-
conductor sulfur hydride with a 7. that exceeds 200 K when under 200 GPa of pressure.
This is more than an order of magnitude warmer than most conventional superconductors,
and thus in juxtaposition, the comparatively small factor of two separating today’s uncon-
ventional cuprate superconductors from room temperature could yet be achievable with
further understanding and technological progress.

Technological benefits aside, solving the problem of high-temperature superconductiv-
ity is enticing for its own sake. After three decades of intense study, the mechanism (or
perhaps multiple mechanisms) underlying unconventional superconductivity remains elu-
sive despite tremendous advances in our knowledge of the materials in which it inhabits.
The phenomenon has been measured in well over one hundred compounds' including
a vast library of cuprate perovskites, but it has also notably been found in iron-based
pnictides (first discovered in 2006” ) and an array of compounds under high pressure.
Hundreds of thousands of research papers (funded with uncountable grant money) have
been published on the topic, and it can be credited with driving important advances in
both experimental and theoretical techniques.”” Notably (but not comprehensively), it has
been the motivation for extensive research in and the further development of ARPES, neu-
tron scattering, STM, NMR, RXS, XRD, XAS, transport, quantum oscillations, and the
science of material growth and characterization. Similarly, myriad theoretical studies have
exploited and extended such tools as the Hubbard, ¢ — J, spin-fermion, and Landau mod-
els; resonating valence bond, loop current, intertwined order, charge and spin density wave
order, pair-density wave order, nematic Fermi fluids, and Ampearan pairing frameworks;
and quantum Monte Carlo, density matrix renormalization group, exact diagonalization,
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Figure 1.1: A history of the discoveries of superconducting compounds showing the accumulation
of known T¢’s over time. Conventional superconductors are shown as dark green circles, starting
with Onnes’ 1911 discovery of Hg. Cuprates are light blue diamonds, and the iron-based pnictides
are orange squares. (Figure adapted from Wikipedia.)



and dynamical mean field theory numerical techniques.

Clearly, the body of work upon which our understanding of the cuprates and other
unconventional superconductors has been built is enormous, and thus it is unfortunately
beyond the scope of this work to attempt to provide anything but the briefest of summaries
of the relevant physics, experimental considerations, material properties, and current state
of the sub-field relating to the research presented in the following chapters. It must in-
evitably be the case that important aspects of the field are absent from this text, for
which I can do nothing but ask for the reader’s understanding and forgiveness. It must
also be assumed that the reader has considerable general knowledge of the subject a pri-
ort, and the reader is encouraged to consult any number of excellent review articles that
are available in the literature to supplement their knowledge, if necessary. For example,
Refs. 29-35 are quite enlightening (though by no means exhaustive). In what remains of
this chapter, a very short review of superconductivity and charge ordering in the cuprates
is provided so far as to illuminate the motivations behind the studies presented in Chap-
ters 3-5. Summaries of those chapters—their objectives, experimental setups, results, and
interpretations—are then provided. Additionally, in Chapter 2, an overview of the theo-
retical foundations underlying the experimental techniques utilized in this dissertation is
given, which is required for an accurate interpretation of the discussed data.

1.1 Superconductivity in the Cuprates

BCS theory, ' along with the theories of Ginzburg-Landau """ and Eliashberg,”" es-
sentially show that in materials with itinerant electronic states, if any attraction exists
between electrons (no matter how weak) those electrons will bind together into Cooper
pairs with opposite spin and crystal momenta. In conventional superconductors, this at-
traction is provided via phonon-mediated interactions, which in a cartoon picture amounts
to a perturbing of the symmetry of the ionic lattice by a passing electron to briefly produce
a region of attractive, net-positive charge in its wake. In the cuprates, however, lattice vi-
brations are too weak to generate superconductivity by this mechanism far above about
30 K.”® Furthermore, the canonical example of conventional superconductivity occurs in
an isotropic Fermi fluid (i.e. a simple metal like aluminium), and it is not clear if and
how the theory can be applied to a ceramic Mott insulator with a crystal structure that
confines the superconducting charge carriers into quasi-two-dimensional CuO, planes (Fig-
ure 1.2). As correctly predicted by Anderson, this confluence of Mott-Hubbard physics
and low-dimensionality leads to fundamentally new behaviour that the traditional con-
densed matter frameworks available at the cuprates’ initial discovery could not accurately



describe.”"

Following the initial reports of superconductivity in the cuprates, evidence detailing
its peculiar properties quickly amassed. Omne of the most notable was that the order
parameter, proportional to the size of the energy gap, changes sign with direction, vanishing
at nodes along the quadruply-degenerate (0,0)—(m, ) direction (Figure 1.3). In a two-
dimensional system, this corresponds to an order parameter with d 2_,2-symmetry where
each pair forms with L = 2 angular momentum. "~ This is in stark contrast to the
isotropic s-symmetry of conventional superconductors that are devoid of internal angular
momentum” ™"’ and suggests a pairing mechanism based on solely electronic interactions.

Additionally, magnetism plays a very important role in the cuprates’ doping-dependent
phase diagram. Conventional wisdom would argue that superconductivity and magnetism
don’t get along due to the opposite spins necessary in Cooper pairing—a property that the
cuprates likely share with conventional superconductors. However, the prominence of mag-
netic interactions in the cuprates follows naturally from the half-filled Mott insulating state
of their parent compounds. The super-exchange interaction leads to antiferromagnetic or-
dering of the charge carriers’ spins below Néel transition temperatures as high as 500 K,
but upon doping (with either electrons or holes), magnetic defects are introduced that
destroy the long range order. Competing forces then lead to new spin and charge ordering
phases (see below). With sufficient doping, the high concentration of defects eventually
breaks up the Coulombic traffic jam, and metallic conduction can flow through the par-
tially filled Hubbard band (the upper Hubbard band for electron doping and the lower
Hubbard band for hole). Between this “overdoped” state of itinerant electronic bands
and the “underdoped” state of strong Coulombic repulsion that localizes electrons into
atomic-like orbitals with antiferromagnetic spin order, superconductivity emerges from the
compromise in a region with strong electronic correlations. On the underdoped side, as
antiferromagnetism is suppressed, magnetism can persist in manifestations such as static
magnetism or dynamic spin susceptibillity,”” and the precise nature of its evolution with
doping is likely intimately linked with the stability of the superconducting phase. In fact,
it has been argued that antiferromagnetic spin fluctuations may be the specific interaction
through which the superconducting electrons pair,” " perhaps similarly to what is seen
in some heavy Fermion superconductors.”” Whatever the case, however, it is certain that
a theory of superconductivity in the cuprates must take magnetism into account.

The most famous, and arguably most intriguing, difference between conventional su-
perconductors and the cuprates is the so-called pseudogap phase that resides above the
underdoped shoulder of the superconducting dome in the hole-doped (and perhaps electron
doped”’) phase diagram, identified in Figure 1.4.777"77%2%°% A concise description of the
physics in this region remains elusive, but its namesake comes from what appears to be a



YBa2 CU3 06 La2 CuO4

o D% D

% o * % O % Spacer Layer
tsst>ﬂb‘ﬁ:

° | ‘%‘ Plane(s) Layer

T%9 9, %

09 ° q, Bo% }oin

e " u%n
0000

Y Ba La Cu O

Figure 1.2: General crystal structure of the cuprates, illustrated with two widely-known, undoped
parent materials: YBCO (left) and LCO (right). All cuprates share a similar layered structure
with one (LCO) or more (YBCO) CuOg; planes that run parallel to the a and b crystallographic
axes (roughly highlighted in gold to guide the eye), and spacer layers in-between composed of
rock salt oxides (lavender). Superconducting charge carriers reside primarily in the planes, while
the spacer layers provide a “reservoir” of charge that dope electrons or holes into the planes.



Figure 1.3: ARPES spectra showing the angular dependence of the energy gap in underdoped
(a,b) and overdoped (c) BigSraCaCuyOgys in the first quadrant of the Brillouin zone. At tem-
peratures below 7t (blue and green lines), the d,2_,2 node where the gap vanishes is clearly seen
along the (m,m)-direction. Above T¢ (red), the spectra “smear out” to create gapless Fermi arcs
at the nodes, but the gap at the antinodes shows little change until the temperature is increased
much further to approach T*. (Figure adapted from Ref. 17.)
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Figure 1.4: Schematic of the cuprates’ generic phase diagram as a function of doping. Antiferro-
magnetic order (red), superconducty (blue), and magnetic order (green) phases are shaded. The
charge carriers can be either electrons of holes, though the existence of the pseudogap in electron-
doped materials is less well established. Additionally, the superconducting dome is much larger,
with both a broader range of carrier concentrations and higher 7., and the antiferromagnetism
extinguishes much more quickly for hole doping. (Figure adapted from Ref. 31.)

gap opening up in the Fermi surface below a critical temperature 7%. ARPES measure-
ments clearly witness a gap-like feature with a similar symmetry as the superconducting
order parameter, but it mysteriously maintains the same magnitude above and below T,
with only a filling-in of the density of states inside the gap as temperature increases (see
Figure 1.3)."»7"77 As a result, excitation spectra exhibit broad, enigmatic peaks above
T..”" Furthermore, the precise location of T* as a function of doping appears to vary
somewhat depending on the experimental technique being used,”” but a discernible change
at an upper phase boundary is almost universally observed across probes of the electronic
structure.””

Theorists have struggled to devise a robust description of the pseudogap that can ac-
count for the large body of experimental results as a whole, but leading theories have fallen
into two categories. In the first, the pseudogap is proposed to be a precursor to super-
conductivity. The phase is “attempting” to form at temperatures above 7., but is unable
to fully materialize. As a result, some of its signatures are recognizeable in experiment
while others remain absent. The dominant example of this centres around coherence of the
superconducting wavefunction, which is required for electrons to fall into the many-particle
condensate.” Essentially, it is predicted that the electrons begin pairing at temperatures
as high as T™, creating the characteristic gap in the excitation spectrum, but thermal noise
prevents widespread coherence until the system is cooled to T, at which point long-range



superconductivity can develop. If correct, this theory would predict the presence of su-
perconductivity on short scales of time and distance in the pseudogap region, and indeed
some evidence for this has been found at temperatures moderately above T,.”"

The second category of theories claims that the pseudogap is evidence of one or more
electronic phases that are distinct from superconductivity appearing at temperatures above
T.. These phases could produce features of the pseudogap directly, or they could do so
indirectly through their interactions with superconductivity. Substantial evidence for this
scenario has too been found, specifically in the form of charge and spin density waves.
Tranquada and collaborators were the first to witness direct evidence via neutron scattering
in Laj _,Ndg4Sr,CuOy4, where it is now known that the famous “stripe order” occurs
across materials in the La-branch of the cuprates.”" This phase constitutes a combination
spin-and-charge density wave that collects the plane layer’s doped holes into rivers of
charge that serve as an antiphase boundary separating regions of antiferromagnetism. (For
a detailed description of the stripe phase, the limits of the theoretical model, and the
body of experimental evidence, we refer the reader to a comprehensive review such as
Ref. 29.) At the time, it was not known if such a phase was universal in the cuprates or
a peculiarity of La-based compounds, with the latter possibility bolstered by the presence
of a strutrucal phase transition that typically occurs at the same onset temperature and
is unique to this branch of the cuprates (see Chapter 4). Furthermore, the stripe model
is expected to be intrinsically stable at a doping of 1/8 holes per unit cell, and the La-
cuprates coincidentally experience a suppression of T, at that doping (the so-called 1/8
anomaly) that is far more dramatic than anything seen in other compounds. After almost
ten years of debate, the phenomenon of density wave ordering was at last found in other
cuprates, namely BisSroCaCuyOgys°° and Cag_,Na,CuO,Clsy,”” using scanning tunnelling
microscopy. However, the absence of an ordering peak in diffraction experiments left
room for prudent skepticism about the interpretation of these discoveries, especially with
respect to their comparibility with other cuprates.”” Finally in 2012, after previous studies
on the Y-based cuprates had come up empty,”” clear evidence of electronic ordering in
cuprates outside the La-branch was discovered as a charge density wave in YBayCuzOg.ys
by Ghiringhelli et al. using resonant x-ray scattering,”” followed by further characterization
and study by our group and others.” ™ """

After additional studies of the materials just discussed, as well as the observation of
charge order in a Hg-based cuprate” and the onset of stripe order in some La-based
cuprates at temperatures distinct from the structural transition,’’ it is now believed that
charge density wave order in the underdoped regime of the hole-doped cuprates is in fact a
generic phenomenon,” """ and our understanding of the cuprates’ complex phase diagram
has needed to evolve (Figure 1.5). Intriguingly, the maximum onset temperature at which
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Figure 1.5: An updated version of the hole-doped cuprates’ generic phase diagram showing the
newly-accepted features of charge ordering on the underdoped side of the superconducting dome
with onset temperature below 7™ and superconducting flucuations at moderate temperatures
above T.. It is an open question if the origins of the pseudogap can be traced to one, both, or
neither of these phenomena. (Figure adapted from Ref. 51.)

ordering occurs as a function of doping roughly coincides across the cuprate family tree
(Figure 1.6(a)), specifically optimized above the notorious 1/8 dip in 7,. This suggests
that the phenomenon competes with superconductivity. Furthermore, experiments have
shown that the strength of the charge ordering decreases at temperatures below the onset
of superconductivity and increases when superconductivity is weakened with a magnetic
field.”" It is thus becoming widely accepted that competition with superconductivity is
a universal hallmark of the phase.””“" In addition, as can be seen in Figure 1.6(b), the
wavevector at which the ordering occurs, which is consistently incommensurate with the
crystal lattice, has been mapped out as a function of doping and takes on different ranges
of values between branches of the cuprate family. While the Y- and Bi-based compounds
show a monotonic decrease with carrier concentration, the La-based materials show an
increase with a sudden change at 1/8 doping that is likely directly related to its unique
stripe order pattern.

While our understanding of the cuprates and their electronic ordering phases has in-
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Figure 1.6: Characterization of charge density wave order in the hole-doped cuprates, with the
Bi- (pink), Y- (orange), La- (green), and Hg-based (brown) compounds separately indicated
for comparison. (a) The onset temperature has different values between material branches but
optimizes around the same doping value of 1/8. (b) The incommensurate wavevectors are shown
as a function of doping, measured with both real space (hollow) and momentum space (solid)
probes. A different pattern of behaviour identifies each branch. The La-based compounds stand
out with an increasing wavevector with doping and a kink at 1/8. (Figure adapted from Ref. (1.)
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creased remarkably since their early discoveries, important questions endure. While the
presence of charge density wave order appears to lower T¢, it is unclear if the two phases
share a common origin. Questions also remain about how the two phases interact on the
microscopic level; for example if they exhibit phase separation or spatially superimpose.
Is it possible to design a cuprate with suppressed charge ordering and enhanced T, and
does optimization require the elimination of charge order or a proper balance between the
phases? Theories about stripe order in particular have suggested that the congregation of
charge carriers could induce pairing that might explain the opening of the pseudogap at
high temperatures, followed by superconducting fluctuations and large-scale superconduc-
tivity as temperature decreases,”” ~ " but they remain open areas of research. Another
question of significant importance is whether or not other ordering phases are waiting to be
found in the phase diagram. After all, substantial parameter space remains where charge
density wave order cannot explain the observed phenomena of the pseudogap (Figure 1.5).
In particular, the cuprates have been described in terms of an electronic liquid crystal
where multiple phases that originate from strong correlations may appear at differing tem-
peratures and pressures. A nematic phase, for example, where the electronic structure
spontaneously breaks rotational symmetry, has been theorized to explain some of the mea-
sured properties (see Chapter 4). The research presented in this thesis aims to elucidate
some of the mysteries surrounding these questions in the hope that incremental progress
toward a robust understanding of the universal properties of the cuprates can be made.
We specifically focus on electronic ordering in the La- and Y-based hole-doped cuprates:
their symmetry and the potential relationship between charge density wave and nematic
phases.

12



Chapter 2
X-Ray Spectroscopies

For over a century, X-ray spectroscopy has proven to be a formidable tool for the study
of materials. Beginning as a way to determine crystal structures, modern advanced x-ray
techniques are routinely used to study a plethora of subtle and intricate charge, spin, and
structural phenomena in both static and dynamic domains. In this chapter, the theories
behind three well-established techniques are explored in an effort to lay the ground work for
the experimental studies presented in later chapters. X-ray absorption spectroscopy (XAS)
is discussed first. This begins with a semi-classical description and a quick overview of two
common methods for performing XAS experiments in the soft x-ray regime. The origins
of XAS are then described from a purely quantum mechanical prospective before moving
on to the technique of x-ray diffraction (XRD). Here again, the classical Bragg-equivalent
description is provided before wading into the more complicated details of resonant x-ray
scattering (RXS) that require a quantum mechanical treatment. Finally, x-ray photoemis-
sion spectroscopy (XPS) is briefly described in terms of its similarity and complementarity
to XAS.

2.1 X-Ray Absorption Spectroscopy

X-ray absorption spectroscopy (XAS) is a common experimental method for studying elec-
tronic structure. At its simplest, it is the study of the most intuitive channel of interaction
between light and matter: how a beam of photons is absorbed when passing through a
collection of atoms. However, by developing a thorough understanding of the subtle intri-
cacies involved in this quantum mechanical process, XAS continues to provide a wealth of
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Figure 2.1: The process of x-ray absorption demonstrating the exponential attenuation of the
incident beam I governed by absorption coefficient p. (Figure adapted from Ref.32.)

information to physicists and the wider scientific community. While long-established tech-
niques like extended x-ray absorption fine structure (EXAFS)'""" and other nonresonant
studies remain a powerful tool for the characterization of structure and composition, we
shall focus our discussion on the x-ray absorption near-edge structure (XANES), which
examines the absorption profile in the close vicinity around atomic resonances and directly
reflects the local electronic structure and bonding environment. We begin this section
with a semiclassical review of absorption and the basic equations that govern its spectra,
followed by a discussion of some of the subtle points surrounding more robust quantum
mechanical descriptions and resonant effects. For a more thorough overview of XAS, we
direct the reader to Refs. 79—

2.1.1 The Absorption Coefficient

The process that governs the absorption of a photon by an atom is quantum mechanical
and therefore probabilistic. Thus, if an x-ray beam of intensity I is shone through a crystal,
the amount of light absorbed from the beam will be proportional to I. More precisely, for
an infinitesimal sample of thickness dz, we can write

dI(x)

o = #d@) (2.1)

where the proportionality factor u is known as the absorption coefficient. Integrating this
equation over a finite sample, and defining our initial beam intensity as Iy, we find the
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solution
I(x) = lye ™™ (2.2)

known as Beer’s Law,”’ which clearly describes an exponential attenuation with distance
travelled into the sample. Note that p is a material-specific property, and in general it
can be anisotropic such that it changes with the direction and polarization of the photon
beam.

While Equation 2.2 provides a nice summary of the evolution of an x-ray beam, it
does not provide any hints to the processes that give rise to the absorption, how p can
be calculated, or any consequential effects to the crystal. For these, we must turn to
microscopic theories of the crystal’s electronic structure, of which the one-electron model
provides a good starting point to visualize the process.

2.1.2 The One-Electron Model

Depicted in Figure 2.2, the one-electron model is a semi-classical theory of photoelectric
absorption.”” """’ An atom in the material exists initially in an unexcited ground state with
electrons possessing energies &£ until an incident photon of energy Aw promotes one of the
electrons into a previously-unoccupied state above the Fermi energy, ep. If hw-+& is greater
than the vacuum energy &£,,., the electron will enter an unbound, continuum state and have
the chance to escape the material, with the likelihood of it doing so without reabsorption
decreasing exponentially with its starting distance from the surface. If hw + &, < Eyac, the
electron will instead reside in a bound state with energy & .

Of course not all energies below r correspond to an electronic state in the material,
and the absorption spectrum as a function of photon energy will reflect this. Specifically,
as the incident energy is increased from zero, the absorption spectrum will undergo step-
like increases at discrete values whenever hw becomes sufficiently large so that a transition
between two states becomes initially accessible (Figure 2.3); i.e. whenever iw > & — &.
This step-up in the observed intensity is known as an absorption edge. For x-ray studies, hw
is much greater than the span of unoccupied states &,.. — ep, which implies that the initial
states must be deeply-bounded core states: atomic-like orbitals bound tightly around the
element’s nucleus and existing at discrete energies. Therefore, the absorption spectrum
will materialize as a sequence of edges whose locations are dictated by the binding energy
of the core states, and each edge will be superimposed with a fine-structure of resonances
(the XANES spectrum) that reflect the energy-dependence of the unoccupied states. In
other words, the spectrum will be smooth except when hw ~ & for core states, k, where it
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Figure 2.3: Example XAS spectrum of the O K-edge in YBasCu3Og.335. Notice the step increase
around 536 eV indicating the location of the absorption edge. The dramatic modulations sur-
rounding the edge-step are due to the projection of the density of unoccupied states (XANES),
followed at higher-energies by interference oscillations from scattering off nearby atoms (EXAFS).

will show a steep rise and fine-structure modulations reflecting the available states between
er and Eyue.

This behaviour is reflected by the Sommerfeld notation used to label edges, which
was developed alongside early experimental observations.” Here, each absorption edge is
identified by the core state from which it is excited by mapping its atomic-like principle
quantum number to a letter (n =1,2,3... = K, L, M ...), as well as a numeric subscript,
if necessary, that corresponds to the edge’s rank in descending binding energy for states
with that n. For example, an excitation out of the 1s core state gives rise to the K edge,
25 to the Ly edge, 2p; /2 and 2ps3/; to the Ly and L3 edges, respectively, and so on.

2.1.3 Fluorescence and Electron Yield Techniques

After a short time period, the excited electron will decay, and the system will return to
the ground state, most likely with the excited electron falling back into the hole that its
absence created. If it does so in a single transition, the process is said to be elastic, and
the energy will be released via the emission of a new photon, again with energy Aw, or
be donated to a second electron that, if it starts in a valence state near g, may enter
a high-energy continuum state and escape the material with substantial kinetic energy
(an Auger process). The energy may also be released through multiple steps that can see
the generation of one or more photons, ejected electrons, and/or phonons in the material,
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Figure 2.4: The geometry of the TFY measurement technique used in soft x-ray XAS. If the
emitted particle is an electron instead of a photon, it contributes to the TEY signal. (Figure
adapted from Ref. 87.)

each with energy < hw, and the process is then classified as inelastic. These by-product
processes, elastic or inelastic, are exploited when measuring absorption edges in the soft
x-ray regime (less than ~ 2000 eV). Since the photon attenuation length at those energies
is on the order of a couple of microns, it is impractical to prepare samples sufficiently thin
for transmission studies where the beam is measured directly after passing through the
sample. Instead, the photons and electrons that are back-emitted from the same surface
as the beam enters are measured.! This is relevant to the cuprates, for example, whose
O K-edge (~ 535eV) and Cu L-edge (~ 930 eV) probe the superconducting charge carriers
in the CuO, planes.

In the subsequent chapters, fluorescence yield (FY) and electron yield (EY) techniques
are employed where the rate at which photons and electrons, respectively, are emitted
from a sample are counted as a function of incident photon energy.” " Specifically, we
employ “total” yield techniques because all emitted particles, irrespective of their energy,
are recorded and counted. In “partial” yield techniques, which are also commonly em-
ployed, the energy of the detected particles are discriminated to provide an additional
dimension of analysis. When normalized to the incident beam intensity, all of these mea-
surements should produce a spectrum that is proportional to the absorption coefficient
1 (Awincident s Pvmeasured)- 7 The details, approximations, and experimental considerations
that underline that assertion are deep subjects that can (and do) constitute entire text-
books, and we must omit them from this dissertation. However, to appreciate the results

IFor the fluorescence process, photons are emitted in all directions fairly uniformly due to their small
momentum relative to the electronic states. For electron emission, the current depends on the crystal
momentum state, k , from which they originated. The angular distribution can therefore reveal a substantial
amount of additional information about the material’s electronic structure, as is commonly exploited in
angle-resolved photoemission (ARPES).
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presented later, the reader should be aware of a few key facts surrounding TEY and TFY.
First, TEY is highly surface-sensitive, as the penetration depth—which determines the
depth of the measurement—of electrons produced with soft x-rays are on the order of
nanometers.”"" Furthermore, TEY requires samples with sufficiently high conduction to
avoid the build-up of positive charge on the surface as electrons are removed that can
distort the results with unusual backgrounds. TFY, on the other hand, is considered rep-
resentative of the bulk and is accurate for both conducting and insulating materials, but
it suffers from self-absorption effects.!”” Essentially, the measurement geometry and sharp
variations in g around absorption edges can destroy the proportionality of the measure-
ment and cause peaks in the spectra to appear compressed in an effect known as saturation.
Specifically, the spectrum follows the relation:?

I(measured) 75\ (51)
Iy S fot (Ei) + pot(Er)g

(2.3)

where & and &£ are the incident and measured photon energy, respectively, A denotes the
contribution of the absorption coefficient from a particular & — & transition (say, the
K-edge), pos is the total absorption coefficient, and

_sina
9= sin 3

is a geometric function that depends on the angles a and g between the sample sur-
face and the incident and emitted beams, respectively. The choice of the experimen-
tal geometry, g, will therefore have a strong influence on the height of the absorption
peak. For example, a small g that corresponds to grazing-incidence/normal-emission im-
plies that I/1y ~ pux(&)/pot(E;), and conversely a large g that corresponds to normal-
incidence/grazing-emission gives I /Iy ~ px(&;)/ot(Ef). Furthermore, the chemistry of
the sample is also important since o is a function of the absorption coefficients of every
species in the sample, including py. In some scenarios, then, such as a small ¢ and a
high-concentration of the resonating species (ptor ~ f2), the height of the absorption peak
can be substantially reduced, and care must be taken if an accurate intensity measurement
is required. (For further discussion, we direct the reader to Refs. 79,81,91.)

(2.4)

ITEY also experiences self-absorption effects, but that is rarely considered its most important drawback.
2 Assuming an infinitely thick sample.
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2.1.4 The Configuration Picture

The one-electron model is often repeated in the literature due to the ease with which it can
be visualized, but it leaves out some important subtleties that can have significant effects
on real scattering measurements. An important example is that the electron is imagined to
be moving up and down the atomic energy levels while the rest of the atom remains static.
In reality, the other electrons will of course adjust to the change, and in particular they
will relax around the newly created core hole. It is more accurate to consider the process
within the context of the configuration picture, where all of the orbitals are described
collectively by a multi-electron wavefuction (see Ref. 92). The effect of absorbing a photon
must then be imagined as changing the configuration of electrons from a ground state into
some excited, higher-energy configuration. The choice of basis set with which to build
the wavefunction such that it is accurate but also calculable within the limits of modern
computing is an active subject of research, but often it resembles a set of hydrogen-like
atomic orbitals. Thus, some versions of the configuration technique are known as a linear
combination of atomic orbitals (LCAO) method. For strongly bonded atoms, an LCAO
method can be built from a basis set that spans many atoms, and thus it can capture
itinerant character of the electronic states and how interactions across bonds are affected
by the absorption of a photon.

It is important to note here that the nature of an LCAO orbital can be substantially
different than the hydrogen-like orbitals from which it is constructed. Despite this, the
convention in physics is to identify each orbital and configuration by its atomic approxi-
mation. For example, valence electrons around a Cu atom in the CuO, planes of a high-T.
superconductor are said to be in 3d orbitals. This nomenclature quickly communicates
important information about the orbital’s symmetry and approximate binding energy, but
it hides other information such as the degree to which it hybridizes with neighbouring
O 2p orbitals and delocalizes throughout the crystal. For the core orbitals that the unex-
cited electrons start in, however, they are so tightly bound to the nucleus that they mimic
hydrogen-like orbitals far more closely, and the improvements provided from calculating a
proper LCAO orbital are modest at best. Thus, overall the reader is cautioned to appreci-
ate the convenience of this shorthand, but also to avoid an over-interpretation of what it
conveys.

A quick example can be helpful in elucidating the usefulness of the configuration picture
for more than just quantitative adjustments. In an x-ray absorption experiment of the L-
edge in a 3d transition metal, the one-electron picture shows a 2p electron being promoted
to an empty 3d orbital (Figure 2.2). A 2p orbital has ¢ = 1 angular momentum, and the
electron has s = 1/2 spin, which results in a total angular momentum of either j = 1/2 or
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j = 3/2. The final state has £ = 1 and s = 1/2, which means j = 3/2 or j = 5/2. Thus, due to
modest energy splitting between momentum states in each orbital, four L-edge resonant
peaks should appear. The spin-orbit coupling for the 2p states is roughly 15 eV, which
creates two well-separated peaks Ly and L3, and for the 3d states it is about 50 meV, which
slightly separates each of the L, and L3 peaks into narrow doublets.”" Indeed, this is what
is seen in experiment, however there is conceptually a critical problem. The initially full
2p shell has no net orbital momentum and thus does not experience spin-orbit coupling.
The situation must be reconsidered in the configuration picture, where it is specified as
2p%3d™ — 2p°3d™H! to indicate the partially-filled and active orbitals. The final state has a
multi-electron wavefunction with an additional electron in the 3d-like shell and one hole in
the 2p-like shell. Both the excited electron and the hole will experience spin-orbit coupling
in their respective bands, and that leads to the 4 possible absorption resonances seen in
experiment. Thus, this is a typical example of how the one-electron picture is used as
an easy way to visualize the transition and as a guide to the correct qualitative results,
but the configuration picture is required for a robust explanation of the physics and for
more-accurate quantitative predictions.

2.1.5 A Quantum Treatment of Absorption

We now depart from our qualitative overview of the absorption process to delve into a
quantitative theory that can be used to calculate spectra quantitatively. Influenced by
an incident photon beam, the probability per unit time that an electron will undergo a
transition from an initial state |i) with energy &; to a final state | f) with energy &; is given
by Fermi’s Golden Rule™"

abs 27 )
TS = S5\ f Hiueli)  5(E: = €1)p(E5) (2.5)

where H,y, is the interaction Hamiltonian, p(€y) is the density of states per unit energy of
the final wavefunction, and energy conservation is enforced by the presence of the Dirac
delta function. Note that the states to which we refer are all-encompassing in the sense
that they contain the photon and the entire atom.

To calculate ﬂ?bs), we examine the form of the interaction Hamiltonian in Equa-
tion 2.5,% given by™"
2

(& (&
Huu = 3 (25 b Al )+ 5 Al ) - Alrn)) 26)

(2

!Scattering from the nucleus is negligible.
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where p; and A(r;,t) are the momentum and vector potential operators, respectively, and
the sum is over each electron, i. Note that relativistic terms in Equation 2.6, which govern
the spin interaction, have been omitted since their magnitude scales as hw/mc?, which is
negligibly small for soft x-rays.” With the electromagnetic field in quantized notation, we
have

Alr.t) = A0 %ej (ars(0)e™™ +al (0 *") (2.7)

where a] ;(t) and ay (1) are creation and annihilation operators, respectively, of photons

with wavevector k and polarization vector €. The prefactor

2mhe
\%

Ay = (2.8)

is a constant where V' the volume of the quantization box.

Substitution of Equations 2.6 and 2.7 into Equation 2.5 yields the result of the interac-
tion. However, simplifications can first be made using some physical restraints. The second
term in Equation 2.6 is quadratic in A and therefore contains even numbers of annihilation
and creation operators. In other words, this term changes the number of photons in the
system by 0 or +2. The first term, which is linear in annihilation and creation operators,
must therefore be responsible for all single-photon absorption and emission events, and we
may neglect the second term. We thus find that the absorption process is governed by

H(abs) :AO €

int

MeC
i’j’

1 ikr
E ﬁak,j(t)(e -p;)et T (2.9)

The exponential factor can then be expanded in a Taylor series to obtain

H.(abs) :AO €

int

> st l(e-p) + ile- Pk 1)+, (2.10)

MeC

The first term in brackets in Equation 2.10 governs dipole transitions, the second term
quadrupole transitions, and so on. With a few notable exceptions,® all transitions of interest
are dominated by the dipole interaction,” and we need only retain the first term. This
is known as the dipole approximation, and it is valid when the wavelength of the photon
is large compared to the size of the electronic orbitals which it perturbs. Specifically,
r < 1/k, and the electric field vector is approximately constant across the system at any

!Pre-edge peaks in the K-edges of 3d metals and L-edges of rare earths.
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instance of time. For soft x-ray scattering, the wavelengths are of the order ~ 1 nm, and
the size of say, an initial-state core 2p orbital is on the order of 0.01 nm. So we have an r
at least an order of magnitude smaller than 1/k, and the condition is well satisfied.

We now introduce the absorption cross-section, which is defined as the probability of
an interaction event per unit time per unit flux of the incident beam,

‘(;Lbs)
(abs) — 2.11
ol = L (211)
Combining Equations 2.5 and 2.10, this leads to

o = dnachu] (fle - vli) [%5(E — £/)p(€)) (2.12)

where ay & 1/137 is the fine structure constant. The absorption spectrum can be calculated
by performing an integral of this cross-section over energy, and we arrive at our final goal:

1@ — 40k (fle - i) |2 (2.13)

Thus, we have a method for calculating the x-ray absorption that explicitly takes into
account the electronic properties of the system and the details of the photoabsorption
process.

An alternative way to define ¢®) is as the average number of absorbed photons per

atom exposed to the beam, normalized to the number of incident photons per unit area.
From Equation 2.1, the number of absorbed photons as the beam travels an infinitesimally
short distance dz through the sample is u/(z), and so if we denote the number density of
atoms in the sample as n, then we have the simple relation

p=o@p, (2.14)
An equivalent method for calculating the absorption is thus given by
1@) o [yemhe, (2.15)

which becomes an equality in transmission mode.

The amplitude of the matrix element in Equation 2.13 is determined by the degree
of overlap between the initial and final quantum states |i) and |f), modulated by € -
r. The overlap becomes very strong when the energy of the two states match precisely,
i.e. when the photon’s energy is exactly the difference between the two orbitals. This
condition is called resonance, and it greatly enhances the absorption at that specific energy:.
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Therefore, an absorption edge is comprised of not just a step increase, as predicted in
semi-classical models, but also a sharp peak with a strictly quantum mechanical origin
(Figure 2.3). Furthermore, as explained in Section 2.1.2, the fine structure of an XAS
spectrum near an absorption edge correlates with the material’s unoccupied density of
states such that the spectrum will contain a series of resonant peaks that identifies the
energies of each unoccupied state, and the largest peak, indicating the nominal position
of the edge, corresponds to the energy required to eject electrons into unbound vacuum
states.

The photon’s energy is not the only tunable parameter that affects the amplitude
of the absorption. The orientation of the incident photon is also important, specifically
through the polarization dependence of € - r. The unoccupied electronic orbitals can be
spatially asymmetric, and in such cases they overlap to a greater or lesser extent with the
atom-plus-photon initial state depending on the relative orientation of the eletromagnetic
oscillations of the photon. Basically, if the photon’s polarization is parallel to an antinode
of the unoccupied state, then the oscillations couple well to that final state and increase
the strength of the excitation. If it is parallel to a node, however, then the coupling
is weak. Therefore, resonant XAS spectra are, in general, polarization-dependent. This
sets resonant studies apart from nonresonant, where the intensities of absorption spectra
are determined only by the step-increases at absorption edges and are independent of
polarization.

Finally, we should also note that the well-known dipole selection rules apply to these
transitions.” """ Specifically, resonant peaks occur only if the transition between the
initial and final states ensures that the change in orbital angular momentum Af¢ = +1,
change in magnetic quantum number Am, = 0, +1, and the change in spin Am, = 0.

2.2 X-Ray Diffraction

When a collimated beam of x-rays interacts with the periodic lattice of a crystal, the beam
will diffract and experience constructive interference along discrete directions determined
by the well-known Bragg’s law

2dsinf = nA (2.16)

where d is the distance between atomic planes, # is the angle the atomic planes make with
the incident beam, A is the beam’s wavelength, and n is a positive integer indicating the
order of the diffraction. Of course, this is equivalent to the Laue condition

clF=F)R _ (2.17)
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where k = 27 /X is the incident beam’s wavevector, k' is the wavevector of the emitted
beam, and R is any vector in the crystal’s Bravais lattice.

These elementary forumlae predict the location of Bragg peaks in a crystal’s reciprocal
space, but they say nothing about the intensity and shape of such peaks. In fact, they
assume a measurement of infinitely large, perfectly aligned crystals at zero temperature
made up of atoms that behave like point scatterers, and thus they predict peaks that are
infinitely sharp and bright. To understand the real profiles of diffraction peaks measured
in experiment, the convention is to begin with the intuitively constructed formula

do

I = IynAQ (E) (2.18)

where [j is the intensity of the incident beam, n is the number of scatters (usually the
number of unit cells) per unit area, A2 is the solid angle subtended by the detector,
and the last term, do/dS2, is the modulation of the efficiency at which a crystal scatters
the beam toward the detector. This quantity is called the differential cross-section, and
it is defined as the intensity of the scattered beam as a function of angle, normalized
to the power per unit area of the incident beam (i.e. normalized to the incident beam’s
irradiance). The interesting physics of the material are found in this final term alone, and
the others, which are particular to the setup of each individual experiment, are typically
normalized out or otherwise ignored when the data is analyzed. To understand the results
of a scattering experiment, then, is to effectively understand the nature of the differential
cross-section, and we do so by exploring its origin in the following sections.

2.2.1 Scattering from Electrons

The expression for the differential cross-section can be derived from a simple model of
atoms in a crystal exposed to an x-ray beam. To begin, we briefly review the classical
description of scattering off a single electron and how that model can be extended to many
electrons.

The incident x-ray beam can be described as an electromagnetic field of the form
E(7,t) = & Bye i@tk (2.19)

where € is a unit vector pointing along the direction of polarization. This field causes
the electron to oscillate along € at frequency w, at which point it will then emit another
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electromagnetic wave of its own, given by!

. 62 eik’r’ . . .
By =—— ¢ <k; X E(t)) K (2.20)

degmec® 1!

Wl »

where the indicates emission, p(t) is the electron’s dipole moment, and E (t) is evaluated
at the location of the electron. From here, it is conventional to define the scattering
length and its square, the scattering area. In the classical picture of particles bouncing off
one another like billiard balls, the introduction of these quantities makes intuitive sense.
Though that’s less the case for the modern picture, they persist in the formalism for their
mathematical convenience. For our purposes, the scattering length is defined as

re—k- ¥

fEe)=————E"¢, (2.21)

and the differential cross-section is defined as the scattering area,

(4) =1reerr o)

Note that if the incident wave takes the form e“;'?, then the scattered wave is o< f etk T

For the case of scattering from a single-electron, we find

fle(g; g/) =To g gl, (223)

do
(d_Q)le o 7, (2.24)

where 79 = €?/4megmec? is the classical electron radius, also referred to as the Thomson
scattering length.

and

For a system with multiple electrons, the elementary rules of Bragg diffraction apply;
the emitted waves from each electron will superimpose, with the constructive or destructive
nature of that superposition determined according to their relative phases. The phase, in
turn, is calculated from the difference in each wave’s path-length and the 7 phase shift?

!Note that a complete treatment should also include a term in Equation 2.20 from spin scattering by
the magnetic field of the incident wave. However, it can be shown”* that the this effect is only about 0.1%
as large as the intensity from charge scattering at the soft x-ray energies of interest here, and it is safe to
neglect.

2Note the minus sign in Equation 2.20.
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imparted at the scattering event. The effect on the final intensity of the scattered beam
at the detector is accounted for by the introduction of a form factor given by

F(@) =9, (2.25)

where Cj = k — k' is the momentum transfer of the scattering event, and 7; is the location
of electron . F(Q)) can be interpreted as the unitless Fourier transform of the electronic
positions, and thus it encodes the local geometric structure.

The scattering length for this system then becomes
f=re@FQ), (2.26)

and the differential cross-section becomes

do 2 12 V12
— | =ri|e- €| F 2.27
(G5) =l ePIF@ (2.27)
which is the general form for these quantities in all systems for non-resonant scattering
processes.

2.2.2 Scattering from an Atom

These basic concepts can now be extended to model scattering from an atom. Implicit in
our free-electron model was that the electrons exist at single points in space, but electrons
around an atom of course exist in spatially distributed wavefunctions. We thus modify
Equation 2.25 as follows:" """

F(Q) = / o9 dr (2.28)

where p(7) is the charge density of the electrons around the atom. This equation applies
when dealing with either a classical electrostatic density or a quantum probability wave-
function for p(7), and inserting this form factor into Equations 2.18 and 2.27 immediately
generates the scattering intensity.

INote that although photons scatter off any charge density they encounter, scattering from the nucleus
can be neglected. For x-ray energies, the heavy nucleus doesn’t oscillate appreciably in the short time that
it interacts with the photon’s electromagnetic field, and thus any added intensity to the detected signal
from nuclear scattering is negligibly weak.
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Clearly, Equation 2.28 is simply the continuous version of the discrete Equation 2.25,
and the case of discrete electrons can still be accounted for simply by choosing an appro-
priate form of p(7):

p(r) = 6(F = Ti) (2.29)
where 6(7"— 77) is the Dirac delta function that is nonzero at the electron positions 7;.

It is the intent of this section to provide a simple and general explanation for the
origin of the atomic form factor, for which Equation 2.28 fits the bill. However, the reader
should be aware that calculating an accurate F' (@) can often be a complicated problem of
quantum chemistry, as the nature of the atomic orbitals—particularly for materials with
strong electronic correlations such as the high-T,. superconductors—may only be known
with modest precision. Luckily, the results of an x-ray scattering experiment, even for the
case of resonant scattering (see Section 2.3), rarely requires such an in-depth knowledge.
Instead, as will be explained later, only the underlying symmetry of the form factor (and
thus the differential cross-section) may be of interest, and for that we need only begin with
a solid understanding of the physical meaning of these quantities, which Equation 2.28

provides.

2.2.3 Scattering from a Lattice

Extending our model larger again, we now consider scattering from a collection of atoms.
Like the case of multiple electrons, we consider our atoms to be point scatterers arranged
at positions 7;. The complications and subtleties of the wave-like nature of the atomic
orbitals are safely contained in Equation 2.28, and we lose nothing by ignoring them at
this stage.

In analogy to Equation 2.25, we can thus write our form factor as

—

S(Q) = Z F(Q)e 9. (2.30)

The exponential factor in the sum is identical to what is seen in Equation 2.25 and accounts
for the interference due to the atoms’ relative positions. The prefactor E(Q) is newly
introduced, and it effectively weights the sum with atomic form factors. In so doing, the
additional interference effects from the local distribution of charge around each atom is

taken into account.

The choice of “collection” of atoms from the material under investigation can take any
form and usually depends on convention. When studying crystal media, it is most often
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taken to be the crystal’s unit cell. To determine I in Equation 2.18, another form factor
must then be employed to account for the relative positions of the unit cells and their effect
on the interference pattern,

SA(@) =" 8(@)e . (2.31)

If more structure exists in the material, additional form factors can again be employed—
ad infinitum—until the entire sample, or at least the entirety of the x-ray beam spot, is
taken into account. The modularity of this mathematical framework is thus apparent: The
intensity of scattering from a fundamental element, the electron,! must be calculated. But
thereafter, the addition of only a simple geometrical form factor is required to calculate
the scattering from the local structure, and then another factor for the wider structure,
etc., until the scattering is calculated for the material as a whole. Additionally, since
the scattering from a single electron is the same regardless of the material under study,
the unique physics of the material must be entirely contained within these form factors.
Discovering the nature of these factors is therefore the ultimate objective of a scattering
experiment.

In practice few form factors are needed to fully describe a crystal, and a distinction in
terminology is made between two important “levels” of form factors based on what one
can learn from each: the atomic form factor, F (C}), and the wider-structure-related form
factors, S (Cj), collectively referred to as just the structure factor. A natural delineation
exists between the two categories, with the atomic form factor being more complicated to
calculate and directly determined by the element and bonding environment of each atom,
and the structure factor being more simple to calculate and containing only geometrical
information about the crystal’s lattice. The level of structure—unit cell, lattice, etc.—being
considered when discussing the structure factor is usually made clear through context,
or often it is unimportant and left ambiguous to simply imply the effects of the atomic
positions while neglecting the subtleties of the electronic orbitals.

Finally, we note that to calculate the scattered intensity in a lattice, the form factor

—

F(Q) in Equations 2.26 and 2.27 is simply replaced with the structure factor S (C_j)

2.3 Resonant X-Ray Scattering

The process of scattering with the energy of the incident beam tuned to an x-ray absorption
edge of the material is known as resonant x-ray scattering (RXS). Unlike the process

1Or more precisely, an infinitesimal element of electric charge.
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described in the previous section, scattering on resonance involves the virtual absorption
of the diffracting photon. The process is inherently quantum mechanical in origin, and
although the classical quantities derived previously will continue to be used to characterize
the intensity of a diffraction peak, their origins must be redefined in a quantum context.

2.3.1 A Quantum Treatment of Scattering

Being a quantum mechanical process involving the absorption of a photon, we begin our de-
scription of resonant scattering at the same point as we did for x-ray absorption. However,
we must note that Fermi’s Golden Rule (Equation 2.5) is the result of solving Schrodinger’s
Equation with a time-dependent perturbation up to first order. While that is sufficient for
describing XAS, resonant scattering requires terms up to second order be kept. We thus
find that the probability per unit time that an electron will interact with a photon and
transition from an initial state |i) to a final state |f) is given by’

2
Hing|n) (n| Hing |7)

E—En

7= 2| 1y + 30 S - EpE)  (232)

where Hiy is the interaction Hamiltonian and p(&y) is the density of states per unit energy
of the final wavefunction. The sum is over all possible states |n), including “virtual” states
that would break energy conservation. However, the conservation of energy is ultimately
preserved by the presence of the Dirac delta function. The first term in the sum represents a
direct transition between states and is known as a first-order process, while the second term
involves the occupation of many intermediate states and is known as a second-order process.
We proceed with the same interaction Hamiltonian, repeated here from Equation 2.6,

2

Hint = Z ( ¢ D - A(’I"Z,t) + 5 ¢ 2.44(7"1',25) . A('I”Z,t)) (233)

MeC MeC

%

where we again have

2mhe 1 ik ik
A(r,t) = v Z ﬁej (akyj(t)e 4 a,t’j(t)e k ) ) (2.34)
Gk

and solve with perturbation theory.

Like the case of XAS, we can first simplify our system with some physical arguments.
For a scattering process, we seek to have the same number of photons before and after the
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interaction. Therefore, we need only consider terms with equal numbers of a' and a. All
other terms involve net x-ray absorption or emission. To first order in Hj,, the p- A term
is singular in a' and a and thus does not contribute to scattering. The A- A term, however,
is quadratic in a' and a, with some of its consituent terms creating and annihilating equal
numbers of photons. Thus, we get a (f|Hin|i) ~ (f|A - Ali)-like interaction contributing to
the scattering signal. In addition, terms of second-order in H;,; are found to be comparable
in magnitude to first-order terms’ and should also be considered. At this level, p - A
dominates and some of the terms from its square preserve photon numbers. Therefore, a
(f|Hin|n) (n|Hinel?) ~ (f|(p- A)T|n) (n|p - Ali)-like interaction must also be included in
the scattered signal. This second set of terms are of the form™" """

M® ~ (il p- ee™r |12) - (2.35)
We can now expand e’*7 and once again employ the dipole approximation to get
(1| p- €™ o) = (| p-e(1+ik-r4...)|P) (2.36)
~ (| p - €ihs) (2.37)
=imew (V1| T - €]1ha) . (2.38)

Putting this all together, we find a differential cross-section (for only the scattering
channel of interactions)

TTL nie -
STLEEES> I 2 ) ol S

do\
i), 0| — (€, — &)+ A,

where A,, is the full-width at half-maximum of the distribution of the |n) states’ energies,
equivalent to the lifetime of |n); state |¢) and |f) have been replaced with |¢) to indicate
that the scattering ultimately leaves the electron’s state unchanged; and the sum over j
includes every electron. Clearly, the first term is just the nonresonant scattering differential
cross-section obtained in Equation 2.27, and the second term is the modification due to
resonance.

By definition, recall that the square of the scattering length gives the differential cross-
section (Equation 2.22), and thus Equation 2.39 can be arranged to take the form

(G5). =17+ (2.40)

where f is the nonresonant scattering length from Equation 2.26 and f is the resonant
scattering length just derived. Thus, the effect of scattering at an energy close to resonance
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is simply to add an energy-dependent correction to the scattering length. Furthermore,
the effect of the resonance increases a typical scattering intensity by roughly four orders of
magnitude,”* and we can make the approximation®

do \*
—_— ~ k2 R. .
(dQ>s TRy, (2.41)

Therefore, on resonance, the measured intensity of a diffraction peak approximates to
the scattering due solely to the resonant scattering length, plus a small, slowly-varying
background intensity that comes from nonresonant processes.

It is recognized in the literature™ " that the resonant term in Equation 2.39 behaves
such that we can write

fBrvet M-e (2.42)

We exploit the matrix formalism of quantum mechanics here—the typical choice when
calculating real diffraction intensities—so that we have € being a unit 3-vector representing
the incident polarization, €’ a covector of the emitted polarization, and M a 3 x 3 tensor.
Adopting this approximation, it is then clear that the resonant scattering length can be
written akin to that of nonresonant scattering by defining a resonant structure factor tensor

~ —

S(Q) o« M. And then finally, we get

dO’ R .‘_ A = 2
L R e 2.43
( dQ)S e 5(0) € (2.43)

which closely approximates the resonant contribution to the intensity of a scattering peak.

We finish our discussion with a final note. In the one-electron method of Section 2.1.2,
the implied chronological progression of the photoabsorption process—where (1) the pho-
ton is absorbed and the electron is promoted, followed by (2) the electron decays back
down, sometimes releasing another photon—is too simple to account for all of the nuances
of the quantum process, though it indeed can be helpful for conceptual understanding.
Resonant scattering, for example, is thought of as a one-step process of a photon instanta-
neously diffracting off the atom upon encountering it. The combined photon/multi-electron

IThe resonant differential cross-section is also commonly written as®"

do \ B a?h%ﬂ
(dQ>S_ c?

‘ . L
Z<Z|T'€f\n><nlr'6i\l>
hw — (En — &) + 54,

n

where ay = e? [4meghc is a dimensionless quantity known as the fine structure constant.
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Figure 2.5: Schematic of an elastic resonant scattering event. The electron is excited out of
its core state, |i), into an intermediate state of higher energy, |n), before de-exciting into its
final state, |f), with the same energy as |i) and re-emitting the photon. In reality, the steps in
this process happen simultaneously in a quantum mechanical framework. (Figure adapted from
Ref. 81.)

wavefunction virtually explores all accessible paths of evolution, whereupon the photoab-
sorption channel resonates and is strongly enhanced in the probability-amplitude spectrum,
before the photon moves on with a momentum profile that has been modified by the inter-
action. Truly, the resonant scattering process is a strictly quantum phenomenon, with the
semi-classical picture serving mostly as a “cartoon” to guide us through its full complexity.

2.3.2 Comparison with Nonresonant Diffraction

It is helpful at this stage to be reminded of our ultimate goal: to understand the origins
of a diffraction peak and how the underlying physics of a material changes its intensity
(Equation 2.18). As is always the case for quantum phenomena, the mathematics of
resonant scattering can quickly accelerate in complexity, and in practice it can be quite
challenging to perform an exact calculation. Therefore, it is important to remember some
key points when interpreting experimental results.

Neglecting experimental details, the intensity of a diffraction peak, whether on or off
resonance, goes like the differential cross-section,

I (Z_g) | (2.44)

For nonresonant diffraction, the differential cross-section goes like the square of the struc-
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ture factor,

(55) <Is@r, (245

which is a weighted sum of atomic form factors F;(@). In addition, the cross-section will
be modulated by a polarization prefactor, which is controlled during an experiment.

Using a quantum formalism, the differential cross-section can also be written as pro-
portional to the transition matrix,

do
(d—Q) ~ Ty, (2.46)

the equation for which is known but can be difficult to calculate analytically. To a good
approximation, the scattering signal on resonance is such that

R

(d_‘7> ~ |e't
dsl )

with an additional, slowly-varying background intensity originating from nonresonant ef-

fects.

2

~

S(@Q)-¢

, (2.47)

We highlight Equation 2.47 to emphasize it’s importance. In the literature,™” " this
relation is often given as the starting point for analyses of resonant x-ray scattering data.
From here, interesting physics of a system under study can be revealed by considering
the form and symmetry of S(Q) and its constituent matrix elements. Since the absolute
intensity of a diffraction peak is dependent on experimental factors'—including geometry,
vacuum conditions, and the quality of the sample’s surface—scattering signals are typically
recorded in arbitrary units that allow spectra to be scaled and offset; the ultimate value
residing in how the shape and size of spectra compare relatively to one another. Therefore,
exact calculations are not always requ1red but the proportionality in Equation 2.47 and
an understanding of the symmetry of S (Q) suffice.

2.3.3 Element and Orbital Specificity

As previously discussed, hidden inside Equation 2.47 is the virtual transition of a core
electron to an intermediate, excited state above the Fermi energy. This is responsible for
several important effects not seen in classical scattering. The resonant component of the

'For soft x-ray energies, high absorption coefficients amplify this dependence.
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scattering signal comes only from whichever pair of states resonate at the incident beam’s
energy, and since the energy separation between states is specific to each element, resonant
scattering can select particular elements in a material for study. For example, in the high-
T. superconductor YBayCu3Og.s, scattering at an energy of 931.3 eV resonates with the
Cu L-edge and will reflect the periodicity of charge in that sublattice of atoms.

In addition, the matrix elements that generate Equation 2.47 imply that a strong
scattering intensity requires a substantial overlap between the initial and excited states,
not unlike what is seen in resonant XAS. The initial core state sits in a full shell with
complete spherical symmetry, but the excited state is empty and often has an anisotropic
angular dependence. For example, the L-edge scattering mentioned above lifts an electron
from a filled 2p shell to, say, an empty 3d,2_,2 state with lobes that stretch out mainly
along the x- and y-axes. Recall that the states in question contain not just the atomic
orbitals but also the passing photon. This implies that the polarization of the incident
beam is important when calculating the overlap, and in fact it significantly modulates the
scattering intensity. The form in which the polarization vectors appear in Equation 2.47
confirms this intuition. In the classical framework of Equation 2.27, the polarization and
the form factor are independent, and the inherent intensity of a diffraction peak only
depends on the intensity of the form factor.! In the quantum formalism, however, the
symmetry and orientation of the form factor tensor relative to the polarization vector are
also critical to the scattering intensity. As well, the polarization of the x-ray beam can
even be rotated during diffraction by off-diagonal terms in the form factor tensor, such as
occurs in magnetic materials.

Continuing the example, the resonant L-edge structure factor for a Cu atom with an
empty 3d,, state could take a form like

o Sgx  Szy  Sez Sz 0 0
SO(Q> = |Syz Syy Syz| = 0 sz O, (2.48)
Szx Szy  Szz 0 0 Szz

with s,, > s.., and the dependence of the peak intensity on polarization would be
2

Sz 0 0
I~|E- [0 s, 0] -&]. (2.49)
0O 0 O

Clearly, an incident polarization parallel to the c-axis results in minimal intensity, while
a polarization parallel to either the x- or y-axes would show a strong scattering signal.

IThe intensity of the peak will depend on polarization if measured with a polarization discriminating
detector. But as is common for real RXS setups, we assume a polarization integrating detector.

35



Therefore, by tuning the incident beam’s polarization, the amount of scattering from the
3d,, state can be controlled by the experimenter. More generally, we can conclude that
scattering from specific orbitals can be selected in an RXS experiment by the choice of
beam polarization, and thus resonant scattering exhibits specificity not just to an element
in the material (Cu), but also to an individual electronic state (Cu 3d,,).

Yet another important aspect of resonant scattering stems from the significant en-
hancement of the peak intensity. The magnitude of the atomic form factor is comparable
to the number of electrons in the atom, Z, and thus a nonresonant diffraction peak has
an intensity ~ (nZ)? for n atoms in a unit cell. One might naively assume, then, that a
nonresonant peak, which scatters off electrons in just one electronic state in one element
of the material, would have a far weaker intensity, ~ 1. However, as mentioned in Sec-
tion 2.3.1, the resonance increases the efficiency of the scattering event by multiple orders
of magnitude. Inspection of Equation 2.32 makes this intuitive, as the denominator of the
second term, goes to zero when the beam’s energy is tuned to a resonance. Therefore,
one of RXS’s most important applications is the study of ordering phenomena that involve
few electrons. Returning to the example, charge-density wave order manifests in the Cu-O
bonds in the plane-layers of YBay;Cu3Og.s5 below a critical temperature. While this modu-
lation of charge is weak compared to the dramatic “charge-landscape” associated with the
lattice, it can be targeted and easily resolved by resonant scattering off the appropriate
orbitals. The signal from nonresonant scattering, on the other hand, is negligibly weak for
this charge density wave.

In essence, resonant scattering combines the best of both worlds of x-ray absorption and
conventional x-ray scattering. Like with any scattering technique, it is fundamentally a
probe of a material’s structure. But by resonating with the material’s absorption edges, it
gains the element and orbital selectivity, as well as the intensity enhancement, of resonant
x-ray absorption that allows it to be used to study a material’s electronic structure with
high precision and sensitivity.

2.4 X-Ray Photoemission Spectroscopy

X-ray photoemission spectroscopy (XPS) is very similar to the TEY measurement method
of XAS discussed in Section 2.1.3. An incident photon is absorbed and excites an electron
into a higher-energy, free-electron-like state above the vacuum level. The electron then
travels through the sample and experiences some probability of undergoing an interaction
that will cause it to lose some or all of its energy; a probability that increases the longer it
travels. If the electron was generated near the surface, there is an appreciable chance that
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Figure 2.6: XPS spectrum of 9 unit cells of LaAlOs on top of a SrTiO3 substrate using an Al
K-a source. Note the presence of surface adsobants seen in the O 1s and C 1s peaks.

it will reach the edge of the sample still in an unbound state above the vacuum energy and
be able to travel to the detector for measurement. Unlike in TEY, however, the measured
electrons in XPS are discriminated by their energies, most often using a hemispherical
analyzer. Therefore, while XPS can be performed with a tunable x-ray source such as a
synchrotron, it is often performed with a far more convenient fixed-energy source, such
as the K-a edge (1486.7 €V) of aluminium produced from Bremsstrahlung radiation and
monochromated by reflection off the <1010 > surface of a quartz crystal. It is therefore
not a resonant technique in the same sense as resonant XAS or scattering which require
precise tuning of the incident energy. However, since the measurement is only sensitive to
free-electron final states, which exist as a continuous function of energy, every excitation is
resonant with an available unoccupied state, and resonant peaks similar to the ones in XAS
are also seen in XPS spectra (Figure 2.6). In addition, the smooth variation in the density
of unoccupied states implies that the sharp features in an XPS spectrum originate only from
the contribution of the occupied density of states to the transition matrix (Equation 2.5).
In that way, XAS and XPS, though originating from the same physical process, provide
complimentary information about the material’s unoccupied and occupied density of states
(respectively) below the vacuum energy.

The details of the XPS process and the analysis of its results are deep, well-developed
subjects. Again, we aim to provide only a brief overview here to prepare the reader for
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discussion of data in later chapters, but there are a few important points to mention about
features found in XPS spectra. For the same reasons as for TEY measurements of XAS,
XPS is surface sensitive and is therefore subject to charging distortions on insulating sam-
ples, as well as the need to be performed in vacuum. Surface sensitivity is also the source
of dramatic, unexpected peaks at the Cu and O edges, as seen in Figure 2.6, that appear
due to the unavoidable presence of adsorbed water and hydrocarbon contaminants. To
minimize these features, samples are often cleaned, cleaved, or even grown in the same
chamber as the XPS apparatus to facilitate a quick subsequent measurement that doesn’t
break vacuum. Another notable feature is an increasing background level of counts that
grows dramatically with binding energy. As mentioned above, the photoelectron can inter-
act with the sample during its travel time between the initial excitation and its exit from
the surface. Each absorption edge, therefore, will consist of a main line that represents
electrons that avoided such interactions and escaped with their full energy, followed by an
increasing tail of lower-energy electrons, known as secondaries, that did not.! With the
onset of each new possible excitation channel, the trail of secondaries superimpose in the
spectrum and produce an ever-growing background that for the lowest measured kinetic
energies (highest binding energies), is comparable to the brightest resonant peaks. Finally,
the phenomenon of satellite peaks is particularly well-pronounced in XPS. As discussed in
Section 2.1.4, the semiclassical model ignores many complexities of the absorption process
that are better captured through many-electron quantum mechanical wavefunctions, in-
cluding especially the effects from the presence of the core hole. Without getting into many
details—which depend to a large extent on the particular system being measured—multiple
excitations of the many-electron configuration are often available with similar energies in
the vicinity of an absorption edge. While one pathway tends to dominate in probability
and forms the main line, one or more other pathways still occur with measurable intensity
and create smaller resonant peaks that consistently appear in the vicinity of the main-
line across the spectra of a material family.? Since they appear to shadow (or orbit) the
main line, the term “satelite” was coined to refer to all of these peaks, even though the
absorption pathways from which they originate can be quite diverse. For a (much) more
thorough discussion of the theory and practical considerations of XPS, we refer the reader
to Refs. 81 and

!The secondary electrons can be the original photoexcited electrons that have lost some of their energy,
or they can be newly excited electrons that were liberated from the sample through the absorption of some
or all of the original electrons’ energy (an Auger process). From a practical perspective, the distinction
rarely matters.

2Typically, satelites exist at higher binding energy; sometimes at a fixed distance from the mainline,
and sometimes at a fixed absolute energy.
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Chapter 3

Symmetry of the Charge Density
Wave Orbital Form Factor Studied
with Resonant X-Ray Scattering

The electronic structures of transition metal oxides harbour many interesting properties,
including the famous and intensely studied phenomenon of high-7, superconductivity. In
the family of underdoped cuprates, it has been established that the existence of a charge
density wave (CDW)—characterized by a periodic spatial-dependence of charge or re-
lated microscopic quantity””'"” in the orbitals of the CuO, planes—residing within the
pseudogap region of the phase diagram generically coexists and competes with supercon-
ductivity, and understanding the properties of the CDW may lead to important insights
about the interplay of the various correlations that generate this family’s intricate phase
diagram.” " 19T A present, specific knowledge for many materials of interest about
the location and local symmetry of charges in the unit cell that participate in the CDW
remains largely incomplete and an open area of research.

Recent theoretical studies of the cuprates have predicted CDW order with d-symmetry
that in addition to the typical transfer of charge between unit cells (inter-unit cell sym-
metry breaking) also exhibits charge tranfer between atoms in a single unit cell (intra-unit
cell symmetry breaking).'”""'" As shown in Figure 3.1, d-wave charge modulations are ex-
pected to occur predominantly on the O sites of the CuO, plaquettes, with modulations on
sites cooridinated with the Cu-O-Cu bond direction along the a-axis out of phase with those
along the b-axis such that the environment surrounding the Cu atom is quadrupolar.™
The presence of such a symmetry has been verified with scanning tunneling microscopy
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Figure 3.1: The CuQO2 plane layer in a cuprate viewed along the c-axis showing CDW order for
a bond-centred, commensurate wave that runs along the horizontal crystallographic axis. Colour
indicates charge density (or equivalent parameter). (top) A CDW with s-symmetry shows charge
modulations primarily on the Cu orbitals, (middle) s’-symmetry primarily on the O orbitals, and
(bottom) d-symmetry on the O orbitals with a 7m-phase shift between orbitals oriented along the
horizontal and vertical axes. (Figure adapted from Ref. 8.)

(STM) and resonant soft x-ray scattering (RSXS) measurements in the hole-doped ma-
terials BiySroCaCuyOgys (Bi-2212)""% """ and BiySry_,La,CuOg,s (Bi-2201),""" as well as
in electron-doped Cay_,Na,CuO,Cl, (Na-CCOC)."'" Additionally, a recent study has re-
ported a mix of symmetries with dominantly d-character in YBayCu3Og4,5 (YBCO), but
the ability of this experiment to distinguish between dominantly d- and s- or s’-symmetry
was close to the experimental accuracy.” Thus, the case for d-wave CDW order as a generic
feature of the cuprates is beginning to materialize, and it is now imperative that further
experimental evidence from a wider spread of materials be collected to supply a reliable
confirmation or rejection of its universality.

The symmetry of charge ordering in the La-based cuprates is an important piece of this
puzzle. CDW order in this canonical branch of the cuprate family tree shares many simi-
larities with that in other branches such as the enhancement of the CDW transition tem-
perature at 1/8 doping and competition of the CDW with superconductivity.”” /%171
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However, it also exhibits some unique features like the doping dependence of its incommen-
surability with the lattice (see Figure 1.6).""" "> '*~1** In addition, it is the only cuprate to
experience static spin density wave (SDW) order commensurate with CDW order (so-called
stripe order), which could be of critical importance to the charge ordering symmetry.

In this chapter, we examine a sample of 1/8-doped Las_,Ba,CuO,4 (LBCO) using RSXS
measurements at the Cu Lz and O K edges to determine the charge ordering symmetry in
the plane-layer orbitals. In contrast to previously studied cuprates, we find that the CDW
order possesses a mix of symmetries with a majority s’-component; defined as inter-unit
cell symmetry breaking, centred on the O sites. This result is derived using a model of the
resonant scattering tensor to which our data is fit unambiguously. The implications of our
result are discussed in the context of the unique stripe phase phenomenon, a perspective
that has not been presented in previous studies.

In addition, we perform complimentary RSXS measurements of YBCO, another im-
portant and well-studied branch of the cuprates, at the Cu L3 edge using an alternative
geometry than used in previous studies where the effects of the CDW’s symmetry on the
shape of the spectra are more dramatic and thus more beneficial in distinguishing between
symmetries. We study two single-crystal samples doped at 6 = 0.75 (YBCO-6.75) and
0 = 0.67 (YBCO-6.67). In contrast to the previous report,” we find very limited evidence
for d-symmetry in either sample. Like the case of LBCO, the data is instead consistent with
a scattering tensor having predominantly s’-symmetry, or perhaps a nontrivial mixture of
d-, §'-, and s-symmetry (the last defined as inter-unit cell symmetry breaking, centered on
the Cu sites). We again determine the components of the resonant scattering tensor, and
we find a stark difference in the symmetry when the CDW is measured along the crystal’s
a-axis (the H-peak) versus the b-axis (the K-peak). This bolsters the hypothesis of there
existing twin domains of unidirectional order in YBCO instead of omnipresent checkerboard
order.”” " Furthermore, we find some evidence to support the plausibility of non-zero
off-diagonal terms—a case not previously considered using this experimental technique—in
the tensor describing the CDW along the a-axis that may support the existence of broken
inversion symmetry. Finally, we note that there is little dependence of the symmetry on
temperature or doping.

3.1 Experiment

Following a technique similar to that used in previous studies,*® RSXS measurements were
taken at a constant scattering wavevector () corresponding to the CDW ordering peak while
the incident beam’s polarization and the sample were rotated to vary the orientation of
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Figure 3.2: Schematic of the experimental geometry as seen from above showing the orientation
when ¢ = 0°. As ¢ is rotated, the scattering vector () remains unchanged.

the E-field relative to the crystallographic axes. As illustrated in Figure 3.2, the samples
were mounted with UHV-compatible epoxy on a copper plug whose surface was carefully
machined to a particular angle such that azimuthal rotation (¢) around an axis parallel to
the central axis of the plug left the scattering vector Cj unchanged. The crystal was mounted
so that the a-axis was in the scattering plane and the CDW’s H-peak, with Q = (HOL),
was incident on the detector when ¢ = 0°. Two measurements of the CDW peak were then
recorded, one each for o- and w-incident polarization, by rocking the scattering angle 6.
Next, ¢ was rotated manually via an in-vacuum screwdriver to a series of values spanning
a full 27 rotation, and the two measurements of the peak were repeated at each value. For
YBCO, the samples were also remounted for a second round of measurements with the
b-axis in the scattering plane and the CDW’s K-peak, Q = (0 K L), on the detector when
¢ = 0°, and the procedure was repeated.

The LBCO sample was grown using the travelling solvent floating zone method and
the YBCO samples by the self-flux method using high-density BaZrOs crucibles.'””'*% A
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verification of their crystallographic integrity and orientation was performed before the
samples were sent to the synchrotron. Immediately before starting the experiment, a fresh
surface of LBCO was exposed by a top-post cleave! in air. The YBCO samples were
mechanically polished in air down to a grit size of 0.05 um and gently cleaned in organic
solvents to remove surface residues. Once loaded into the vacuum chamber, the experiment
was performed in a pressure of approximately 1071° Torr.

The experiment was performed in the RSXS endstation of the REIXS beamline, de-
scribed in detail at the time of its commissioning in Ref. . Samples there are manipu-
lated with an in-vacuum, four-circle diffractometer capable of a wide range of motion along
0 (better than 0° <» 180°), as well as limited motion along x and ¢ (~ +4.5°) for tweaking
the sample’s crystallographic alignment in situ. Motion along z, y, and z is also possible
to optimize the detection position and allow for multiple small samples to be mounted si-
multaneously. The detector array sits in the horizontal plane parallel to the f-circle and is
capable of measuring at positions spanning 0° < €2 < 176°.2 It houses a microchannel plate
(MCP), a single-channel electron multiplier (Channeltron), and a photodiode. The MCP is
capable of collecting a wide-area measurement (25 mm diameter) that is spatially resolved®
and useful when initially searching for Bragg peaks. It and the Channeltron are highly-
sensitive, capable of detecting single photons, but only the photodiode can be exposed to
the direct beam or high-intensity Bragg peaks without incurring damaged. A variety of
slits and filters are built into a wheel in front of the Channeltron and photodiode that can
be rotated to narrow the detection area and shield out photoelectrons, respectively. The
polarization of the incident beam can be freely rotated between o- and m-orientations by
adjusting the undulator, as well as tuned to left- or right-circular polarization. The beam’s
energy resolution is affected by the adjustable spot size, but is AE/E ~ 10~ for a typical
spot of 250x 150 pm (horizontal x vertical). The flux, which depends on spot size, energy,
and beam current, is typically better than 102 s71/0.1% bandwidth.

LA top-post cleave is performed by gluing a small object—often a screw or other piece of clean hardware
lying around the laboratory—to the surface of the sample. Ideally, the connected surfaces should be roughly
equal in size and shape to produce the best cleave. The top-post is then struck abruptly from the side
with the hope that the shearing, torquing force at the connection point breaks the sample along a simple
crystallographic plane approximately parallel to the glued surfaces. In some cuprates, top-post cleaving is
highly successful, especially when exposing the ab-plane since the bond along the c-axis between unit cells
is comparatively weak. Ultimately, though, the quality of the cleave is never guaranteed in any material,
and is not uncommon to have to repeat the procedure two or more times before the sample is ready for
measurement.

2Wider motion is possible, but the beam is usually cutoff by equipment on the detector arm outside of
this range.

30nly spatially-integrated data was able to be recorded for the experiments in this thesis. At the time
of writing, recording of spatially-resolved data is under development.
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After entering the vacuum chamber, the sample was moved into the diffractometer’s
center of rotation, and a fine calibration of the rotation motors to correct errors in mounting
was performed using multiple Bragg peaks as references. Two of the strongest and most
easily accessible peaks were the (002) and (£103). For the dimensions of the unit cells
in the cuprates, the (002) peak can be found near the Cu L edge where the beamline’s
energy is reliably calibrated. However, the (£103) needs energies above ~ 2 keV, and the
beam required a secondary calibration at this energy.

The samples were assumed to have lattice parameters a = b = 3.787 A and ¢ = 13.24 A
for LBCO and a = 3.84 A, b = 3.88 A, and ¢ = 11.74 A for YBCO, which were taken
from the literature and consistent with Laue diffraction data that we recorded to assist in
orientation and mounting.” " """ The necessary angle at which to cut the plugs was

calculated using the formula

He
t = — 3.1
ang =", (31)

which puts the (H 0 L)-plane perpendicular to the incident beam when § = 0. Aligning
the diffractometer to a scattering vector Q o (H0L)?* then causes the azimuthal axis of
rotation, which is parallel to C?, to divide the angle between the incident and detected
beams in half, and thus rotating ¢ leaves the scattering vector unchanged. The LBCO
sample was measured on a plug whose surface was cut at an angle of 53° for data at the O
K edge and another plug cut to 34° for the Cu L edge. The YBCO samples, only measured
at the Cu L edge, were mounted on plugs cut to 32.5° and 35.5° to facilitate observations
at the centre of the CDW peak with respect to H and multiple values of L.

As illustrated in Figure 3.3, the measured data consists of the CDW peak on top of
a unique, slowly-varying fluorescent background that depends on the particular surface
geometry and the instantaneous values of ¢ and 6. The background was fitted outside of
the peak region for each spectrum with a fifth-degree polynomial, and after subtraction, the
remaining peaks were fit to Lorenztians to determine their amplitudes and other properties.
Variations in the details of the fitting procedure were explored and showed little effect on
the final result. The ratios of intensity when using o- and m-polarization were then plotted
and fit with a least-squares regression to determine the components of the scattering tensor
(see below and Section 2.3).

LContact the author for further details.

2Recall that the magnitude of Q is proportional to the photon energy and thus remains a tunable
parameter at this geometry.
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Figure 3.3: Direct measurement of the CDW H-peak in (left) LBCO at the O K edge centred at
the reciprocal space location (—0.23200.611) and (right) YBCO-6.67 at the Cu L edge centred
at (0.3101.321) at some example values of ¢ (labelled). Spectra are vertically offset for clarity.
Background regions excluding the peaks are fit with polynomials (dashed lines) and later sub-
tracted to isolate the peaks. Spectra are plotted relative to their ideal scattering angle, Af = 0.
Notice the larger maximum amplitude and larger variation with ¢ of the CDW peak at the O edge
relative Cu, a pattern seen across the materials in this study. This is consistent with stronger
modulations of charge in the O orbitals due to the dominant presence of s’- or d-symmetry.
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3.2 Modelling the Form Factor

The peak intensities as a function of azimuthal angle were modelled using elementary
resonant diffraction theory (see Ref. 941, for example). As discussed in Chapter 2.3, the
intensity of a resonant diffraction peak is approximately proportional to the square of the

scattering tensor:
2

I(hw) o |&" - F(Q, hw) - € (3.2)

where € and €’ are the incident and scattered polarization vectors, respectively. The pro-
portionality prefactor, as well as any nontrivial effect from the sample’s surface that isn’t
otherwise accounted for, is not dependent on the incident polarization,' and thus it can
be eliminated by choosing to calculate the ratio of intensitites measured using o- and 7-
polarization, I,/I,, as the final result. Such a procedure was also performed in previous
works. " After adjusting for self-absorption effects (see Chapter 2.1), the ratio could be
modelled exactly in terms of the beam energy, experimental geometry, and the nine scat-
tering tensor components f;;. Since the energy and geometry is known experimentally to
high precision, the tensor components remain the only unknowns and could be fit with a
least squares regression.

To interpret the meaning of the tensor components as they relate to the symmetry of
the CDW, we follow the approach from Refs. 7 and . When charges order in the CuO,
planes, the charge density takes the form of a constant background, py, with an additional
periodic modulation function, Ap(7). The latter can be decomposed into components
representing the charge in the 3d-like environment around Cu “sites,”

_ Ag

Apsites(f»_ Fz) - 2V

A(ﬁ7ﬁ)’w3dzz,y2 (T _TZ'>|27 (33)
and the charge in the 2p-like environment around the O “bonds” that join the Cu ions
along a and b,

2

: (3.4)

r r Aq o giliong — 7_1;,—1_7?
Apbonds(r N ri) - W ZA(TDTJ') ‘w2pj (7’ — 5 ])
J

where A(7;,7;) is the real-space order parameter, 7; is the location of the Cu ion, 7 is the
location of a neighbouring O ion, V' is the volume of the unit cell, and the sum is over

!This statement is a little too general when talking about surface effects. Reflection, for example,
is polarization-dependent, as is accidental scattering from resonant edges of adsorbed compounds. In
practice, however, these effects are rarely significant for this kind of calculation.

46



nearest neighbours sitting at coordinates (+3a,0) and (0, i%b). The Fourier transform of
the order parameter can then be written,

1 k(P =) A (L (3 iQ
Ay = v Z etk (Ti ])A(k7QCDW)€ Qcpw

QCDW7E

(it
2

(3.5)

where QCDW is the reciprocal space vector(s) of the CDW. This can in turn be decomposed
into contributions from individual symmetry modes—A,, A, and Agz—such that we can
write

A(E, QCDW) = A+ Ay (coskqa + cos kyb) £ Ay(cos kga — cos kyb) (3.6)
where the + and — in front of A, is determined by whether the H or K CDW peak is

being measured, respectively.

The relative sensitivity of a scattering measurement to each of these symmetry order
parameters A, varies depending on the absorption edge being probed, and therefore the
mapping between them and the tensor components f;; also varies. At the O K edge,
the measurement is primarily sensitive to the s’ and d order parameters that describe
modulations in the 2p orbitals around O ions. It can be shown [3, supplemental] that

fidh = Dy + Ag
o)
b = Ay = Ag, (3.7)
feh =0
where f,.. has been set to zero due to the vanishing out-of-plane contribution from the O
2p, and 2p, orbitals. At the Cu L edge, the measurement is conversely more sensitive to

s-symmetry that corresponds to modulations in the 3d orbitals around the Cu ions. It can
similarly be shown [7, supplemental] that

fég“) =05 + (0 + 0q) COS(QCDW .
b(bcu) =05+ 0y — 0q ’ (3.8)
fc(cCll) = '763

where v is an empirically-derived scaling factor (estimated to be ~ 0.1 for YBCO, for
example'). To avoid the trivial solution, pseudo symmetry order parameters §, have been
introduced that approximate the actual order parameters with an error that depends on
the extent of the heightened sensitivity to s-symmetry. Unfortunately, the precise way to

@)

|
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quantitatively map 6, — A, remains an open question, but we can say that the compara-
tive ratios ds/dy and ds/dy4 are overestimations to some degree of the CDW’s s-character.
Regardless, exploring their relative magnitudes still provides useful information about the
mixture of CDW-symmetries in the material.

Finally, we introduce a notational convention and redefine the three diagonal tensor
components in terms of their relation to the CDW Q—Vector: the in-plane component along
Cj, fi; the in-plane component perpendicular to Cj, f1; and the out-of-plane component,
fee. For measurements of the H-peak, we have (fj, fi) = (faa, fwn), and for the K-peak,
(fi» f1) = (fob, faa)- Since we ultimately seek a ratio of measured scattering intensities, the
absolute magnitude of the tensor components is an extraneous degree of freedom; only the
relative magnitude of each component affects the fit. We thus normalize the tensor with
respect to f, and ultimately reduce the original nine unknown tensor components to only
fi/fL and fe../f1 as parameters in our fit.

3.3 Results and Discussion

3.3.1 LBCO

A sample of 1/8-doped LBCO was measured at the CDW’s H-peak at the O K and Cu L
resonances, and the resulting data is summarized in Figure 3.4. Spectra with backgrounds
removed are showcased in the top row (3.4(a)) for 7 and ¢ incident polarizations, organized
as a function of azimuthal angle ¢ (defined in Section 3.1). The O spectra are centered at a
reciprocal space vector of (—0.232 0 0.611), and the Cu at (—0.236 0 1.192). An oscillating
¢-dependence is immediately apparent at both edges that is out of phase between the two
polarizations. This is due in large part to geometric effects whereby the angle of the electric
field vector E varies with respect to the hole-states, whose wavefunctions run mainly along
the a and b crystal axes. In addition, the 7 spectra achieve weaker maximum intensities
than o because E has a nonzero component along the ¢ axis with this polarization, and
can thus never be fully parallel to the antinodes of the hole states.

A fit to each peak reveals maximum intensities plotted as points in the upper row of
Figure 3.4(b) (blue and green), and their ratios I;/I, are plotted in the lower row (black).
Performing a least squares fit of the O data (left column) using the model of Equation 3.7,
as well as correcting for absorption effects (see Chapter 2.1.3), yields tensor parameters
fir/fL =0.612+0.035 and f../f1 = 0.034+0.021." Plotting the results of this fit provides

'For details concerning the calculation of the uncertainty limits, see Ref. [3, supplemental].
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Figure 3.4: (a) Recorded spectra of the CDW H-peak with backgrounds removed for 7 (green)
and o (blue) incident polarizations. Scans were taken by varying the sample’s scattering angle 6
about the optimal position . Data is presented for the O K (left) and Cu L3 (right) absorption
edges. (b) Peaks were fit and their amplitudes plotted as a function of ¢ (top). Similarly, the
ratio of o to 7 polarization was also plotted (bottom). The red curves were modelled using
resonant diffraction theory and fit to the data. Example curves resulting from purely (solid) s'-
and (dashed) d-symmetry are shown as grey curves for comparison.
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a close match to the data, as shown by the red curve in the lower row. Satisfyingly, the
individual peak amplitudes are also captured well by these parameters as demonstrated by
the blue and green curves in the upper row that were generated using the fit parameters
and one additional vertical scaling factor. We interpret this as evidence that our model
has successfully taken all necessary experimental effects into account.

The ratio of fj/f1 ~ 0.6 indicates a significant breaking of C, rotational symmetry in
the O 2p orbitals with substantially smaller modulations along f|, which here corresponds
to the a axis. While some anisotropy in the scattering tensor is expected due to differences
in the hopping parameter between the a and b axes caused by the presence of the low-
temperature tetragonal structural phase in LBCO (see Chapter 4), such an effect has been
shown to be only about 3%.'"" Therefore, almost the entirety of the symmetry breaking
appears to be attributable to the CDW. In addition, the ratio of the in- and out-of-plane
components, f../f1, indicates a small modulation along the ¢ axis, as expected, but one
that is nonzero within the calculated uncertainty range.

Substituting these values from the fit back into Equation 3.7, we find Ay/Ay = —0.241,
where the negative value implies that the d- and s’-symmetry modes exist out of phase.
This result indicates that the modulation has a mix of the two symmetries, but the s'-
component is over four times stronger than d. This stands in sharp contrast to previous
reports on other cuprates” '’ "% """ where a dominant d-character was observed using STM
and RSXS. For comparison, model curves of the intensity ratios with exclusively d- and
s’-symmetry are plotted in Figure 3.4 (grey; solid and dashed, respectively), and each alone
demonstrates a poor representation of the measurement.

Similarly, fitting the Cu data (right column) using Equation 3.8 gives f/f1 = 0.991 £
0.015 and f../fL = —0.067 £ 0.015, and plots generated with these parameters again
fit both the ratio data (red and black) and peak amplitude data (blue and green) quite
well. Unlike at the O edge, we now observe an in-plane modulation that is almost isotropic.
However, it is interesting to note that the small presence of broken symmetry again favours
a weaker modulation along the a axis. The out-of-plane component, f,., is once again small
but nonzero.

As discussed in Section 3.2, calculating the symmetry mode order parameters is more
challenging at the Cu edge. Resonant absorption at this energy is primarily sensitive to the
s-symmetry mode, which to first order produces a trivial solution to the scattering tensor.
Including higher-order terms incorporates the other symmetry modes, but it also introduces
the difficult problem of understanding the relative sensitivity of the measurement to the
neighbouring O orbitals. In other words, the measurement is dependent on the amount of
mixing that occurs between the Cu and O valence states, as well as any influence the CDW’s
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presence may have on the energy and shape of neighbouring orbitals—properties that strike
at the heart of the study of strongly correlated electronic structures. Furthermore, the
three-dimensional nature of the Cu 3d states invalidates the approximation used for the
O data that the CDW exists only in the two-dimensional plane cutting through the CuO,
plaquettes, and this necessitates the introduction of the ~ scaling parameter.

To confront these challenges, we proceed by first attempting to solve Equation 3.8 for ~.
Eliminating d, from the system of equations, v can be expressed with only a dependence
on the parameters from our fit and the ratio d;/0y. Assuming the sensitivity of our
measurement is approximately equal for the d- and s-symmetry modes, which one would
expect from the symmetry of the O 2p, and 2p, states, then we can assume the ratio
calculated for the O edge is still approximately correct for the case of Cu (i.e. d4/dy =~
Ayg/Ay = —0.241). We then find that v = —0.068, which is of the expected magnitude,’
and 0y /0, = 0.0212 and d4/d5 = —0.00210. Given the heightened sensitivity to s-symmetry,
it is not surprising that the magnitude of these last two ratios is so much smaller than
Ay/Ay, and we cannot say to what extent s-symmetry prevails in this material. However,
the three ratios together paint the picture of a predominantly monopolar CDW.

The symmetry of the CDW can also be examined by directly comparing the results of
fitting the Cu data to expectations about the form of the scattering tensor. A simple sinu-
soidal modulation of charge density in the planar orbitals corresponding to a monopolar
CDW should produce a scattering tensor with the same symmetry as the average electronic
structure (@ = 0) of the states being probed. At the Cu L3 edge, the holes reside primar-
ily in d,2_,2 orbitals that have roughly Dy, symmetry, and thus the resulting scattering
tensor should have f,, ~ fi and f.. < f... Alternatively, a quadrupolar CDW whose
modulations in the O 2p, and 2p, are out of phase should have f,,/fi < 0. Clearly, the
former prediction more accurately represents the data, and the evidence again supports a

primarily monopolar CDW.

As seen across the cuprates, the CDW in LBCO has a short correlation length along the
crystal’s c-axis, and therefore the scattering peak is broad in L. In Figure 3.5, the ratio
of I/, was measured for ¢ = 0 by rotating the incident polarization and varying the
value of L. This data was also included in the fitting procedure to obtain the parameters
reported above. Again plotting our model in red, we find satisfying agreement at both
energies.

Assuming previous reports of majority d-symmetry in other cuprates %" " were
not influenced by an unaccounted-for heightened sensitivity to that mode in their respec-
tive measurements, then symmetry could be another property of the CDW that uniquely

!Specifically that || < 1.
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Figure 3.5: L-dependence of the ratio of 7w to o polarizations measured at the O K (left) and Cu
L (right) absorption edges. Red curves are fit using the same parameters as Figure 3.4. Note
that two samples of LBCO were measured at the Cu edge at slightly different values of Q.

separates the La-based cuprates from other families. Only in the La-based cuprates is a
static spin-density wave (SDW) found with a lattice incommensurability that is half that of
the CDW.""" % 2% This is typically explained using a model where the local charge corre-
lates with ferromagnetic ordering. For example, in areas where the amplitude of the CDW
is above the average charge density, neighbouring Cu sites align ferromagnetically and
antiferromagnetically elsewhere.”"" """ [f this phenomenon is unique to the La-based
cuprates, so too could be the symmetry of its CDW.

This kind of correlation between charge and spin ordering should favour monopolar
charge symmetry. Specifically, a CDW with s’-symmetry exhibits in-phase modultations
of nearby 2p, and 2p, orbitals. This would generate a behaviour in the SDW where the
spin density on the Cu sites modulates according to the charge density on its surrounding
O bonds, which is consistent with the stripe order model associated with the La-based
cuprates.” " A CDW with d-symmetry, on the other hand, has local 2p, and 2p, orbitals
modulating out of phase, reducing the average charge modulation around Cu sites. Such
a landscape would seem incompatible with the observed SDW if the proposed spin-charge
correlation is correct. Therefore, it may be that the preference in the La-based cuprates
for s'-symmetry is what allows for their unique SDW. Or conversely, the presence of the
SDW may encourage an s’-symmetry of the CDW. Indeed, a theory of electronic order
in the cuprates that predicts static SDW and CDW order has found a dominantly s'-
symmetry. "~ Multiple theories that have predicted d-symmetry, however, have not found
the simultaneous presence of static SDW and CDW order. "% 5 7%

The symmetry of the CDW may also have a role to play in the strength of the supercon-
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ducting phase. It is believed that CDW order competes with superconductivity generically
across the cuprates, but the mechanism by which this occurs is a topic of debate. The
model of the strip phase with ' CDW+SDW order in the La-based cuprates predicts an
optimal doping of 1/8,"" which is of course also approximately where T, is found to be
maximally suppressed and the CDW is the strongest. Furthermore, while the 1/8 anomaly
occurs in many materials, it is especially intense in the La-based cuprates, particularly in
LBCO (see Figure 4.5). Therefore, it may be that a CDW with s’-symmetry, which may be
especially favourable in the La-based cuprates due to the stripe phase, is more detrimental
to superconductivity than d-symmetry. And since d-symmetry order parameters couple
primarily to antinodal quasiparticles, this mechanism of competition may be especially
apparent in the nodal region.

3.3.2 YBCO

Two samples of YBCO were studied with doping levels at 6 = 0.75 (YBCO-6.75) and
0 = 0.67 (YBCO-6.67). This corresponds to a carrier concentration of about p = 0.13
with a low-temperature oxygen ordering structural phase of OIII', and p = 0.12 with
OVIII, respectively. Repeating the procedure employed for LBCO, measurements
were taken at the Cu L3 edge with an in-plane component of the scattering vector @ of
0.31 that corresponds to the maximum of the CDW peak. As before, the backgrounds
were fit with polynomials and removed, and the resulting spectra were fit with Lorentzian
functions to determine their peak intensity. Finally, the ratio of the peak intensities for
o and 7 polarization was calculated for each value of ¢ and fit to a scattering tensor.
Example data are given in Figure 3.6 for the YBCO-6.75 sample in the K-peak orientation
and an out-of-plane component of L ~ 1.33.

The results for all samples and orientations, as well as the calculated curves for fitted
tensors, are summarized in Figure 3.7. Data for the H- and K-peaks using a measurement
geometry with Q ~ 170° (L ~ 1.5) are shown in the upper panels 3.7(a) and 3.7(b),
respectively, and similarly for Q ~ 134° (L ~ 1.3) in the lower panels 3.7(c) and 3.7(d).
In addition, data from Comin et al." for the K-peak of YBCO-6.75 with 2 ~ 170° is
reproduced in 3.7(b). Of course, the precise value of L in these measurements varies as
the the dimensions of the unit cell changes with doping. Thus, YBCO-6.75 was measured
with L ~ 1.48 and L ~ 1.33, and YBCO-6.67 was measured at L ~ 1.32.

IThe structural phase of neither sample was verified in this study, but both have been confirmed
previously in related studies. These are the expected phases in which samples at these dopings would exist
in thermal equilibrium at low-temperature. For more, see Ref.

23



(a) ]7r

0.

Intensity (arb. units)
o

Figure 3.6: Intensity measurements of the CDW peaks for YBCO-6.75 in the K-orientation. (a)
The peak profiles with fluorescent backgrounds removed as a function of # and ¢ for 7- and (b)
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Figure 3.7: Ratio I,/I: of measured intensities for the (0.31 0 L) CDW H-peak (a, c¢) and
(0 0.31 L) K-peak (b, d). The upper row (a, b) shows data taken close to the peak’s maximum
at L ~ 1.5, while the bottom row (c, d) shows L ~ 1.3 where peak-intensity is reduced but the
data is more sensitive to the symmetry of the CDW. (Exact L values are indicated.) The solid
lines are fits to a model assuming only diagonal components of the scattering tensor are nonzero.
The fit for the H-peak (black line in (a) and (c)) and K-peak (grey line in (b) and (d)) data
were performed separately as no single tensor fit both data sets simultaneously. In panels (b)
and (c), the green triangles and dashed line are the data and fit, respectively, reproduced from
Ref. 7. The blue dash-dotted line in (a) and (c) is a fit to a model allowing the off-diagonal tensor
component f,. to be nonzero, which requires breaking of inversionsymmetry.
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Fit Line fy/fL  fee/fL facfr
0

K-peak —  0.998 0.049

K-peak from Ref. == -1.022 0 0
H-peak —_— 1.42 -0.15 0
H-peak e 1 0 -0.225
H-peak --- 1.32 0.065  £0.116

Table 3.1: Optimized parameters for the fits plotted in Figure 3.7.

A striking difference between measurements of the H- and K-peaks is immediately
apparent, with the K-peak data exhibiting substantially larger oscillations. We could find
no scattering tensor (see below) whose components realistically reflect the symmetry of
the crystal structure and generate a satisfactory fit to both peaks simultaneously. We take
this as compelling evidence to support the existence of two distinct domains—with conse-
quently different orbital symmetries—of unidirectional CDW order coexisting in YBCO.
We thus proceeded to calculate separate parameter sets for the H- and K-peaks, which
are summarized in Table 3.1.

The same model of the scattering tensor as described above for LBCO (Equation 3.8)
was used to fit the ratio data. Measurements at all values of L were fit simultaneously, as
well as the data for both doping levels as the results show little variation between 6 = 0.75
and 0 = 0.67. The K-peak data produced a ratio of in-plane components close to unity,
fi/fL = 0.998 £ 0.020, with a small out-of-plane contribution, f../f. = 0.049 £ 0.041.
The fact that the scattering tensor again follows the predicted form of f,, ~ fi > fec is
strong evidence for a predominantly monopolar CDW. Notably, this is incompatible with
the report of dominantly d-character by Comin et al, and at most the evidence could be
consistent with a mix of symmetries that has a small quadrupolar contribution.

We further explore this result by examining the data from Comin et al. of the K-peak
in YBCO-6.75 superimposed on our own data in Figure 3.7(b) and (d). The fit parameters
reported, fj/fL = —1.022 and f../f1 = 0, produce a similar curve to our own for the
L ~ 1.5 data, as expected. However, the measurement gains significant sensitivity to the
symmetry of the CDW when L is decreased due to the change in how € and ¢ access the
crystallographic axes as ¢ is rotated. Thus, changes to the tensor components induce more
obvious variations in the shape of the fitting curve. Clearly, the given tensor values no
longer provide a satisfactory fit to the measurement at L ~ 1.3, and differences between the
two fits that were subtle at L ~ 1.5 have now become dramatic. The resultant effect on the
calculated symmetry components, as stated above, is also substantial in both quantitative
and qualitative terms, and we therefore advocate for a change in practice when conducting
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this type of experiment. While it often seems advantageous to measure the CDW peak
at its maximum, especially given how weak the peak’s intensity can be at some dopings,
a measurement at an off-peak L-value should be considered as it can vitally improve the
precision of the results.

Fitting the H-peak data revealed a ratio for the in-plane components of fy/fL = 1.42.
This substantial departure from unity indicates a significant breaking of four-fold rotational
symmetry characterized by an in-plane anisotropy whose modulations are stronger in the
orbital’s projection along the a-axis than along the b-axis. Some anisotropy might be
expected due to the orthorhombic nature of YBCO’s unit cell, but that would produce an
inverse relationship for f/f. between the H- and K-peaks. This isn’t the case here, which
suggests the dichotomous behaviour arises from electronic effects. In addition, the fit shows
a not-insignificant out-of-plane modulation, with f../f, = —0.15. The possibility of this
outcome has previously been neglected with f.. often assumed to be zero, but our results
suggest that this should not be taken for granted. Finally, we note that the measurements
at L ~ 1.5 and L ~ 1.3 are consistent with the same scattering tensor, as evidenced by
the ability of one fit to match both datasets.

With f,. > fu, the scattering tensor does not reflect the point group symmetry of the
CuOg planes. This is evidence that in addition to charge ordering, orbital ordering is also
present. A contribution from the Cu-O chain layer that runs along the crystal’s b-axis could
potentially affect the symmetry of the scattering tensor in this way. However, the orbitals in
the chain layer resonate at higher energy than in the plane, and studies exploring the energy
dependence of the CDW peak haven’t observed any such contributions.”” " Furthermore,
the structure of the chains is sensitive to doping and temperature, but we have found no
evidence that these properties affect the peak’s azimuthal dependence (Figures 3.7 and 3.8,
respectively). Instead, it would seem that the orbital ordering exists in the CuO, plane,
alongside the charge ordering.

An Alternative Model of the Form Factor

By loosening the restrictions on our fitting model to explore solutions that include more
nonzero f;; components, we discovered additional fits that provide a similarly satisfying
match to our H-peak data. In particular, we found favourable tensors with nonzero f,.
(= fea) components, which mix scattering with polarizations along the a- and c-axes. Such
tensors (examples listed in Table 3.1 and plotted in Figure 3.7) imply the breaking of
mirror symmetry around Cu sites along the ab- and bc-planes. One possible explanation
for the origin of this properties could be a CDW in which unoccupied Cu 3d orbitals rotate
about the b-axis. Following the work by Forgan et al., who used non-resonant hard x-ray
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Figure 3.8: Measurement of the H-peak in YBCO-6.67 with L = 1.32 for a series of temperatures
and azimuthal rotations, ¢. The data overlaps within uncertainty and show no sign of a temper-
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Figure 3.9: A model of ionic displacements caused by the CDW in YBCO, derived from hard
x-ray scattering. Note the eliptical pattern as a function of distance along the a-axis. (Figure
adapted from Ref. 112.)

scattering to measure small ionic shifts in YBCO (Figure 3.9), we propose a model CDW
where ions are displaced by vectors that follow an elliptical pattern as a function of position
along the a-axis (Figure 3.10). These shifts could cause a rotation of the Cu orbitals in
response to the “kinking” of the CuO, plane, and they could induce charge modulations due
to the changing distance that ions in the plane layer are from the reservoir of charge in the
chain layer. These effects together may even produce a kind of orbital order as modulations
in the environment around Cu affect the shape, or even occupied configuration, of the 3d
orbitals, and thus this type of CDW shows potential for explaining a lot of the properties
observed in our data. However, it is also important to note that more measurements are
needed before the symmetry of the H-peak’s scattering tensor can be uniquely determined.

Regardless of which tensor accurately describes the H-peak, the most curious aspect of
our results is why the CDW order has a different symmetry at all along the a- and b-axes.
In most aspects, the H- and K-peaks behave similarly. For example, they have a similar
intensity, correlation length, temperature dependence, energy dependence, and pattern of
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Figure 3.10: A proposed model of a CDW in YBCO that results in nonzero f,. = fo, terms in
the scattering tensor. Red arrows represent (exaggerated) ionic displacements, and the size of
the orbitals correspond to the amount of charge on the ion. The orbitals change orientation in
response to their ion’s displacement, and they gain (lose) charge when pushed closer to (farther
from) the chain layer, which acts as a charge reservoir. The displacements follow a rotating
elliptical pattern with distance along the a-axis, which changes direction between neighbouring
plane layers. (Figure adapted from Ref. 143.)
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lattice displacement. '~ " '“" " However, they also show a different relationship between
intensity and doping, "~ “* and they respond differently to magnetic fields."~ To under-
stand these connections, more studies like our own are required that can further improve
the accuracy of the CDW’s symmetry in these and other cuprate samples.

3.4 Summary

The case for a universal d-symmetry of the CDW in the cuprates is gaining momentum from
both theoretical studies and experimental evidence, but the symmetry is still unknown in
many materials. Here, we have presented measurements from a novel resonant soft x-ray
scattering experiment on three important cuprates: 1/8-doped LBCO and two dopings of
YBCO. Contrary to expectations, we found that the CDW has a dominantly monopolar
symmetry in LBCO, likely centred on the O sites of the CuO, plane. This was observed at
both the O absorption edge and Cu. Specifically, we found at O fj/fL = 0.612, f../fL =
0.034, and Ag/Ay = —0.241. At Cu, we found f/fL = 0.991, f../f L= —0.067, and
estimations of the ratios of symmetry components that were definitively monopolar. We
argued that this affinity for an s-like CDW may be related to the unique stripe order
in the La-based cuprates. Specifically, in a case where ferromagnetism correlates with
charge density, an SDW would be incompatible with a quadrupolar CDW. Furthermore,
we discussed how a monopolar CDW may show greater competition with superconductivity
than quadrupolar, as evidenced by the enhanced suppression of 7, in 1/8-doped LBCO.

In YBCO, two distinct symmetries were observed at the Cu edge. Examining the K-
peak that corresponds to CDW order along the b-axis, we again observed a dominantly
monopolar symmetry with fj/fL = 0.998, f../fL = 0.049. We contrasted our experiment
with a previous study that reported different conclusions but suffered from more ambiguity
due to a less favourable geometry. At the H-peak, we were surprised to find anisotropy in
the in-plane components of the scattering tensor that does not reflect the expected sym-
metry surrounding the Cu ions and suggests the presence of orbital order. We also noted
that other models of the scattering tensor, specifically with nonzero f,. = f., components,
could provide satisfying fits to the data. We proposed a novel CDW, based on hard x-
ray scattering, that fit this tensor symmetry by exhibiting ionic displacements. However,
our measurements could not uniquely determine the correct form of the tensor, and we
argued for more measurements on these and other samples to investigate the questions left
unanswered.
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Chapter 4

Observing Electronic Nematic Order
in the La-based Cuprates with
Anisotropic Tensor Scattering

A characterizing feature of strongly-correlated fluids is a diverse array of phases that orig-
inate from broken symmetries. Superconductivity, charge-density wave (CDW) order, and
spin-density wave (SDW) order—which break gauge, spatial, and time-reversal symmetry,
respectively—are widely prevalent throughout the strongly-correlated electronic structure
of hole-doped cuprates, but it is unknown if other, yet-to-be-discovered phases generically
populate the common phase diagram of this material family. It has been predicted that
spontaneous C; rotational symmetry-breaking of the electronic structure, refered to as elec-
tronic nematic ordering, may be one such missing phase.’* This claim was bolstered by the
discovery of electronic nematicity in the 4d perovskite and strongly-correlated superconduc-
tor SrgRusO7." " Since that time, electronic nematicity has also been observed in numerous
Fe-based superconductors, """ the topological superconductor Cu,BisSes, """~ and at
the interface between LaAlOg3 thin films and SrTiOg substrates, ™ which all suggests that
electronic nematicity may be a common partner of unconventional superconductivity.

Some measurements of electronic nematicity in the cuprates have already been re-
ported. In 2002, Ando et al. measured anomalous anisotropy in the in-plane? resistivity
of YBayCu30g4s (YBCO) and LSCO."”" Some anisotropy is expected to occur in both of
these materials due to weak orthorhombicity of their unit cells, as well as the presence

2Here, we use in-plane to refer to the a-b plane of the crystal’s unit cell, which is parallel to the CuO,
plane.

62



of conducting CuO chains running parallel to the b-axis in YBCO. However, the authors
observed a striking temperature dependence that could not be explained simply by crystal
structure. Furthermore, the anisotropy in YBCO exhibited a negative correlation with
increasing oxygen content in the chain layer;' a surprising result since oxygen content in-
creases the conductivity (and thus the contribution to the anisotropy) of the CuO chains.
The authors concluded that the likely explanation for the origins of this behaviour comes
out of electronic correlations, which could be consistent with the presence of an electronic
nematic phase. Shortly thereafter, a body of neutron scattering measurements revealed in-
plane anisotropy in YBCO in the vicinity of the pseudogap that could be explained by the
existence of an electronic nematic phase with a transition temperature well above T,.. "~
Subsequent measurements of the Nernst effect in YBCO 7 and STM measurements of
Bi2212"° also supported this possibility. Most recently, Cyr-Choiniere et al. performed
a careful analysis of transport in YBCO and found compelling evidence for an electronic
nematic phase, distinct from the anisotropic CDW phase, residing at dopings below the
peak of the CDW phase boudary, p < 1/8, and with transition temperatures reaching as
high as 250 K.""" It now remains to be determined if such a phase can be reliably observed
with other experimental techniques in these and other cuprates, at which doping and tem-
perature ranges in the phase diagram it resides, and if the phase is generic to all cuprates
or a special phenomenon in some specific materials.

4.1 The Electronic Nematic Phase

Before we continue, it is instructive to establish more precisely what it means for a material
to posses an electronic nematic phase. The term nematic is borrowed from the theory of
liquid crystals describing fluids composed of interacting particles that exhibit correlated
structural phases somewhere between traditional solids and liquids. The simplest exam-
ple of a liquid crystal is a system containing long, thin, rod-shaped molecules. At high
temperature, the molecules exist in a state of liquid disorder with random positions and
orientations. As the system is cooled and forced to condense, space is saved and free energy
minimized through the loss of rotational freedom so that the molecules line up with their
long axes parallel to one another. The system thus acquires a net average orientation, but
it remains fluid such that the positions of the molecules remain completely uncorrelated.?

LAt low temperatures, below a doping of § ~ 0.55.

2The molecules are also able to rotate freely about their long axes. This is an important point for
molecules lacking symmetry in the perpendicular plane. If there is sufficient asymmetry, the system can
sometimes transition at a lower temperature into a second nematic phase where the 2D-projection of the
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Figure 4.1: A fluid comprised of asymmetric particles, such as rod-shaped molecules, can align
along a preferential axis below a threshold temperature to exhibit rotational order while maintain-
ing spatial disorder in what is known as a nematic phase, (a). At lower temperatures, the particles
can transition into a smectic phase where they arrange into layers with both rotational and spatial
order, (b), shown here with a finite canting parameter. (Figures adapted from Wikipedia.)

This is known as a nematic phase and is illustrated in Figure 4.1(a). Clearly, some proper-
ties of a system in this state could differ when measured along the axis of alignment versus
a perpendicular direction. A common example from daily life is a liquid crystal display
(LCD). The fluids in these devices are opaque when disordered but become transparent
along the direction of their aligned molecular axes when they enter the nematic state,
which can be induced on-demand through the application of an electric potential.

As the system is cooled further, it can enter other ordered states. The smectic phase is
realized when the molecules lose some spatial freedom and arrange themselves into layers
perpendicular to the alignment axis, Figure 4.1(b). The system in this state has both
rotational and spatial order defined by a single direction, but the molecules are still free
to move and rotate in the perpendicular plane in which they remain disordered.

Electrons in solids are often treated like the particles of a fluid, and it is therefore
perhaps unsurprising that the ordered phases of liquid crystals would be considered can-
didate states for some systems. However, even for classical fluids, the details surrounding
the microscopic mechanisms that facilitate the formation of a nematic phase are chal-
lenging to quantify and generalize, and it is not immediately obvious how this theory,

system in the perpendicular plane will order for the same reasons as it did for the first nematic phase.
Now, the system will have a fully-constrained average orientation but still have no spatial order.
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which depends on polyatomic molecules with asymmetric structure, can be applied to elec-
trons in a quantum mechanical context. One approach is to imagine the creation of a
nematic phase from the melting of a stripe phase, such as CDW order." """ Stripe
order is classified as an electronic smectic phase, being a periodic structure that breaks
rotational and spatial symmetry along a preferential axis. While transitioning out of this
phase by increasing temperature, the stripes develop topological defects, i.e. dislocations
in the CDW’s 2D “crystal” of electrons, that break long-range spatial order. The initial
macroscopic stripe pattern breaks apart into a sea of microscopic domains of local stripe
order. At higher temperatures, the domains may be randomly oriented without any large-
scale organization, but at moderate temperatures just above melting, the domains remain
mostly aligned with one another. Thus, the melting occurs in such a way as to maintain
an average rotational alignment of the stripe domains while their positions disorder due to
the randomly-dispersed dislocations, and the CDW (smectic) order will have transitioned
into an electronic nematic phase.

An alternative construction can be built from the perspective of the matieral’s mo-
mentum structure. At high temperature, the material may be in a metallic state where
disorder ensures a momentum distribution that only reflects the point group symmetry of
the lattice. As pointed out by Pomeranchuk in 1958, if some of the Landau parameters de-
scribing the system are negative and sufficiently large to overcome the Fermi pressure, then
the electrons will experience an instability and spontaneously lower their symmetry. ">
Precisely how the system evolves from this instability is complicated and depends on the
details of the particular material, but in a simple case of a rotationally-symmetric (i.e. cir-
cular) 2D Fermi surface, the instability will cause an elliptical distortion.'”” Thus, when the
temperature is lowered, the system will spontaneously break the symmetry of its momen-
tum structure down to Cy and develop anisotropy in properties that depend on orientation
but not location. This is by definition an electronic nematic phase.

Identifying the presence of an electronic nematic phase from a measurement displaying
asymmetry can be nontrivial. As implied above, anisotropy can arise from a number of
other sources, such as an orthorhombic unit cell, asymmetric superstructures like 1D CuO
chains, and the presence of other electronic phases like CDW order. Any of these will
produce an orientation-dependence in a measurement like resistivity, but none meet the
definition of electronic nematicity. One must therefore be careful that observed anisotropy
is not attributable to other causes before making claims in this regard. To do so, a thor-
ough knowledge of the crystal’s structural and other electronic phases, as well as a clever
measurement that avoids ambiguity, is often required. For example, one may need to find
an anomalous dependence on doping or temperature, ” or be able to carefully account for
all other known sources of anisotropy. "’ Because of these stringent criteria, unfortunately,
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the literature contains many credible reports of rotational symmetry breaking in the elec-
tronic structure of the cuprates that are ambiguous toward the observation of an electronic
nematic phase (see Ref. , for example).

Finally, we note that many theoretical studies of nematic phases arising from Pomer-
anchuk instabilities in the cuprates and other correlated quantum materials have been
performed over the past two decades. " '" For a thorough overview of electronic nematic-
ity in strongly-correlated electronic systems, we refer the reader to Refs. and

4.2 The La214 Cuprates

The undoped parent cuprate is a Mott insulator that, upon doping, exhibits charge and
spin correlations arising from a competition between Coulomb repulsion and kinetic en-
ergy as the extra charge carriers hop across the underlying antiferromagnetic lattice. How
strongly structure, stoichiometry, and disorder in the lattice affects these correlations is of
critical importance to understanding the emergence of ordered electronic states. Indeed,
structural studies have always been of interest in the cuprates since the early proposal that
Jahn-Teller polarons may be involved in an electron-phonon mechanism of high-7, super-
conductivity. "= While a lack of evidence for isotope effects in optimally doped cuprates
now instead supports an electron-electron mechanism, ' structural details have remained
an important topic in cuprate studies.

Very relevant to the connection between lattice structure and electronic order is the La-
based cuprates (known as La214), whose unit cell is organized in the KyNiF} structure with
CuOs planes separated by LaO rocksalt bilayers (Figure 4.2)."""'*" At high temperatures,
the CuO, layers are parallel to the ab-plane of the unit cell, but a mismatch between the
Cu-O and La-O bond lengths cause strain that is alleviated by structural distortions at
lower temperatures. The undistorted state is known as the high-temperature tetragonal
(HTT) phase, and upon cooling, the crystal can undergo a second-order transition into the
low-temperature orthorhobmic (LTO) phase where the O octahedra coordinated around
the Cu sites rotate about a vector 45° between the a- and b-axes. " As illustrated in
Figures 4.3 and 4.4, neighbouring octahedra necessarily rotate in opposite directions to
facilitate corner sharing, which produces a corrugation of the CuO, layers, and adjacent
layers alternate their rotation vectors between the orthogonal but crystallographically-
equivalent [110] and [110] directions. Decreasing the temperature further, the crystal
can then undergo another structural transition, this time first-order, into what is known
as the low-temperature tetragonal (LTT) phase.'”"'*"'** In this phase, the vector about
which the octahedra rotate is now parallel to an in-plane crystallographic axis, alternating
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La (Ba, Sr,
Nd, Eu)

Figure 4.2: Crystal structure of the La214 cuprates. The unit cell is outlined in black, and the
O octahedra surrounding the Cu ions are schematically framed in red. Bonds between atoms are
not shown.

between a and b in adjacent layers. The magnitude of the tilt angle, usually defined as
®, serves as a vectorial order parameter for both low-temperature phases, and while its
magnitude increases as the HT'T phase transitions into the LTO phase, only its direction
changes substantially as the system changes into the LTT phase.

In the LTT phase, the fourfold rotational symmetry of the lattice in each ab-plane is
reduced to twofold, and the structural distortion is known to correlate with the presence
of static charge- and spin-stripe order in the CuQO, planes.” "% 29159 Just like the struc-
tural rotations, the direction of the stripes run parallel to crystallographic axes, switching
between a and b from one layer to the next. Indeed, in the infamous pseudogap doping re-
gion around 1/8 where the stripe order is the most robust and the superconducting dome is
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b/a
L a/b

Figure 4.3: The CuO3 plane layer of La214 in a “top-down view” along the perspective of the c-
axis. In the higher-temperature LTO phase (top), the octahedra comprised of O ions coordinated
around each Cu ion tilt along the [1 1 0] (or equivalent) crystal vector, with the direction of rotation
(clockwise/counterclockwise) reversing between nearest neighbours. In the lower-temperature

LTT phase (bottom), the rotation vector is along an in-plane crystallographic axis. For both
phases, the tilting vector rotates 90° between planes neighbouring along the c-axis.

68



Tilt Direction

—>

Spacer Layer

Tilt Direction

I \’

Figure 4.4: The orientations of the structural distortions in the low-temperature phases of La214
change orientation by 90° between adjacent layers. The charge- and spin-stripe order, which is
thought to be stabilized by the in-plane anisotropy of the LTT phase, does the same.

maximally suppressed, the onset of long-range charge ordering is coincident with the LTT
transition in LBCO (Figure 4.5), suggesting that the structurally-provided anisotropy may
encourage—or at least permit—the formation of electronic stripe order.''® However, the
structure can be reverted back into the HT'T phase at low temperature through the applica-
tion of pressure, and the presence of charge ordering has been observed to persist.'* Thus,
the link between structurally-provided anisotropy and stripe order remains an open and
interesting problem. With both a structural distortion and a charge-density wave providing
a manifestation of Cy-symmetry breaking, the La214 family of cuprates should be a partic-
ularly strong candidate for the observation of an electronic nematic phase. Furthermore,
with the variety of available dopants—Ba and combinations of Sr plus rare earths'“’—that
can be used to tune parameters like the LT'T, CDW, and superconductivity onset temper-
atures, we expect it to provide a rich playground for exploring the interplay of electronic
and structural nematic phases.

We finish this section by briefly noting that the structural phase diagram of the La214
cuprates is actually more complicated than the description just provided. As shown in
Figure 4.5 for LBCO, doping plays an important role in deciding if and at what tempera-
tures the crystal will transition, and phases other than the ones described above are also
possible. For example, the low-temperature less-orthorhombic (LTLO) phase, sometimes
referred to as the LTO2 or Pcen phase to reflect its symmetry, can exist as an intermediate
state between LTT and LTO where the octahedra are rotated intermediately between the
two structures.
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Figure 4.5: Phase diagram of La214 doped with Ba in the vicinity of the 1/8 anomaly. (Figure
is adapted from Ref. 118.)

4.3 ATS Scattering

As shown in Figure 4.2, the unit cell of the La214 cuprates contains two CuQO, layers, one
at z = 0 and one at z = 0.5 (r.l.u.). The 0.5 layer is offset by (z,y) = (0.5,0.5), but
the layers are otherwise equivalent in the HTT phase. Thus, the (001) Bragg reflection,
which depends only on the ionic positions in z, will consist of identical reflections from
the two layers, but with the z = 0.5 layer m out of phase with z = 0. As a consequence,
the two reflections will interfere completely destructively, and the Bragg peak is said to
be forbidden. However, the situation changes when Cj-symmetry is broken in the LTT
phase, and a significant (001) signal can be observed when the measurement is tuned
to atomic resonances.'” " As explained in Section 2.3, RSXS provides the ability—via
careful selection of the energy and polarization of the incident beam—to acquire near-
exclusive sensitivity to a particular orbital in the unit cell, and thus it changes the focus
of the measurement from the periodicity of the ionic lattice to periodicity in the electronic
structure. For example, measuring at the K edge of the apical O sites (O bonded to Cu
above and below the CuO, plane), Fink et al. demonstrated that the non-zero intensity
of the resonant (001) peak can be used to measure the presence of the LTT structural
distortion and examine its onset below the LTO phase.'”’
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The permission of the (001) peak on resonance arises from anisotropy in the local
bonding environment surrounding each atom. The shift in ionic positions due to the
tilted octahedra, which occurs on the order of a couple degrees, > '° slightly compresses
and extends bond lengths throughout the unit cell. While this has a very small effect
on the intensity of conventional diffraction, it induces local anisotropy in the electronic
structure between the two in-plane crystallographic directions that can easily be detected
in resonance studies. Since the orientation of the structural tilt rotates by 90° between
layers, the profile of the anisotropy is similarly rotated for a translation of z 4+ 0.5 in the
unit cell. Thus, a scattering signal measuring the projection of an anisotropic orbital along
an in-plane direction—selected by pointing the incident beam’s polarization parallel to
the crystal’s a- or b-axis—differs significantly between layers, and the condition of total
destructive interference is removed. Since this phenomenon arises from an anisotropic
symmetry of the resonant scattering tensor, it is referred to as an example of Anisotropic
Tensor Scattering (ATS).

We can explicitly calculate the intensity of the (00 1) peak from the presence of in-plane
anisotropy. Particularly instructive is the case of Cu, whose ionic positions don’t change
between the three structural phases. The structure factor for Cu is given by

S(001)cy = F(2 =0) + €™ F(z = 0.5) (4.1)
where
faa(2) 0 0
0 0 fel2)

is the average atomic scattering form factor for Cu atoms with z € {0,0.5}. For conven-
tional scattering, F'(z = 0) ~ F'(z = 0.5), and the structure factor vanishes. On resonance,
however, the elements of the form factor become dominated by the local environment, as
described in Section 2.3.1. We define a new quantity

n= faa(z = 0) - faa(z = 05) (43)

Noting that the symmetry of the rotation between layers implies fy,(z = 0) = foa(z = 0.5)
and fu(z = 0.5) = fuu(z = 0), we thus have

n= faa(’Z = O) - fbb(z = 0)7 (44)

and clearly 7 represents the degree of in-plane anisotropy for the Cu 3d orbitals. We can

then also write )

n 0 0
I(001)cy o |€% [0 —n O] & , (4.5)
0 0 0
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and therefore the square root of the intensity of the (001) peak measured at the Cu
edge, with polarization of the incident beam along the a- or b-axis, directly measures
the anisotropy factor n (up to a proportionality prefactor) and quantifies the amount of
electronic nematicity in that orbital in the sample.

4.4 Experimental Results and Discussion

ATS scattering of the (00 1) Bragg peak was measured in a collection of La214 cuprates
over a series of experimental runs at the REIXS beamline of the Canadian Light Source
synchrotron in Saskatoon (described in Section 3.1). The samples were grown using the
travelling solvent floating zone method, and a brief verification of their crystallographic
integrity and orientation was performed on each before being sent to the synchrotron.
Before starting each experiment, a fresh surface was exposed by a top-post cleave! in
air shortly before loading the sample into the vacuum chamber, and the experiment was
performed in a pressure of approximately 10~° Torr.

Each sample was mounted with conductive, UHV-compatible silver epoxy such that the
a/b-plane was parallel to the surface of the sample holder and the c-axis was antiparallel
with the incident beam when 6 = 0°. Its in-plane axes, which are equivalent in the La214
structure, were positioned parallel and perpendicular to the scattering plane (horizontal
and vertical in the laboratory frame, respectively). After entering the vacuum chamber,
the samples were moved into the diffractometer’s center of rotation, and a fine calibration
of the rotation motors to correct errors in mounting was performed using multiple Bragg
peaks as references. Two of the strongest and most easily accessible peaks were the (002)
and (+£103). For the dimensions of the unit cells in the La214 cuprates, the (002) peak can
be found near the Cu L edge where the beamline’s energy is reliably calibrated. However,
the (£103) needs energies above ~ 2 keV, and the beam required a secondary calibration.
The experiment was subsequently performed primarily using w-polarization (vertical E-
field) to ensure maximum overlap with the projection of orbital components along an

LA top-post cleave is performed by gluing a small object—often a screw or other piece of clean hardware
lying around the laboratory—to the surface of the sample. Ideally, the connected surfaces should be roughly
equal in size and shape to produce the best cleave. The top-post is then struck abruptly from the side
with the hope that the shearing, torquing force at the connection point breaks the sample along a simple
crystallographic plane approximately parallel to the glued surfaces. In materials like the cuprates, top-post
cleaving is highly successful, especially when exposing the ab-plane since the bond along the c-axis between
unit cells is comparatively weak. Ultimately, though, the quality of the cleave is never guaranteed in any
material, and is not uncommon to have to repeat the procedure two or more times before the sample is
ready for measurement.
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in-plane crystallographic axis, as using o-polarization would mix the overlap with c-axis
components for 6 > 0°.

4.4.1 Group I Samples

Our samples were measured periodically over the course of a few years and, for the conve-
nience of our narrative, can be divided into two groups. The first group contains three sam-
ples: Laj g75Bag 1205Cu0y4 (LBCO(i)) that is critically doped to the peak of the pseudogap at
P = 1/8, LalA475Nd0.4Sr0,125Cu04 (LNSCO(I)) also with P = 1/8, and La1.65Eu0.QSr0A15CuO4
(LESCO) with p = 0.15. The first two differ from the last by carrier concentration, and
all three differ in ionic spacing due to the varying diameters of the dopants. Note that in
Las_,RE,Sr,CuO,, Sr dopes holes while the rare earth (RE) only affects inter-atomic
spacing. Consequently, the samples have different LTO-to-LTT and CDW transition tem-
peratures (Tprr and Topw, respectively) as verified in our results below, making them
interesting subjects for our experiment. The locations of the Bragg peaks were recorded
assuming lattice parameters a = b = 3.787 A and ¢ = 13.24 A for LBCO(i) and LNSCO(i),
and a =b=3.79 A and ¢ = 13.14 A for LESCO, which were taken from the literature and
correspond to the unit cells of the HTT phase.” .

The presence of the (00 1) peak in each sample was verified and examined. As expected,
the peak was found to appear only at low temperature and to have decayed into background
noise before the sample was heated to 150 K. In addition, the peak only appeared on
resonance with an absorption edge. To illustrate this second property, Figure 4.6 provides
energy scans taken through the O K and Cu L3 edges at a constant scattering vector
Q = (001) in LBCO(i) at high (red) and low (blue) temperatures. The extra intensity
at low-temperature can be isolated by taking the difference (green), and it is roughly
attributable to the presence of ATS scattering. It should be noted that due to the large
variation in the refractive index as a function of energy when passing through an absorption
edge, the green spectrum is also significantly influenced by changes in the position of
the (001) peak that are unaccounted for here and effectively misalign the detector. A
more precise determination of the energy dependence would involve optimizing the peak’s
position at every data point, such as was preformed in Ref. [9, supplemental]. However,
this exercise still provides an approximate energy profile that is sufficient for demonstration
here and is often used in practice used for preliminary sample calibration.

As can be seen in Figure 4.6, ATS intensity is present throughout the pre-edge region
for both elements, with a strong, single peak present just below the XAS resonance peak
for Cu. For O, the complexity of the K edge XAS is mirrored by a more complicated
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Figure 4.6: Energy dependence of the (00 1) peak at the O K (a) and Cu L (b) edges in LBCO(i).
Measurements were taken at 22 K (blue) and 100 K (red). The difference (green) crudely approx-
imates the ATS scattering signal (see main text for details). Note that the background intensity
has been removed from all spectra with a constant offset for clarity.

ATS signal with a dominant peak between 532 and 533 eV and minor peaks distributed
throughout the rest of the edge. For our purposes, we need only take note from the
literature that unoccupied states composed of in-plane O 2p,, orbitals hybridized with
Cu 3d,2_,2 orbitals dominate the XAS intensity of the O K edge at 528.5 ¢V (the mobile
carriers near £p), and apical O states hybridized with spacer-layer orbitals dominate the
intensity at 532.2 eV.'"»°’ We therefore recorded the ATS peaks at these two energies in
the O edge to explore the nematicity of the in-plane and apical orbitals, respectively.

We then began a careful series of measurements of scattering intensity as a function
of reciprocal space position for a range of temperatures. Specifically, we tuned our beam
energy to each of the accessible absorption edges of interest in the material and rotated
our system along L through the (00 1) peak. This is achieved with a so-called “0-260" scan,
whereby the ratio of the sample angle ¢ and detector position 26 are held constant. At a
(00 L) peak, the Bragg condition is satisfied simultaneously with specular reflection (6 =
%-2«9), and a #-26 scan is required to separate the two signals. Count rates were recorded in
most cases with the Channeltron to avoid detector broadening that resulted with the MCP.
Example series are shown in Figures 4.7 and 4.8 for the La M5 and Cu L3 edges in LESCO,
respectively. For each temperature in the series, the background—which varied due to the
effect of the changing 6 and 26 angles on the XAS signal (see Section 2.1.3)—was subtracted
by fitting the spectrum in the regions above and below the peak with a polynomial. A
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fiftth-degree polynomial was used in most cases because of its favourable profile, but we
note that other choices ranging from third to sixth produced nearly identical results. As
demonstrated in Figure 4.7, typical background spectra showed small variations relative to
the lowest-temperature (00 1) peak, and thus to a good approximation, the primary effect
of the background subtraction was the removal of a constant offset.

Post background subtraction, the data was fit to a Lorenztian (Figure 4.8(a)) of the
form A

2
L+ 4 (Fwti)
where A is the peak’s amplitude, yo(= 0) its vertical offset, = the location of the peak, and
FWHM its full-width at half-maximum. These parameters, as well as the calculated area
of the peak, were recorded and used to characterize the influence of beamline fluctuations
and other perturbing effects on the accuracy of the results.

L) = yo+ (4.6)

It was found in the course of our measurements that jitter and drift in the beamline’s
parameters during normal operation produced various small but significant anomalies in
the spectra. This was due in part to the difference in the energy-positions of the ATS and
XAS peaks that meant our measurement was necessarily sitting on the sloping shoulder
of one peak or the other regardless of the targeted energy value we chose to use. Thus,
a small change in a parameter like the position of the beamspot on the monochromator,
for example, could result in a significant change in the sample’s background fluorescence.
We therefore needed to implement a rigorous calibration procedure that was performed
between each recorded spectrum in the series where the sample’s position, orientation, and
EY energy-profile was corrected to an initially defined setpoint. While this stabilized the
amplitude and shape of the peak, and thus greatly improved the experiment’s accuracy, it
also produced a small problem. As seen in Figure 4.7, and to a lesser extent Figure 4.8(a),
a secondary peak of lower intensity laid hidden under every (001) peak. This was deter-
mined to be the non-forbidden (002) reflection resulting from second-order light (twice
the setpoint energy) that is unavoidably produced in the undulator and is not filtered
out by the monochromator. The relative intensity of this peak changed with the setpoint
energy—the strongest peak appearing at the O edge. Due to the large fluctuations in a
crystal’s refractive index near resonance (Section 2.1), the first- and second-order beams
refract differently at the sample’s surface and thus appear at slightly different detector po-
sitions. Unfortunately, our calibration procedure could not always immediately determine
which peak position corresponded to the (001) and sometimes added erroneous drift to
our record of Ly; particularly at temperatures where the (00 1) is comparable in size to the
(002). This proved quite annoying during the experiment, and though post-experiment
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Figure 4.7: Temperature dependence of the (00 1) peak at the La M edge in LESCO (solid lines).
Backgrounds have been fit with a polynomial (dashed lines). Notice the appearance of the smaller
(002) peak due to second-order light from the undulator as the (00 1) dies away. The refractive
index varies strongly at resonances, which causes the (002) to appear as if it occurs at a different
point in reciprocal space.
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analysis on the data set as a whole could account for it, some small errors may still persist
at one or more data points in the vicinity of the “cross-over.”

It should be noted that while the FWHM of the CDW peak is inversely proportional
to the correlation length of the CDW order (see below), this is not the case for the (001)
peak and the LTT order. The intensity of the reflection can be modelled in the dynamical
diffraction framework as”™

Q)= ——— (4.7)

where B is a constant related to the geometry of the unit cell, S (Cj ') is the structure factor
at wavevector Q’ calculated inside the material (differing from Cj in vacuum due to the
refractive index), and S(@Q = 0) corresponds to diffraction at the low-angle limit. Both
factors in the denominator are proportional to the absorption coefficient, y, and

1G) o 5@IE @’ (4.8)
il
and
FWHM ~ 41 (4.9)

in the strong-absorption limit. We would therefore expect our measurements of the FWHM
to stay constant as a function of temperature. As verified in Figure 4.8(c), this was
essentially the case across our measurements, with some small modulations from noise and
beamline fluctuations.

Figure 4.9 shows a summary of our results for the intensity of the (001) peak as a
function of temperature in our first group of samples at various edges: Cu L3z, Eu Mj5, La
M;," in-plane O K (528.5 eV), and apical O K (532.3 eV). The spectra for each material
have been normalized to an intensity of 0 and 1 in their limits of high and low temperature,
respectively, so that the absolute intensity of each peak, which depends on the resonant
form factor, can be ignored. The most obvious pattern that emerges is the dichotomous
behaviour between the edges that correspond to the CuOs planes (Cu and in-plane O)
and the edges associated with the (La,M),0q spacer layer. The LBCO(i) data (4.9(a))
provides the clearest example. The La and apical O curves collapse onto one another with
striking similarity and exhibit an abrupt, first-order increase in intensity at Ty r, followed
by a gradual increase with decreasing temperature. This behaviour tracks conventional

!Substantial intensity from ATS scattering was available for a broad range of energies surrounding the
La edge. To minimize noise and second-order light, spectra were taken 10 eV below the XAS edge.
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hard x-ray measurements of the (1012) Bragg reflection that is directly sensitive to the
LTT/LTO structural distortion, " and is consistent with other conventional x-ray and
neutron measurements near the transition. = It therefore appears as though the
intensity at these edges is proportional to the extent of the structure-induced anisotropy,
as expected. The in-plane Cu and O edges, on the other hand, initially exhibit a similar
behaviour with an abrupt increase in intensity as the temperature falls below Tir, but
the subsequent increase as the temperature continues to fall is remarkably slower. Changes
to the ATS peak intensity due to the structural shift is expected to affect all of the edges
identically (up to a proportionality factor), but we instead see a clear distinction arise
between edges based on their location in the unit cell. Thus, we must conclude that the
origin of the dichotomy is not structural but intrinsically electronic, and we assert that
this is compelling evidence for the presence of an electronic nematic state forming in the
orbitals of the CuQO, plane.

Comparing Figure 4.9(a) with (b) and (c), we see a similar pattern in LESCO and
LNSCO(i), respectively. Again, the strength of the spectra from edges associated with
the CuO, planes lag behind those from the spacer layer after the initial onset at Tyrr.
In LESCO, we see that the La and apical O edges match one another closely, as do the
Cu and in-plane O edges with some deviations that are likely attributable in whole or in
part to beamline instability. However, Eu stands out from the other spectra with an even
more first-order-like dependence that sees its intensity rise to a maximum shortly below
Tirr. The origin of this unique behaviour is not immediately clear, but we note that it
still shares the qualitative description of exhibiting a faster rise below Tt than seen in
the in-plane elements. In LNSCO(i), the dichotomy is clearly apparent between Cu and
apical O in solidarity to the other samples. However, time constraints limited our data
collection to these two spectra only, and we therefore cannot comment on their correlation
with other edges in the material.

It should be noted here that our choice of temperatures at which the spectra were
normalized, especially the low temperature, was somewhat arbitrary. The data is not meant
to be presented in such a way as to imply that the degree of anisotropy converges as T — 0.
On the contrary, it may be the case, for example, that the anisotropy is comparable for all
edges in the transition region around 7y pr where structural contributions dominate, after
which the spectra of the plane layer exceed those of the spacer layer as the temperature
decreases and anisotropy develops from strong electronic correlations. This scenario is
supported by the intuition that the electronic nematic phase would become more robust
with decreasing temperature, and thus the ATS intensity in the plane layer would diverge
monotonically from those of the spacer layer. However, one might then also expect the
plane layer and spacer layer curves to overlap well at the transition with proper scaling,
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Figure 4.9: Temperature dependence of the ATS scattering intensity in (a) LBCO(i), (b) LESCO,
and (c) LNSCO(i) at various resonant edges. While the edges associated with the spacer layer
follow the trend of the structural transition, those associated with the CuOs planes exhibit
additional anisotropy originating from electronic interactions. We believe this is strong evidence
for the presence of an electronic nematic phase. (Data is normalized at high and low temperature
to 0 and 1, respectively. Figure is adapted from Ref. 9.)
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which they arguably do not. Whatever the case, however, the most important insight
revealed by these measurements is the clear difference in shape between the two categories
of spectra; a difference that cannot be understood as a direct consequence of the structural
transition, but rather seems to arise out of electronic interactions.

For further confirmation that the features in our data are indeed the result of electronic
anisotropy, we modelled the intensity of the (001) peak at the Cu L3 edge that the ex-
pected nematic scattering form factor in Equation 4.5 would produce and compared it to
our results. To remove the complicating effects of absolute intensity, experimental aberra-
tions, and scattering geometry, we followed a similar procedure to the one outlined for the
experiments in Chapter 3 and recorded the ratio of intensities using o- and 7-polarized
incident beams. As shown by the red curve in Figure 4.10, the ratio from the nematic form
factor is expected to oscillate as a function of azimuthal angle, ¢, due solely to geometric
effects. Since the measurement along either in-plane crystallographic axis is expected to be
proportional to the square of the anisotropy—a constant—then the ratio should vary as ¢
is rotated and the crystallographic projection of each polarization changes. When the crys-
tallographic axes are square with the laboratory frame, then o-polarization is parallel to
the vertical crystal axis, while w-polarization is at some angle to the horizontal axis due to
a finite 0, and the ratio experiences its minimum. Later, when the crystal is rotated +45°,
the two polarizations are maximally misaligned and produce comparable intensity, and the
ratio experiences its maximum close to unity. Our data closely matches this model (black
dots), which is especially convincing when one considers that the fitting model contains no
free parameters to optimize. For comparison, we also included two other relevant models
of the Cu edge. [9, supplemental| The green curve would result from in-plane modulations
of the position of charges in neighbouring CuO, planes, represented by the scattering form

factor
2

10 0
(001, o €510 1 0 | & (4.10)
00 0.1

where we have assumed an occupation ratio of the 3ds.2_,2 to 3d,2_,2 orbitals of 10%;
and the blue curve would result from antiferromagnetic ordering of the magnetic moment
projected along the c-axis, represented by

2

0

I(001)cy o |€ |1 (4.11)

O O =
o O O
M

0
Of the three models, clearly only the nematic scattering form factor accurately represents
our results, and does so convincingly.
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Figure 4.10: The ratio of the ATS peak intensity measured with 7- and o-polarization (E—ﬁeld
parallel and perpendicular to the scattering plane, respectively) is plotted with black dots. The
intensity is modelled using the nematic scattering form factor from Equation 4.5 (red line), as
well as two alternative candidates for the form factor from Equations 4.10 and 4.11 that describes
charge modulations (green line) and antiferromagnetic ordering (blue line). (Figure is adapted
from Ref. 9.)
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The Charge Ordering Peak

The CDW peak was examined using a similar procedure as for the (001). The peak is
known to occur at Q = (£26 0 ££0.5) and (0 £2§ £+£0.5) where 2§ depends on doping
(), and ¢ is an integer. It has been empirically determined that § roughly follows x
below the pseudogap maximum of x = 1/8. However, while it was once thought that 2§
then saturated at 1/4—the most obvious periodicity for the stripe order model”' —more
detailed neutron and x-ray diffraction studies now often report a slightly different value;
one that depends on the material and continues to change modestly as x increases past
1/8.5%00 125120, 195195 In LBCO, for example, Hiicker et al. have reported that across the
doping range 0.095 < x < 0.155, 26 shifts monotonically from 0.205 to 0.245."'° For our
measurements, the (H 0 L)-peak was found to occur at H = 2§ = —0.238,0.264,0.236 for
LBCO(i), LESCO, and LNSCO(i), respectively.

The peak’s profile in energy and reciprocal space was checked for consistency against
past experiments.”"" '’ As illustrated in Figure 4.11, the peak was seen at the Cu L and
O K resonant edges with a maximum in its energy dependence slightly below (< 1 eV)
that of the XAS, as expected. The peak’s L-dependence was similarly examined from the
difference in spectra taken at high and low temperature. As seen by the rough profile
in Figure 4.12(a), the maximum occurred near the expected value of L = 1.5. A more
precise profile was also measured by scanning through the peak along H at a series of
fixed L values, Figure 4.12(b). The backgrounds (dashed lines) were fit to the regions
surrounding the peak and subtracted to remove the effects of the changing geometry, and
the same location for the maximum was found at 1.5. Using either approach, the data
clearly indicates that the peak is broad in L and does not require a precise alignment along
that reciprocal space coordinate. All of these features are hallmarks of the CDW ordering
peak in the La214 cuprates, and verify our expectations.

A temperature series was collected at the Cu resonance in each sample, with individual
measurements consisting of scans of the §-motor position while the detector remained sta-
tionary. Unlike the measurements of the ATS peak that cut only along L, this procedure
recorded a shallow arc through the H/L-plane of reciprocal space that provided a wide,
stable cut along H with a modest, monotonic spread along L. Measurements were recorded
with the MCP which, due to its larger collection area, significantly increased count rates
and reduced noise levels when compared to the Channeltron. The background was again
removed by fitting a polynomial to the regions outside the peak; this time improving the
isolation of the peak far more dramatically than the case of the ATS measurements, as
the maximum peak-intensity was far smaller compared to the varying background (Fig-
ure 4.12(b)). The resulting data was then fit with a Lorentzian of the same form and
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characterizing parameters as before.

Example results for LBCO(i) with the measured amplitude, FWHM, and peak location
along H are shown in Figure 4.13. The markedly weak intensity—typical of CDW peaks
in La214—resulted in modest error bars, but the fits still matched the data closely and
unambiguously for temperatures below Tpw. Consistently across the three samples, we
found an intensity that decayed with temperature through a second-order transition. In
addition, the peak’s position Hj remained extremely stable with temperature, erroneously
drifting only as the peak became lost in the background noise. Finally, the FWHM began
with a constant value at low temperature where the peak was likely broadened by the
detector before moderately increasing as the sample warmed. This trend was expected as
the CDW order should become less stable, reduce its correlation length, and thus increase
the width of its diffraction peak as the sample transitions toward the high-temperature
symmetric state.

Figure 4.14 presents the intensity of the CDW peak for each sample as a function of
temperature alongside our measurements of the in-plane ATS peak-intensity, all taken at
the Cu L edge. The spectra were again normalized to values of 0 and 1 at high and low
temperature, respectively, to enable a direct comparison. In essence, this figure depicts the
relationship between the intra- (ATS) and inter-unit cell (CDW) symmetry breaking in
the Cu 3d,2_,2 orbitals. As discussed in Section 4.2, there is generally a strong connection
between the two symmetries in La214. It is empirically well-established that the first-order
LTT/LTO transition often coincides with the onset of the second-order CDW transition,
as it does here for LBCO(i) and LNSCO(i). Furthermore, it has been witnessed at some
dopings that the CDW order undergoes a coincidental first-order transition at Tyt before
resuming its typical, gradual climb in intensity with decreasing temperature. This suggests
that the CDW order would persist at higher temperatures if the LTT structure did as well,
and it may not be present at all without it." > All of this evidence seems to support
a hypothesis that the two phases are cooperatively related, and conditions producing the
presence of one in a material could boost the onset temperature or intensity of the other.
This line of thinking is furthered by our results for LESCO where the interesting case
exists of CDW order onsetting well below the LTT/LTO transition. Strikingly, the in-
plane ATS peak experiences an increase in its slope as the temperature is lowered past
Tcopw, indicating a significant increase of the electronic anisotropy.

At this point, it should be noted that the effect of the electronic nematic phase on the
in-plane ATS scattering intensity is unknown. In other words, the electronic nematicity
may enhance the anisotropy that the structural transition imposes, or it may reduce it.
Of course, the fact that the intensity of the in-plane spectra increases with lowering tem-
perature suggests a reinforcing effect since the electronic nematic phase would likely grow
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Figure 4.13: Temperature series of the CDW peak at the Cu L edge of LBCO(i). (a) After
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Data for nonsensical fits after the peak faded into noise are omitted.
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more stable as temperature decreases. In this case, the anomaly in the LESCO spectrum
would then suggest that the CDW phase also cooperates with intra-unit cell symmetry
breaking from electronic nematicity, and not just from the structural transition. Indeed,
the way in which the onset temperature of the LTT phase correlates with the onset of
the CDW phase shows a strong qualitative similarity with how we observed it to corre-
late with the electronic nematic phase; namely a coincident onset and a behaviour that
suggests the electronic nematicity would exist at higher temperatures if not “cut-oft” by
the structural transition. It is not unreasonable to think, then, that the three symmetry-
breaking phases may all strengthen one another. However, if the opposite case is true and
electronic nematicity actually reduces the anisotropy from the structural transition (which
is less likely, but cannot be ruled out), then the upturn in the LESCO spectrum would
instead imply that CDW order competes with the electronic nematic phase, as it does
with superconductivity, despite the fact that the two phases both correlate with the LTT
structure.

Finally, when examining Figure 4.9, the reader may wonder if a different choice of
normalization could have the spectra of the plane layer and the spacer layer all overlap
in LESCO in the region with temperatures above Tepw. The nematic divergence would
then be present only in the anomalous region below the “upturn” that correlates with the
CDW phase. If that were true, then the electronic nematic state would only be found
alongside CDW order in all three samples, further strengthening the correlation of the two
phases. Unfortunately, such an overlap is not found. By far, the most convincing overlap
between any of the spectra is already showcased in Figure 4.9, and we take this as evidence
to support our interpretation. Namely, as temperature is decreased, a first-order rise in
anisotropy occurs at the LTT/LTO transition temperature. This is immediately followed
by the development of electronic nematicity in the plane layer, which is enhanced at the
onset temperature of CDW order in LESCO.

4.4.2 Group II Samples

Our second group of samples consisted of Laj 49Ndg4Srg15Cu0O, (LNSCO(ii)) doped at
p = 0.18 with atomic parameters provided by the crystal growers of a = b = 3.75 A and
¢ = 13.2 A; and Lay 905Bag.09sCuOy (LBCO(ii)) at p = 0.095 with a = b = 3.778 A and
¢ = 13.157 A. Unique dopant concentrations, both in respect to each other and to all the
samples in the first group, were intentionally selected to provide new onset temperatures
for the LTT structural phase and CDW order in the hopes that new insight would be
gained about their relationship with electronic nematicity.
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Measurements of LNSCO(ii) were taken using the same procedure as for the earlier
samples. After cleaving the sample and aligning it in the diffractometer, the (001) ATS
peak was observed at the expected values of reciprocal space and energy. Our detailed
alignment procedure (described above) was again implemented between temperatures, and
count rates were recorded with the photodiode. This choice of detector was made for us
due to unfortunate technical problems affecting the other detectors at the time. While the
photodiode suffers from a lower quantum efficiency and sensitivity to ambient low-energy
photons, the intensity of the ATS scattering proved sufficient to generate impeccable signal-
to-noise ratios with proper modifications to the experimental setup (including blacking-
out the chamber’s windows). However, dealing with the technical issues did substantially
reduce the amount of productive time on our experimental run, resulting in the acquisition
of complete data sets for only Cu and apical O.

The data, along with the calculated FWHM and peak location Ly, is presented in
Figure 4.15. The relative intensity of the second-order peak was far more intense at the
O edge (4.15(b)) than at the Cu (4.15(a)), a feature that was consistently seen in every
sample. As expected for the ATS peak, the FWHM remained relatively stable below
Tirr ~ 80 K. Above the transition, the Cu peak is lost to noise and the O spectrum is
dominated by the (002), whose FWHM is a little under half as large as the (001). In
addition, the peak position in reciprocal space remained constant at both edges, with any
deviation likely arising from errors in our procedure to correct for refraction and beamline

drift.

The temperature dependence of the ATS intensity at each edge is plotted together in
Figure 4.16, normalized as before. The behaviour of each curve is consistent with the
results from the first group of samples. As the temperature decreases, there is a first-order
gain in intensity indicating the LTT/LTO structural transition that greatly increases the
in-plane orbitals’ anisotropy throughout the sample. Subsequently, both curves continue
to rise, but the apical O does so at a markedly slower pace. This once again reinforces the
narrative of a distinction between orbitals associated with the CuO, plane and the spacer
layer that cannot be explained by structural effects alone. Rather, the Cu orbitals exhibit
behaviour of an electronic origin, suggesting the presence of an electronic nematic phase.

An attempt was made to characterize the temperature dependence of the CDW ordering
peak for comparison with the (001), but the peak could not be found. As shown in
Figure 4.17, our search at both the Cu and O edges showed little variation between scans
taken at high temperature and at our apparatus’ base temperature. This was true for both
positive and negative regions of reciprocal space. Previous studies of other dopings, and
indeed our own results on the other samples, have shown a distinctly recognizable peak
(albeit a very broad one) at these coordinates, beam-energies, and levels of background
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noise. We must therefore conclude that, above our base-temperature of 20 K, CDW order
is either absent in LNSCO(ii) or extremely weak. This indicates that electronic nematicity
does not require CDW order to form, and in fact its strength—characterized by the degree
of separation between the curves—is still quite comparable to the other samples. This is
consistent with what was observed for LESCO, where electronic nematicity was seen to
persist at temperatures well-above the onset of the CDW.

The LBCO(ii) sample was also examined using the same procedure, except the Chan-
neltron was again employed to record the temperature series spectra. After cleaving and
alignment, the ATS peak was found at the expected energy and reciprocal space coor-
dinates. Scans through the ATS peak at the Cu, Ba, and La edges are displayed in
Figure 4.18. Again we see that the relative intensity of the second-order peak was far
dimmer at Cu than the other two edges, an effect due to a combination of the Cu edge’s
high-sensitivity to ATS scattering and the energy-dependent flux of the beamline’s second-
order light. Regardless, the spectra all show high signal-to-noise with smooth evolutions
with temperature. As shown in 4.18(d) and (e), the peak’s position and FWHM, respec-
tively, remained constant below Ty, as expected. At temperatures above the transition,
the FWHM for Ba and La transition to that of their respective (002) peaks, and the
FWHM of Cu vanishes as the peak is lost to background noise. Note again that the values
of the FWHM differ between edges due to their difference in absorption coefficient, and
the difference in Ly values is due to error in our accounting for refraction and beamline

drift.

The results of the ATS peak intensity as a function of temperature are plotted in Fig-
ure 4.19 with the spectra normalized as before. The result is as obvious as it is surprising:
the Cu spectrum from the plane layer identically tracks the spectra from the spacer layer.
The implication, of course, is that the in-plane anisotropy of all three orbitals are the same
and do not show evidence of any electronic nematicity.

The absence, or at least far weaker presence, of electronic nematicity in this sample is
consistent with other features of the spectra. First and foremost, the LTT/LTO transition
occurs at a lower temperature than in any of the other samples; roughly 15 to 100 K
lower. Since the LTT phase correlates with electronic nematicity, then it is expected
that both phases would be suppressed at this doping. Furthermore, the transition itself
appears to have less of a first-order character than in the other samples. The reasons
for this are not clear, but it may be related to the fact that this Ba-doping exists in the
structural phase diagram (Figure 4.5) near the border between the LTT and LTLO phases
at low temperature.! Regardless, we note that the transition typically has a mix of first-

!The LTLO phase exhibits some of the same tilt as the LTT and could possibly still produce measureable
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and second-order character, as seen here and in other works, ™ “ """ and this indicates
a weaker affinity for the system to transition out of the LTO phase as the temperature
falls and into a state that permits electronic nematicity. Lastly, the absolute intensity of
the ATS scattering peak was noticeably lower in this sample than in the ones measured
previously, which also implies a weaker LTT distortion due to its linear relationship with
that measurement. Otherwise, however, the spectra appear typical of ATS curves with an
initial, strong increase in intensity followed by a slower rise with decreasing temperature.
Along with the compelling overlap and low-noise of the spectra, we are provided with
no other apparent explanation—such as an error in our experiment—for the anomalous
absence of observed electronic nematicity.

ATS scattering was also recorded at the O edge at both apical and in-plane energies. It
was hoped that the in-plane data in particular would shine some light on the unexpected
behaviour of the Cu edge, perhaps by confirming the identical trend between the planar
and spacer layers. The results of our measurements are plotted in Figure 4.20. Similar to
the other edges, the spectra in each temperature series with backgrounds removed (4.20(a)
and (b)) exhibit low noise levels, a smooth evolution with temperature, and a stable peak
position and shape. The relative intensity of the second-order peak is significant for the
in-plane data and non-negligible for the apical, but the (001) is sufficiently bright in both
to provide an accurate measurement of the changing intensity. As well, the peak position
and FWHM was recorded in 4.20(d) and (e), respectively, and both show the expected
pattern of a constant value below Ti;rr, followed by a transition to the value of the second-
order peak above Ti;pr. Curiously, however, a plot of intensity versus temperature (4.20(c))
reveals a different evolution for the two energies, and in fact the difference between the
two is reversed from what is expected. The apical O, which is a member of the spacer
layer, increases more rapidly with decreasing temperature than the in-plane series, and if
the data were again normalized as before to converge at low temperature (see below), then
the apical O would lie below the in-plane when T < Tipr. Instead, the data in 4.20(c) is
normalized to once again showcase the unexpected similarity of the two spectra throughout
the transition region.

Figure 4.21 plots the two intensity curves for O with that of Cu, which also accurately
represents the Ba and La curves. Here, the curves are normalized as done for the previous
samples, and clearly the O curves deviate from Cu with a slower rise as temperature
decreases. While this qualitatively matches the deviations seen in other samples where
we argued for the presence of electronic nematicity, the O spectra here stand out from
the pattern with a more gradual rise that deviates from Cu immediately at the ATS onset
temperature. It is unclear if this unique behaviour could be an experimental artefact. Only

ATS scattering.
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and (b) apical O K edge energies. Backgrounds have again been removed and the data (dots) are
fit by Lorenztians (lines). The fit intensity (c), peak centre (d), and full-width at half maximum
(e) are plotted.
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Figure 4.21: Temperature dependence of the ATS scattering intensity in LBCO(ii) comparing
in-plane and apical O edges with the Cu edge, which also represents Ba and La. Spectra are
normalized as in previous plots. The unusual behaviour of the O edges casts doubt on their
demonstration of real electronic nematicity.

for this sample is the magnitude of the deviation comparable to the noise in the (001)
spectra. Even more significantly, the structural transition temperature is the lowest in this
sample, which means our normalization method is the least effective here at demonstrating
a real deviation. We therefore must conclude that additional measurements, ideally using
a cryostat with a lower base-temperature, are needed to confirm if the behaviour observed
here is real.

We briefly note here that throughout this study, we have now encountered three anoma-
lous spectra: the two O in LBCO(ii) and Eu in LESCO. As we have discussed, the causes
underlying the magnitude and shape of their unusual features is not fully understood.
Perhaps a detailed study that focussed on these edges specifically would reveal a common
source, such as an experimental peculiarity or an overlooked correlation with another elec-

tronic feature. However, for now, we must take them only as curious outliers in our larger
body of data.

The results of measuring the CDW ordering peak, recorded with the MCP at the
Cu edge, are shown in Figure 4.22. As seen in previous samples, the background varied
significantly relative to the peak’s maximum intensity (4.22(a)), but the subtraction of a
polynomial fit successfully isolated just the Bragg reflection (4.22(b)). While the CDW

98



peak is often weak in the La214 cuprates, it was especially so in this sample relative to
those in Group I. This is similar to the weak intensity of the sample’s ATS peak, which
provides even further evidence to support the connection between CDW order and intra-
unit cell rotational symmetry breaking. However, even the weakness of this peak did not
impede the relative ease of its discovery and characterization, which we note in order to
highlight a comparison with the case of LNSCO(ii) where we can be confident that the
peak was absent. The peak occurred around Hy = 0.214, and though the limited signal
resulted in substantial error bars on our characterization, the peak’s location and FWHM
remained relatively constant before disappearing into the background at high temperature.

Finally, the temperature dependence of the CDW and ATS peaks are plotted together
in Figure 4.23. Clearly, the CDW ordering phase and LTT structural phase onset at
approximately the same temperature, as seen in LBCO(i) and LNSCO(i), and this further
bolsters their correlation. Unique to this sample, however, is the similar trend shared by
the two curves. Neglecting a small deviation and acknowledging the significant noise level
of the CDW curve, the two appear to grow in-step as temperature decreases to imply a
proportionality of the strength of the inter- and intra-unit cell symmetry breaking. Such
a strong and direct connection between the two phenomena has not been observed before,
and it is curious that it would be seen in LBCO(ii) where both are comparatively weak.
Perhaps the overlap is just coincidence; a product of the likely event that the two onset
at the same temperature and the predominantly second-order character of the LTT/LTO
transition that is particular to this sample. However, we also note that this sample is
unique in its lack of observed electronic nematicity, and thus the nature of its electronic
correlations could also be unique in such a way that boosts the correlation between the
LTT and CDW phases at the expense of the electronic nematic phase.

4.5 The Effect of Tilt Angle on Electronic Nematicity

All of the samples examined in this study exhibit a transition into the LTT phase! below
some critical temperature, but the nature of that low-temperature structure is actually
known to vary somewhat in its defining order parameter: the tilt angle of the O octahedra,
®. Since the intensity of the ATS scattering is dominated by the resonant diffraction’s
dependence on energy and the experimental geometry, the absolute degree of anisotropy
and the tilt angle from which it derives could not be directly investigated in our study.
However, if broken electronic symmetry is indeed linked with the LTT distortion as we

1Or possibly the similar LTLO phase.
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have argued, then the value of ®, and not just the binary condition of the presence or
absence of a tilt, may be an important tuning parameter for the electronic physics.

The question of what role, if any, the magnitude of ® plays in determining the features
of the La214 electronic phase diagram has been asked many times before. Since the first
discovery of the structural phase transitions in these materials, it has been observed that
many electronic properties—such as resistivity, Hall coefficient, thermoelectric power, and
magnetic susceptibility—undergo seemingly correlated changes. """ Most interestingly to
the condensed matter community, it was observed that the dip in the superconducting dome
of LBCO’s phase diagram coincides with the doping-dependence of its LT'T phase, and a
causal link between C, symmetry breaking and the suppression of superconductivity was
immediately suspected. """ Studies were constructed to investigate this possibility
that exploited the material’s diverse array of available dopants: by substituting isovalent
rare earth ions and heterovalent alkali earth metals for La®", the degree of the LTT tilt
and the carrier concentration could effectively be tuned independently. =" '= =0 00, 205
It was found that while structural and electronic transitions often correlated, the connection
was not robust. In particular, the suppression of T, was centred at a carrier concentration
of x = 1/8 regardless of the material’s tilt angle. In light of this, Axe and Crawford
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predicted that the origin of the suppression was not a structural effect, but rather an
electronic one that was strongly enhanced in the LTT phase, and a charge density wave
was theorized as a possible explanation.”’" The existence of stripe ordering in this
material was later discovered,” and recent evidence supports the idea that CDW order
suppresses superconductivity generically across the cuprates.”"” """ As discussed above,
our data and others’ have demonstrated a strong connection between the LT'T phase and
CDW order that may explain the observed behaviour. However, more remains to be learned
about the mechanism by which it does so and why, for example, it’s transition temperature
matches that of the LTT phase at some dopings but not others.

Biichner et al. performed doping studies on LNSCO with varying Sr and Nd concentra-
tions and attempted to link the material’s electronic properties to both the LTT transition
temperature and the tilt angle. " In doing so, they observed a boundary separating
regimes of electronic behaviour in their two-dimensional dopant-space that corresponded
to a constant critical tilt, ®.. Specifically, they reported that the determining factor for
whether bulk superconductivity was present in a sample at their base temperature below
10 K was if the tilt angle in that sample was less than &, = 3.6°. Their work therefore
suggests that indeed some properties of electronically ordered phases in the La214 cuprates
may not be directly related to the presence of the LTT phase, but rather to the degree at
which the octahedra are tilted. We believe this to be consistent with our results presented in
this chapter. First, our observation of structurally-induced rotational symmetry breaking
generating further broken rotational symmetry in the form of an electronic nematic phase
may require a critical value of ®. > 0. A vanishing ®. would leave the system unstable to
the formation of electronic nematicity due to local crystal defects, which is not observed.
Furthermore, this could explain the lack of nematicity observed in our LBCO(ii) sample;
the tilt angle may be below or very close to the critical value. Most importantly, though,
an electronic nematic phase provides a concrete link between structural distortions and
other correlated electronic states. Without it, the origin of a 3.6° critical angle dictating
the presence of superconductivity seems somewhat arbitrary, and the variation in the on-
set temperature of the CDW phase is more challenging to justify. However, it seems more
plausible that electronic nematicity is encouraged through structural nematicity such that
it undergoes a steep transition at a small ®., and it then competes with superconductivity
either directly or indirectly through its strong cooperative relationship with CDW order.

The results of the work by Biichner et al. are reproduced in Figure 4.24 illustrating
their proposed value of ®.. For future experiments, we propose additional studies like
the ones discussed above to again be undertaken that investigate the relationship between
the LTT tilt and the material’s various electronic phases as a function of isovalent and
heterovalent doping. As we have demonstrated, the characterization of the CDW and
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superconductivity at temperatures below 10 K (black data points). Our own data for LNSCO
and LESCO samples are overlayed in colour. (Figure is adapted from Refs. and )

electronic nematic phases are now easily achieved with modern resonant x-ray scattering
facilities. Phase diagrams like the one shown could now be filled-in with substantially more
detail; an endeavour that our findings suggest may be extremely valuable to improve our
understanding of the strongly correlated electronic phenomena in the cuprates.

As a first step, we have added some of own data to Figure 4.24 for comparison with
the authors’. Since Eu and Nd are isovalent with La, they are directly comparable as an
agent for modifying the volume of the unit cell without affecting the carrier concentration.
We have assumed here a ratio between the ionic diameters of Nd and Eu of 1.30:1.31 and
calculated an effective Nd concentration that would produce the same result. Admittedly,
this is a rudimentary approach that may neglect some important differences between the
crystals, but it should serve as a first-order approximation. Unfortunately, our LBCO data
could not be approximated in this way as Ba ions have a larger diameter than La, so no
amount of Nd or Sr ions that are smaller than La could approximate the crystal volume.
Our results are consistent with the given value of ®.. All three of our data points lie

See http://crystalmaker.com/support/tutorials/crystalmaker/atomic-radii/index.html
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approximately on or above the critical angle and exhibit electronic nematicity, as expected.
LNSCO(i) also experiences robust CDW order that onsets at the LTT transition, which
may correspond to its position farther from ®,. that implies a higher tilt angle. LESCO
and LNSCO(ii) lie close to the critical angle, and they consequently experience delayed
and potentially-absent CDW onset temperatures, respectively. Of course, we must be
cautious about making excessively bold claims with only three data points, and indeed
data spanning both sides of the critical condition would provide superior insight. More
quantitative information about the relationship between the doping mixture and the tilt
angle would also be useful. Perhaps an alternative scatter plot showing data points on
the axes of tilt angle (or similar geometric property like unit cell volume) versus carrier
concentration would more easily reveal insights about the phase boundaries, whereas using
dopant concentration convolutes the two.

4.6 Summary

The La214 cuprates undergo a structural transition at low temperature that breaks the in-
ternal symmetry of the unit cell and permits ATS scattering off of the otherwise-forbidden
(001) Bragg peak when measured on resonance. The strength of this ATS peak measures
the in-plane anisotropy of a particular orbital and typically has an intensity that is pro-
portional to the extent of the low-temperature distortion. Here, we have compared spectra
between multiple orbitals in the unit cell to search for signs of additional anisotropy. We
found a dichotomy in the data’s temperature evolution: while measurements of orbitals in
the rock salt spacer layer expectedly resembled the structural transition, measurements of
orbitals in the CuO, plane layer showed a significant deviation. We argued that the origins
of this deviation must be electronic interactions, and therefore our results constitute an
observation of an electronic nematic state.

Five samples with varying carrier concentrations, unit cell volumes, and onset tempera-
tures of the structural transition were studied: La; g75Bag 105CuQOy, Lag 475Ndg 4Srg.125CuQy,
Laj g5Eug.2Srg 15CuOy, Laj 4oNdg4Srg18CuOy, and Lag go5BaggosCuOy4. The electronic ne-
matic state was observed in four of them, where it consistently onsets at the same tem-
perature as the structural transition. This implies that its presence depends not only on
the existence of the structural change, but also on the material’s mix of heterovalent and
isovalent dopants. In the material without electronic nematicity, Laj go5Bag.0o5CuQOy, the
structural transition also occurs at the lowest temperature of the group, implying that
intra-unit cell symmetry breaking is the least stable in this sample.

CDW order, well-studied in the La214 cuprates, was also measured for comparison. For
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three of the samples, the CDW peak emerged alongside the structural transition, suggesting
that all three symmetry-breaking phases tend to coexist. In Lay g5Eug2Srg15CuOy4, where
CDW order onsets below the coincident appearance of the structural and electronic nematic
phases, an enhancement in the ATS spectra of the CuOy orbitals was observed at Tepw.
This further supports the idea that these symmetry-breaking phases may cooperate with
one another. However, CDW was not found at all in Laj 40Ndg 4519 18CuQy4 despite it having
an electronic nematic phase and the second-highest structural transition temperature.

Our data indicates that the stabilities and onset temperatures of the three phases are
related in a nontrivial way. An underlying property that links them together may be the
tilt of the O octahedra in the low-temperature structural phase. Building off the proposal
by Buchner et al., it may be that this tilt—which varies with doping—induces an electronic
nematic state when it breaks the symmetry of the unit cell beyond some critical value. The
electronic nematic state, in turn, may influence the formation of a CDW phase, and these
two phases may affect the stability of superconductivity. We propose future studies using
new dopant combinations that explore the parameter space of carrier concentration, unit
cell volume, and low-temperature tilt to test this validity of this underlying connection and
to further map out the electronic nematic phase diagram.
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Chapter 5

Temperature Dependent XAS of
Oxygen-Doped YBCO

5.1 Introduction

As discussed in the preceding chapters, it is now accepted that the pseudogap region of
the cuprates’ generic phase diagram encompasses multiple ordered electronic phases. The
universal presence of a charge density wave has been established near 1/8 hole doping in
all branches of the cuprate family tree, and spin density waves are known to exist both
at low dopings near the antiferromagnetic phase boundary and alongside charge density
wave order in the La-based cuprates (known as stripe order).”»”" Evidence for additional
phases has been accumulating as well, in both theoretical and experimental works (see for
example, 35,54, 159, 209-213), but their nature, number, and generality remain contro-
versal. One such phase, that of electronic nematic order, has received particularly com-
pelling support from theoretical proposals ™' "">“"“" and measurements of transport in
YBayCuzOg,s (YBCO) and Lag_,Sr,CuO,4 (LSCO),"”" neutron scattering in YBCO, """~
and STM in BiySroCaCusOg,,. (Bi2212).""" In Chapter 4, further evidence for its existence
was presented from observations of anisotropy in the orbitals of the CuOs planes in mul-
tiple La-based cuprates measured with resonant x-ray scattering, as well as an apparent
correlation between this phase and stripe order. However, whether this phase is unique to
these materials or if it is indeed a universal feature of the cuprates is so far unclear. To
make progress toward answering this question, more experimental data is required that can
expound the details of the nematicity already discovered, as well as determine the presence
or absence of this phase in other cuprates.
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In choosing a direction for further investigations of electronic nematicity, YBCO offers
a favourable choice. Its crystals are grown with high purity, *°'° and the doping concen-
tration is determined by the number of oxygen atoms in the Cu-O-Cu chain layers. As a
result, the CuQOs planes in YBCO have intrinsically less disorder than in the other cuprates.
Furthermore, YBCO has a double layer of planes sandwiched between the spacer layers
that contrasts with the single plane layer in the La-based compounds, and insight could
thus be gained regarding the generality of any results the two structures may be found to
have in common. Finally, the body of evidence already supporting the presence of elec-
tronic nematicity in this material, as mentioned above, suggests a more likely chance of a
successful search. Similar arguments for focusing on YBCO were made during the search
for density wave order outside of the La-based cuprates after the discovery of stripe order
two decades ago,”” and the same reasoning is sound when motivating the search for this
new phase today.

As discussed in Section 4.1, collecting evidence of an electronic nematic phase is a
nontrivial endeavour. Ideally, one would like to witness directly the onset of anisotropy
in the orbitals of the CuO, planes that cannot be explained by other causes such as
orthorhombicity of the lattice or the appearance of density wave order. In the La-based
cuprates, the first-order phase transition from the LTO to LTT lattice structure provides a
unique opportunity for doing precisely that via resonant x-ray scattering. This opportunity
is not found in the other cuprates, but witnessing signatures of an electronic nematic
phase using resonant x-ray spectroscopies should still be possible (though perhaps more
challenging). Additionally, x-ray absorption and scattering measurements can be tuned to
the specific energies and symmetries of the electronic states under study and can clearly
distinguish between anisotropy found in the hybridized Cu 3d and O 2p superconducting
orbitals and the rest of the crystal. Transport measurements, on the other hand, collect
data from all atoms in the material simultaneously, adding ambiguity to the result, and
STM measurements are only sensitive to surface states which may not accurately represent
the properties of the bulk. We thus believe it worthwhile that exploratory resonant x-ray
studies, informed by the evidence so far collected, now be undertaken on cuprates outside
of the La-family.

As a specific example, electronic nematicity should be detectable in the temperature
dependence of x-ray absorption spectroscopy (XAS). As described in Section 2.1, XAS
spectra provide the unoccupied density of states projected onto an initial electronic wave-
function with symmetry that is determined by the incident photon’s polarization vector.!
Anisotropy in the superconducting states can therefore be uncovered through the compar-

1Since the electronic component of the initial wavefunction is a fully occupied, and thus spherically
symmetric, set of orbitals.
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ison of spectra with incident beams aligned to the a and b crystallographic axes. Some
anisotropy is inherently expected in YBCO because of the Cu-O chains that run parallel
to the b axis as well as the crystal’s orthorhombic unit cell. While this is conceptually
well-understood, the accuracy with which these features in the XAS can be quantitatively
predicted may be insufficient for a reliable identification of an electronic nematic phase,
whose effect on the spectra may be relatively subtle. Instead, electronic nematicity should
be evident in the thermal evolution of the spectra where a change in the trend of the
anisotropy—that is, a change in how the a-axis and b-axis spectra are evolving relative to
each other—will appear below the phase’s onset temperature. This change may be sudden
or gradual depending on if the electronic nematicity onsets with a first- or second-order
transition, respectively.

In this chapter, we investigate the thermal evolution of XAS spectra exploring the
superconducting electronic states of YBCO in the hope of detecting signatures of an elec-
tronic nematic ordering phase. Three dopings are examined: very-underdoped (§ = 0.335),
underdoped (6 = 0.5), and slightly overdoped (6 = 0.999). The very-underdoped sample
possesses a hole doping of p ~ 0.05 per Cu atom, * which corresponds to the edge of
the antiferromagnetic ordering phase and where electronic nematicity has previously been
reported with the highest stable temperature (perhaps > 200 K)."”" 'Y The underdoped
sample has a hole doping of p ~ 0.10 and is therefore at the onset of the 1/8 anomaly where
superconductivity is suppressed. This is also where the high-temperature phase boundary
of electronic nematicity may intersect with the CDW phase boundary near the latter’s
maximum stable temperature (= 150 K).""'"" Lastly, the slightly overdoped sample has
p =~ 0.19, just past where superconductivity maximizes in YBCO and the competing CDW
phase is severely weakened. These three dopings showcase important features in YBCO’s
known phase diagram that may impact the onset temperature of electronic nematicity, and
this is likely to improve the chances of finding clear signs of its presence if it exists in this
compound.

Ranging from 20 K to 300 K, a large effect is seen at the O K-edge, with changes of
up to 25% of the intensity of the pre-edge features occurring in some dopings and orbital
symmetries. This is comparable to the evolution of the spectral intensity with doping.
The effects are also seen at the Cu L-edge, though with a relative intensity an order of
magnitude less than O. Multiple electronic sources for the effects are considered, and it
is concluded that the photonic excitations are likely coupling with collective modes in a
Franck-Condon mechanism. Evidence for electronic nematicity is inconclusive, but the
results provide an upper limit on the magnitude of its effect in XAS spectra.
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5.2 Experimental Considerations

Our experiments were carried out at the REIXS beamline of the Canadian Light Source
synchrotron.”” The details of the apparatus are described in Section 3.1. The samples
were grown as single-crystals in BaZrOg crucibles using the self-flux method, " and then
detwinned and annealed under specific pressures of oxygen~'" to end up with the desired
dopings. All measurements were taken at normal incidence (0 = 90°) with the detector
angled 35° from the beam (2 = 145°). The beam was polarized for either purely o or 7
scattering and the samples were mounted such that the évector was directed parallel to
a single crystal axis during each measurement. Uncertainty in the mounting procedure
was expected to be no more than £1°. Furthermore, the crystals’ faces were mechanically
polished down to a grit of 0.05 pum prior to being transported to the synchrotron such that
the plane of each surface being measured closely aligned with the planes of the crystals.

Due to the nature of the apparatus and its data collection software, the recorded en-
ergy values required an energy-dependent correction with a linear shift that was applied
consistently to all spectra of a given edge. For Cu, a value was chosen such that the main
peak in the € || @ and € || b spectra was positioned at 931.3 eV, and for O such that the
main peak in the €| b was at 529.5 eV, as seen in the literature.

As is common in XAS, the fluorescent backgrounds differed slightly between samples
and individual surfaces, and thus small corrections were applied in the form of uniform
scaling and offsets in the vertical dimension to improve overlap. It is a validation of
the high-quality of this dataset that only small scales/offsets were required; in the worst
case < 4%, and in many cases none at all. The appropriateness of the chosen scale/offset
parameters is obvious for most spectra, but the data presented in Figure 5.1 provides deeper
insight into how these corrections were chosen by aligning the spectra in the smooth regions
far above and below the near-edge structure.

Not all crystal axes were experimentally available on all samples. Therefore, to expand
the dataset, multiple samples of the same doping were sometimes measured. This was
specifically the case for the doping of 6 = 0.5. One sample, referred to here as 02B,
allowed measurements with € parallel to the a and b axes, and another sample, ¢2, the
b and ¢ axes. Though identical crystal-orientations, dopings, and preparation techniques
should theoretically produce identical spectra in multiple samples, it is expected in practice
that there would be some subtle differences (especially in the fluorescent background) due
to factors like adsorbants, subtle surface irregularities, and local stoichiometric disorder.
Therefore, data for the b axis was repeated to verify that the results were comparable
across the two samples. Figure 5.2 shows an example comparison of the intensity of the Cu
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Figure 5.1: O K-edge spectra with € || ¢ comparing § = 0.5 (blue) and § = 0.999 (green) dopings.
Notice that the choice of vertical scaling and offset parameters result in good overlap of the
spectra far from the edge. However, if one focuses only on the pre-edge region (~ 525 — 535 eV),
as is often reported in the literature, then the appropriateness of the parameters are less obvious.

Ls-edge at the extremities of our temperature range, 22 K and 300 K. Though the peak-
to-background intensity is stronger in 02B by about 15%, implying a cleaner surface and
deeper penetration depth at this resonance, the qualitative peak shape and its progression
from low to high temperature is consistent for both samples.

5.3 Results and Discussion

5.3.1 Doping Dependence

Before analyzing how the spectra change with temperature, it is useful to review the key
features of YBCO XAS and their dependence on oxygen doping. Figure 5.3 shows the Cu L3
absorption edge, for all dopings and crystal axes, at the spectrometer’s base temperature
of about 22 K. The results are similar to other data in the literature.”"”

The Cu atoms in the CuO; planes have a single hole in their valence shell with 3d,2_,2
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Figure 5.2: Comparison of spectra from the two 6 = 0.5 samples, 02B (red) and c2 (blue), with
€| b at the Cu edge for low (upper panel) and high (lower panel) temperature. The 02B sample
has a higher resonant intensity, implying a deeper penetration of the incident beam, but otherwise
shows the same features and temperature dependence.

symmetry. This is the cause of the intense peak at 931.3 eV in the || @ and € || b spectra.
There is also weight present at this energy in the € || ¢ spectra due to some hybridization of
3dy2_,2 and 3ds,2_,2 states,”” but its weak intensity relative to the peaks from the chains
makes it difficult to discern in the two dopings shown. In addition, holes appear in the
hybridized Cu 3d,2_,2 + O 2p,(,) orbitals of the planes as O is added to the undoped
parent compound. This produces a 3d?L ligand state on the high-energy shoulder of the
main peak that increases with doping, seen here around 932.8 eV in the € || b and (to a
lesser extent) in € || @ spectra.

In the chains, the Cu atoms have a full 3d'° shell in the undoped parent compound.
However a peak in the L-edge that decreases with doping is still observed corresponding

111



LI L L LI LI UL L L LI LI L L L DL L L |
€l a
6l ” —0=0335 |
— 0=0.5(02B)
— 0=05(c2)
2 — 0=0.999
2+
o -+
— s ¢
2 €l b
c
=1
o
g or
<
K]
o
5 4
%]
Q
<
>
T 2r
X
0||I|||I|||I|||I|||I|||I|||I|||I||
r~r+t|rr | +rrtrr [ttt
3o €] ¢ _
20 —
10 —
0_0||I|||I|||I|||I|||I|||I|||I|||I||

924 926 928 930 932 934 936 938 940

Photon Energy (eV)

Figure 5.3: XAS of the Cu edge at 22 K showing changes to the spectra with O doping.

to monovalent Cu at about 934.3 eV along all three axes, similar to the phenomenon
seen in CuyO0.” Doping introduces holes with 3d,2_.. symmetry around Cu, as well as
3d°L ligand states with neighbouring O. This causes the two, intense peaks at 931.9 and
932.7 eV, respectively, in the € || ¢ spectra that increase with doping, as well as contributing
additional weight to the shoulder for € || b. A small peak arising from chain states is also
visible around 936.5 eV.
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A similar plot for the O K-edge is shown in Figure 5.4. Again, the doping-dependence
is similar to data in the literature.”” " " With increasing doping, holes appear in the
2p, and 2p, states of the planes that are hybridized with neighbouring 3d,>_,» Cu states,
producing bright peaks around 529.5 eV for € || @ and € || b. The shift in spectral weight
indicates the transfer of holes from the upper Hubbard band around 531 eV into Zhang-
Rice states in the valence band. In the chains, O produces holes in states hybridized with
Cu 3d,2_,2 orbitals that appear at 529 eV and 529.5 eV for € || b and || ¢ respectively,
and increase with doping. At the same time, other states disappear in the chain layer, as
evidence by the decreasing peak near 533 eV.

5.3.2 Temperature Dependence

The results of the XAS measurements of the Cu L and O K edges are illustrated in
Figures 5.5 to 5.11. For § = 0.335, spectra for the a- and b-axes were recorded; for § = 0.5,
all three axes were recorded, but spread across two physical samples; and for 6 = 0.999, all
three axes were recorded. Discrete temperatures were selected ranging from 22 to 300 K.
Going to higher temperatures would have made any temperature-dependent changes in
the XAS spectra more dramatic but would also have risked degradation of the oxygen-
ordering. """ Difference spectra that highlight the changes from the lowest-temperature
curve were also calculated and plotted at the bottom of each figure.

The majority of the Cu spectra show a comparable evolution with temperature. Along
the a- and b-axes, both the main peak and the higher-temperature chain peak show a mod-
erate reduction in intensity with increasing temperature. The peaks may also experience
slight broadening, but the effect is subtle. Additionally, the peaks appear to migrate to
lower energies, with a shift on the order of 0.1 eV. However, this is comparable to the
resolution of the spectrometer at this energy, and while this could therefore be an artefact
of beamline drift or other errors, the consistency of the pattern in all four samples suggests
that it is real. Curiously, the highest temperature spectra deviate from the rest with a
shift to higher energy than the base-temperature spectrum, and this we do interpret as an
experimental error. Even with meticulous care, the highest temperature scans are the most
likely to suffer various discrepancies from sources such as flexing of the cryostat and the
longer time period between its measurement and that of the base temperature. Along the
c-axis, the same effects are apparent at all peaks but with a somewhat greater magnitude,
especially in the § = 0.5 sample.

The O spectra show more dramatic changes. Unfortunately, they also suffer from more
noise due to a variety of common difficulties seen at this energy. As discussed in previous
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Figure 5.4: XAS of the O edge at 22 K showing chages to the spectra with O doping.

chapters, these can arise, for example, from weaker fluorescence and the adsorption of
O-containing compounds on the sample or optical components of the spectrometer, which
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Figure 5.5: Temperature dependence of the 6 = 0.335 sample at the Cu edge.

can be difficult to avoid. However, the signal-to-noise ratio varies between samples and
polarizations, and clear patterns in the data are apparent. Many peaks again are reduced in
intensity and broaden with an increase in temperature. This is particularly dramatic for the
peaks at 529.5 and 532 eV in the a- and b-axis spectra, where the § = 0.5 sample exhibits the
greatest change. The peaks corresponding to the chain layer at 533 eV in the c-axis spectra
and at 529 eV in the b-axis also diminish and broaden; so much so that the 529 eV peak
in 6 = 0.335 smears out into a muted shoulder feature. Other peaks, however, increase in
intensity. The peak associated with the upper Hubbard band at 531 eV definitively grows
with temperature in both the a- and b-axis spectra, and small but consistent increases
in spectral weight are even visible in the c-axis spectra (that could be due to a small
misalignment of the sample). The enhancement is most obvious in the § = 0.335 sample
and becomes minimal after the majority of spectral weight has been transferred to the
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Figure 5.6: Temperature dependence of the 6 = 0.5 (02B) sample at the Cu edge.

Zhang-Rice states in 0 = 0.999, as expected. The twin peaks associated with chain states
in the c-axis spectra of the § = 0.999 sample also shows a substantial addition of spectral
weight, as well as a noticeable broadening along the low-energy shoulder. This contrasts
the minimal change in the same peak in the § = 0.5. Similar to the case of Cu, small shifts
in the positions of the peaks could be present, but they would again be comparable to the
energy resolution of the spectrometer and significantly obscured by the higher noise levels.

The most curious change with temperature is the “filling-in” of the valleys between
peaks; specifically, between the 529.5 and 531 eV peaks in the a- and b-axis spectra. Peak
broadening can and does account for much of the increases seen between peaks throughout
the data, but it cannot account for it all. The most dramatic example occurs in the
0 = 0.335 sample where a significant peak in the difference spectra appears near 530.5 eV.
Clearly, new spectral weight is being added to the XAS, and not just transferred from
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Figure 5.7: Temperature dependence of the 6 = 0.5 (c2) sample at the Cu edge.

nearby regions. Small reductions and broadenings of peaks that shift spectral weight have
been witnessed before in temperature-dependent studies,” " including in YBCO.""

However, this behaviour is far more dramatic. While we cannot definitively identify its
origins, we suspect coupling of the XAS to phonons in an inelastic Franck-Condon-type
mechanism. For more on this topic, we direct the reader to consult references such as

Refs. -

From this data, we cannot report any obvious signature of an electronic nematic phase.
The changes with temperature occur with the same general pattern and comparable mag-
nitude across polarizations, especially between the a- and b-axis spectra where a nematic
phase is expected to manifest. In fact, the general trend of most of the peaks exhibiting a
significant reduction in intensity and a modest broadening persists across dopings, occurs
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at both absorption edges (albeit with a higher relative magnitude at O), and effects peaks
associated with both the plane and chain layers. Even the increase of the upper Hubbard
band’s peak and the spectral weight in the neighbouring valley occur similarly in both the
a- and b-axis spectra for each doping.

To further quantify these observations, the linear dichroism was calculated as a function
of temperature between the a- and b-axis for each doping and both absorption edges,
and the results are plotted in Figure 5.12. Clearly, very little temperature dependence is
evident. Some evolution may be present in the pre-edge of the main Cu peak, but it is
comparable to the intensity of the noise. At O, a more convincing decrease in dichroism
on the order of 10% of the peak intensity is apparent at the 529 eV pre-edge peak, which
is associated with states in the chain layer. Similarly, a small decrease may occur at the
peak near 532 eV. However, no obvious change occurs in the states associated with the
CuOg planes, and we cannot report any apparent onset of an electronic nematic phase.

5.4 Conclusions

With a mounting body of theoretical proposals and experimental evidence for the presence
of electronic nematic ordering in underdoped cuprates, it is important to search for this
phase in more materials using a variety of experimental techniques and determine how
widespread it may be. However, collecting unambiguous evidence for this elusive state
can be challenging and requires creative approaches. Resonant x-ray spectroscopies are a
powerful probe of the symmetry of electronic orbitals, and it falls to reason that they could
be useful tools in this endeavour. Indeed, resonant soft x-ray scattering has been used to
discover electronic nematicity in the La-based cuprates, as described in Chapter 4, using
a method that is limited in applicability to that material family. We proposed that near-
edge XAS, which shares the same physical process at its heart as resonant scattering, could
also reveal this phase through an examination of the temperature evolution of absorption
spectra. If so, this technique would have the benefit of a wide applicability across the
cuprates. We tested this hypothesis on three dopings of YBCO by measuring at the Cu L
and O K edges with polarizations aligned to the three crystallographic axes. Many effects
of temperature on the XAS were observed, including the reduction and broadening of many
peaks. Conversely, the peak corresponding to the upper Hubbard band gained intensity,
as did the adjacent region at lower energy. We suggested that this was an indication of
effects from phonon coupling. Ultimately, though, few signs of a temperature-dependent
anisotropy were observed, and we must report a null result in the search for electronic
nematicity. Instead, our results provide an upper bound on the visibility of any effects
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from an electronic nematic phase on XAS at the Cu and O edges if it does indeed exist in
YBCO at these dopings, as other studies support.
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Figure 5.8: Temperature dependence of the § = 0.999 sample at the Cu edge.
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Figure 5.9: Temperature dependence of the § = 0.335 sample at the O edge.
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Figure 5.10: Temperature dependence of the § = 0.5 sample at the O edge.
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Figure 5.11: Temperature dependence of the § = 0.999 sample at the O edge.
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Figure 5.12: The x-ray linear dichroism at the Cu L (left) and O K (right) absorption edges
for the § = 0.335 (top), = 0.5 (middle), and § = 0.999 (bottom) samples, calculated as a-
axis spectra minus b-axis. Due to the difference in fluorescence, only relative magnitudes can be
compared between datasets. Only small changes with temperature are evident.
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Chapter 6

Conclusion

After three decades of intense study, many mysteries still remain in the electronic struc-
ture of the cuprates. The rich interactions between electrons that lead to complicated
ordering patterns have provided a deep well from which researchers continue to draw new
understanding with both theoretical and experimental studies. How the symmetry of the
electronic structure breaks at different temperatures and dopings, and the details of how
the electrons subsequently order and behave, has been a particularly important source of
insight. With the work in this dissertation, we hope to contribute further understanding
on this topic, particularly regarding the local structure of charges in the CDW phase and
the characterization of new broken symmetry phases such as electronic nematicity. Reso-
nant x-ray spectroscopies have proven themselves very powerful for studying the electronic
structure of the cuprates and were obvious tools of choice for this endeavour. While our
study of the temperature dependence of XAS spectra found a null result, our novel ex-
periments using RSXS will hopefully provide new effective methodologies for studies of
electronic symmetry. We also hope that our work has added to the (already massive)
pool of experimental data on the cuprates in a meaningful way by addressing the critical
question surrounding the detailed nature of charge ordering patterns.

In Chapter 3, we used RSXS to probe the symmetry of the CDW order in 1/8-doped
LBCO and two dopings of YBCO. Model calculations revealed a monopolar character in
LBCO and along the b-axis of YBCO. This deviates from some theoretical proposals that
have suggested a quadrupolar CDW as a generic feature of the cuprates. It also contrasts a
similar report made earlier on YBCO that implemented a less ideal experimental geometry;,
highlighting the importance of geometry on this type of experiment. Along the a-axis, the
CDW exhibited a surprisingly different symmetry. We were unable to uniquely determine
the scattering tensor, for which more data, and perhaps a refinement of the scattering
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model, would be needed. However, our results indicated the presence of orbital order
along this direction, and we determined that a CDW with either strong asymmetry or
modulations of the orientations of its orbitals could produce our dataset.

In Chapter 4, we exploited a low-temperature structural distortion that breaks the local
rotational symmetry in the unit cell of the La-based cuprates to perform resonant ATS
scattering. By comparing spectra generated from different orbitals, electronic nematic be-
haviour could be deduced that deviated from the structural anisotropy. Examining five
samples with varying isovalent and heterovalent dopant concentrations, we observed a
usual onset of an electronic nematic phase at the structural transition, and in one case
an absence of the phase. We also recorded the temperature dependence of the CDW
peak in these samples which behaves similarly. It too was absent in only one sample,
but not in the same sample. Most interestingly, the CDW onset at a lower temperature
in Laj gsEug2Srg.15Cu0Qy4, where it was seen to enhance the intensity of the electronic ne-
maticity. We argued that the three symmetry breaking phases (the LTT structure, CDW,
and electronic nematicity) tend to coexist and may enhance one another, but their differ-
ent doping- and temperature-dependencies implied a nontrivial connection. An underlying
mechanism could be the magnitude of the structural tilt that could induce an electronic
nematic phase above some critical value, and then enhance its strength thereafter. As seen
in our sample, the electronic nematicity may then interact with the CDW phase, and thus
directly or indirectly suppress superconductivity.

In Chapter 5, near-edge XAS spectra were measured at the Cu L and O K edges
for three dopings of YBCO; with 6 = 0.335, 6 = 0.5, and 6 = 0.999. We hypothesized
that an electronic nematic phase would manifest as a relative change in the temperature
evolution of these spectra such that the spontaneous onset of additional anisotropy would
be apparent. We examined and characterized the observable changes in the spectra. This
most commonly included the reduction and broadening of peaks, some more dramatically
than others, that spanned both absorption edges, all dopings, and all polarizations. In
contrast, the peaks associated with the upper Hubbard band and the twin peaks in the c-
axis spectra showed an increase of intensity with temperature. Substantial spectral weight
was also added in the region just below the upper Hubbard band. We proposed that phonon
coupling through a Franck-Condon mechanism could be responsible. The x-ray linear
dichroism was also calculated between the a- and b-axis data where electronic nematicity
was expected to be the most dramatic in the CuO, plane states. Ultimately, only subtle
changes to the anisotropy were observed, and the presence of an electronic nematic phase
could not be verified. Instead, our results provided an upper limit on the visibility of any
effects from this phase that may help guide future work.

Going forward, our research naturally extends into further studies. Large datasets
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spanning multiple branches of the cuprate family tree—and many dopings along each
branch—are required to convincingly establish the universal presence or absence of the
electronic orders and their properties that we have studied. Measuring the symmetry of
the CDW in more samples as we did here for LBCO and YBCO could provide valuable
insight into its generic structure, and doing so at a series of orientations that varied in L
could increase the precision of the findings. Additionally, this work would benefit from an
improvement in the model for the scattering tensor that could remove ambiguity in the
interpretation of data and perhaps extend its applicability to additional orbitals that are
less directly involved in the CDW. As we showed in our own data, this RSXS experiment
has the potential to map out complicated forms of a CDW, including those with multiple
modulating parameters, and thus any further refinements could provide crucial insights
about this important and intensely studied phase. Similarly, our study of the electronic
nematic phase in La-based cuprates would benefit from additional dopings. As discussed
earlier, exploring the two-dimensional doping space of carrier concentration and unit cell
volume would allow for a more robust analysis of how these properties affect this phase and
its relationship to CDW order and structural anisotropy. Unfortunately, this experimental
method is inherent to La-based cuprates and cannot be performed on other families, but
the establishment of electronic nematicity as a common form of ordering here justifies more
focussed efforts to find it elsewhere by other means. It would also be very interesting to see
if the onset of CDW order enhances electronic nematicity, or vice versa, in other materials
like was seen here in Laj g5FEug2Srg.15Cu0y4. This could be done in YBCO, for example,
where there is compelling evidence from other techniques that electronic nematicity is
present. Additionally, further investigations of anomalous spectra, such as seen here for
Euin La1.65Eu0.QSr0‘15CuO4 or O in La1,905Ba0,095CuO4, could lead to unexpected IHSIght if
the results can be consistently reproduced. Finally, though our investigation of electronic
nematicity using near-edge XAS in YBCO provided a null result, it would be beneficial to
repeat the procedure on more materials and continue the search for this important phase.
Doing so in conjunction with other probes for electronic nematicity, and/or on materials
where the phase is more certain to be present, could improve confidence in the effectiveness
of this method, or else confirm that the effects are too weak to be reliably observed.

Ultimately, it is our hope that the research presented here has contributed another step
in the right direction on the path to understanding the complex interactions of electrons
in the cuprates. Perhaps it will inspire a new experiment or study that yields a critical
insight leading to the long-hoped-for unifying microscopic theory of these intricate ordering
phases.
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