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Abstract

The Internet of Things and Smart City industry have witnessed an incredible growth over the past
decade. A crucial element of these systems is the message broker, which acts as a bridge between
the sensors and the platform. Given its importance as a point of entry and processor of informa-
tion, it is necessary a solution that fits each project needs (ability to process a large amount of
messages per second, to have a large number of connected endpoints sending/receiving informa-
tion, ...) and that can handle projected loads for possible scenarios. Moreover, problems can arise
with the broker which can carry a high price when dealing with a Smart City system’s scale.
Since there is a wide range of solutions which have different behaviours under different situations,
it is necessary to know how different message brokers behave under our specific project. Here
comes in the interest in benchmarking these applications and analyse their performance under dif-
ferent scenarios.
Moreover, we recognize two message broker software architectures, monolithic or as microser-
vices. For our purposes, only the microservices architecture will be considered, and when dealing
with such architecture we see that there are different components which can bottleneck the broker
and to identify such bottlenecks or points of failure is a time consuming task. The question then
becomes, "can we automate the process of collection and analysis of metrics, in order to bench-
mark the broker’s performance and identify bottlenecks within its architecture?"
To answer this question we defined a set of goals: (i) Identify a set of metrics to evaluate the
message brokers microservices’ performance; (ii) Develop a publish/subscribe simulation plat-
form that enables customization and is capable of simulating smart city scenarios; (iii) Develop a
platform that automates the collection and processing of information relevant to the performance
analysis (as defined in 1).
By the end of this work we managed to identify a set of useful metrics to the analysis of a broker’s
microservices performance. It was also developed a simulation platform which can simulate pub-
lishers/subscribers using multithreading, allowing some degree of customization. To the collection
and analysis of information it was developed a script to start capturing information from the bro-
ker’s microservices and a parsing tool which runs through this information and extracts the metrics
previously mentioned. This parsing tool facilitates the analysis of a broker’s inner workings and
can help understanding where bottlenecks lie withing its architecture.
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Chapter 1

Introduction

1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Motivation & Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.4 Document Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

This chapter introduces an overview of this dissertation, starting by the context and motivation

alongside the problem. Thereafter the main goals are presented followed by a brief description of

the structure of the document.

1.1 Context

The constant growth of the Internet has greatly affected the way we live and how we perceive

information. This change has also made us explore new ways to interact with the environment

surrounding us, and around the beginning of this century the concept of Smart Cities rose. A

Smart City consists of an urban area which deploys various different technologies in order to

achieve efficient management. This involves, but is not restricted to, networks of sensors and data

collected from citizens, which is then analyzed and modeled in order to optimize management

processes and city assets [CNW+12b].

To this network of things we associate the concept of Internet of Things (IoT), which is a key

support paradigm to Smart Cities. IoT can be seen as an implementation of networking technolo-

gies in physical devices and objects (e.g., sensors, machines, cars and even buildings) creating an

information network of these devices, which work together to achieve a common goal [GIMA10].

This dissertation is being conducted with Ubiwhere, which is is a Portuguese company based

in Aveiro and created in 2007. The company efforts are split among two sectors, Smart Cities and

Telecom, and this project is integrated in the Citibrain product.

This product focuses on offering urban solutions in the domains of transportation and mobility

along with waste and environmental management. These are more concretely, Smart Parking,

Smart Waste, Smart Air Quality, and Smart Traffic.

1
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1.2 Motivation & Problem

Within many IoT architectures, one of the main component is the IoT message broker, and with

Citibrain the same applies. The message broker acts as an intermediary platform that facili-

tates interaction between the sensors and the platform that processes said information. Currently,

Citibrain is using Meshblu for that purpose. Furthermore, Meshblu also offers authentication of

sensors and gateways [Sil16].

Given the variety of sensors and the scale of the network, the message broker should accept a

variety of communication protocols and should be able to handle the expected load (messages per

second, average message size, number of unique connected devices, ...) for the given scenarios.

Since there is a wide range of solutions which handle different situation with different behaviors,

it is necessary to know, of all of them, which is the best suited for the project’s needs.

Currently this is a process of manually testing alternatives with the project’s setting and sce-

narios, and usually the project stays with the first solution which minimally satisfies its needs.

Moreover, problems can arise with the broker upon encountering certain scenarios (for exam-

ple, throttling or loss of messages), which in a real-time, smart city environment, carries a high

price. These broker malfunctions, or performance drops are also hard to encounter before deploy-

ment, and even when they arise, the identification of the cause must be performed manually, being

time consuming.

We should also consider that there are two ways of developing these message brokers, either

using microservices or using a monolithic architecture. With monolithic applications, the identifi-

cation and workaround of the problems mentioned above has to consider the broker a black box,

and it is very complex to try and correct the problem within the broker itself, being more useful

to simply switch solutions. With microservices’ architectures we can narrow down the problems

faced to specific microservices, identifying where a bottleneck or point of failure lies within the

broker.

Given that the original solution used by the company for brokerage is developed using mi-

croservices, this type of architecture will be the focus of this dissertation. Moreover, there are

benefits to consider when looking at the microservices’ architecture, and further in this work we

will overview its characteristics in order to understand how message brokers benefit from such

implementation.

This situation is clearly not optimal, and the fact that there are barely any objective measure-

ment criteria for message broker’s microservices’ performance evaluation in Smart City’s scenar-

ios only aggravates the problem.

1.3 Objectives

Research the benchmarking of IoT message brokers is relevant, both academically and business

wise, given both the lack of concrete metrics to evaluate performance within a Smart City scenario,

and the rising of the investment in Smart City initiatives. By undertaking this research, we hope to

2
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define such criteria and develop a platform to evaluate how different brokers behave on different

scenarios. Therefore, with the above stated problems in mind, the goals regarding the scope of this

dissertation can be segmented as follows:

G 1. Identify a set of objective measurement criteria to evaluate the message brokers microser-

vices’ performance in a Smart City scenario;

G 2. Develop a client/device simulation platform that enables customization and is capable of

simulating smart city scenarios;

G 3. Develop a platform that automates the collection of information relevant to the performance

analysis (as defined in G 1), and that parses it in order to facilitate said analysis;

1.4 Document Structure

The rest of the document is structured as follows:

• Chapter 2, "Literature Review": explains core concepts of the technologies at hand and

provides an overview of the topics surrounding IoT message brokerage, as well as the state

of the art of benchmarking solutions;

• Chapter 3, "Message Brokers’ Benchmarking": attempts to further narrow down the prob-

lems at hand, define the hypothesis to be tested, and propose a set of goals to attempt to aid

in solving said problems. It is also proposed a solution to achieve these goals;

• Chapter 4, "Implementation": explains how the solution was developed and how it is built,

from implementation details to instructions on how to run the platforms, as well as to add

compatibility with new message brokers and protocols;

• Chapter 5, "Testing and Results": presents tests and results obtained with the built platforms,

analysing them in order to demonstrate the functioning of the platforms, their results and

usefulness of said results to the performance analysis of a broker and its internal compo-

nents;

• Chapter 6, "Conclusion": concludes the work done during this dissertation, recalling on the

Goals and Hypothesis to test, wrapping up with possible future work to improve upon what

was developed.

3
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Chapter 2

Literature Review

2.1 Smart City . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Internet of Things . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.3 IoT Message Broker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.4 IoT Message Broker Benchmarking . . . . . . . . . . . . . . . . . . . . . . 11

2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

The scope of this work focus on the benchmarking of IoT message brokers as part of specific

IoT paradigms applied to Smart City’s implementation. In this Chapter we explore concept of

Smart City, how IoT plays a role in its implementation and finally where the IoT message broker

fits within the architecture. Afterwards a revision is made of the current message broker solutions

in the market, and what is currently being done regarding performance analysis and benchmarking

of those solutions.

2.1 Smart City

The increase in popularity of the concept Smart City comes from the need to mitigate problems

generated by the urban population growth. With such growth an array of management problems

emerge, such as difficulties in waste management, scarcity of resources, air pollution, traffic con-

gestions, among others [CNW+12a]. The concept is used all over the world but very inconsis-

tently, therefore we shall start by conceptualizing a smart city.

Briefly, a Smart City is a city which strives to make itself more efficient, sustainable, equitable

and livable. And we can consider such city as an urban area that connects the physical, social,

business and IT infrastructures [HEH+10] in order to monitor all of its critical structures – includ-

ing water, power and waste management, transport infrastructures, communication services and

even major buildings – and therefore optimize resources, plan preventive maintenance activities

and monitor security aspects, all in all maximizing services to its citizens [HBB+00].

5
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2.1.1 Smart City Components

With this definition it is possible to conclude that for a city to be "smart" simply having in place

some sort of integration with networking technologies is not enough. With reference to the Figure

2.1 we can visualize the framework of interconnected aspects in what it takes to develop a Smart

City.

Figure 2.1: Smart City Initiatives Framework [CNW+12a]

We can use this graph to break down the components and better understand what is involved

in each [CNW+12a]:

Organization Smart City projects face similar organizational and managerial as e-government initiatives,

including, the project’s size, the manager’s attitudes, users diversity, lack of alignment of

goals and conflicting goals and resistance to change. To these challenges, some strate-

gies have been devised, as, having a skilled and experienced team, a well-respected IT

leader, clear and realistic goals and planning, end-user involvement and end-user involve-

ment [GGP05];

Technology As it was said, a Smart City relies on networking technologies in order to connect its infras-

tructure providing a better flow of information and therefore enhancing managing processes

and resources. It also provides the platform to collect and analyze big data, which can

be then used into better understanding a city’s resource usage, environmental impact and

bottleneck points in the natural flow of processes [RAPR16, Bat13];

Policy Being a socioeconomic development [NP11], for a Smart City project to succeed it needs

also a development in the political landscape surrounding the application of said project.

Policy frameworks supporting the evolution of the smart cities must be developed in order

for the project to be successfully implemented, and the integration of political and institu-

tional components is key into achieving that [Har05].

With these three core concepts understood it is easy to then see how the other surrounding

components correlate:

6
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Governance directly related to policy and organization, being it the component that both enables and

benefits from these concepts;

People The implementation should be sensitive to the people and the communities it targets, since

the key partners of a Smart City are the citizens themselves;

Economy The major driver of the initiative, being both enabler and incentive, prospering from the

increase of efficiency and productivity [RFK+07];

Environment Being that one of the objectives of a Smart City is to increase sustainability, environmental

concerns are to be taken into account when designing a smart city project;

Infrastructure Directly related to the Technology component, is the ICT infrastructure that enables the

gathering, processing and proliferation of information.

2.2 Internet of Things

As seen in the previous section, one of the core components of a Smart City is the technology

deployment. More specifically, the integration of networking technologies with other elements of

the city. We define such approach as an implementation of the Internet of Things concept.

Semantically, Internet of Things means “a world-wide network of interconnected objects

uniquely addressable, based on standard communication protocols” [BH08], and although an ac-

curate description, there are more concepts to understand in order to grasp the components and

implications involved in the implementation of IoT paradigms in a Smart City scenario.

First off it should be defined what a thing is, which can be described as the participants in

a process which are enabled to interact among themselves by exchanging information about the

environment, while reacting autonomously to physical world events. From this we can better

visualize the Internet of Things concept as a network of sensing and actuating devices which

facilitate the flow of information through a unified framework [GBMP13].

2.2.1 IoT Perspectives

According to [AIM10] another approach is to split the IoT concept into three main perspectives

which together build the IoT definition:

Things-oriented Which revolves around the concept of the things themselves and is the view that connects

the physical world to the digital one (i.e. RFID, NFC, sensors & actuators);

Internet-oriented This view focuses on the adaptation of the Internet Protocol in order to connect things,

moving from an Internet of Devices to the Internet of Things (i.e. IPSO, Internet 0);

Semantic-oriented With the predicted increase of things, new challenges arise with the storage, representa-

tion, interconnection and addressing of information. This perspective sees a solution to

scalability with semantic technologies - as described in [TSH09], with (1) modeling things

7
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descriptions, (2) reasoning over data generated, (3) semantic execution environments and

(4) scalable infrastructure.

Using these definitions we can set a line of focus overlapping the Internet- & Semantic-

oriented perspectives. This leads to smart semantic middleware, where this work fits in.

2.2.2 Smart Semantic Middleware

Things are heterogeneous in nature but at the same time should be seamlessly integrated into an

information network. This is the role of the middleware, offering an abstraction to applications

from the things, along with other services [BSMD11].

Based on the same work [BSMD11] it is possible to define the functional requirements of the

middleware as:

Interoperability Being it network (definition of protocols to communicate between networks,

independent of the message content), syntactic (format and encoding of the message) or

semantic (rules to understand the information) interoperation;

Context Detection In order to be context aware - ability to characterize the situation of an entity

(something relevant to the interaction user/application);

Security & Privacy Which is responsible for confidentiality, authentication and non-repudiation;

Managing Data Volumes Given the above mentioned increase in the number of things, it is im-

portant for the middleware to be able to manage large amounts of data exchange and storage.

These functional characteristics are handled by different modules of the middleware, as it can

be seen in Figure 2.2, being one of them the message broker, the main subject of this work.

Figure 2.2: Middleware architecture, as seen in [WHZZ15]

8
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2.3 IoT Message Broker

The message broker is a building block of the middleware. Its main function is to operate as a

translator between the sensors and the rest of the middleware, taking in generated information in

different formats and translating it to something the rest of the system can understand. It should

be noted that in the context of this dissertation, the terms "message broker" and "device broker"

are used interchangeably.

In the IoT context a broker is regularly deployed using the Publish-Subscribe messaging

method, since it fits well in the IoT architecture [HKM+17].

Publish-Subscribe Messaging Flexible and asynchronous messaging system where the applica-

tion that produces information publishes it on an intermediary platform and the applications

that consume said informations subscribe to it. The intermediary platform has the responsi-

bility of delivering the published messages to the subscribing entities, and usually includes

the ability to transform messages, allowing different applications to communicate even if

not designed to work together.

To satisfy the given definition of a message broker - and bearing in mind the IoT context -, the

broker then admits some functional characteristics, as described below [Kal14]:

Routing Services Taking care of the flow of messages, to one or more destinations - given the

pub/sub method, this can be seen as handling the flow between publishers and subscribers;

Message Transformation The broker can interpret and translate the messages from the varied

sources enabling the subscribing applications to understand the information;

Repository Services Repository to house information on rules, logic, objects, and metadata on

target or source applications;

Authentication Services For security reasons the broker should be able to filter messages based

on the source, only accepting authorized publishers to communicate [GPM16].

2.3.1 Message Broker Architecture

Message brokers can be developed either using a monolithic or a microservices architecture.

Microservices Architecture Software architecture where a single, complex, application is di-

vided into smaller, more manageable components. These components, referred to as ser-

vices, are organized around capabilities bounded by context, are independently deployable,

and interoperate though message-oriented communication [NMMA16]. This software de-

sign enforces modularity which allows the development of more scalable applications, more

flexible technology choice, independent development and deployment of services and there-

fore, continuous delivery [SLM17].
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Monolithic Architecture Software architecture where functionally distinguishable aspects of

the application are all interwoven into a single platform. With this architecture is easier

to handle cross-cutting concerns and also uses shared-memory which offers performance

advantages over inter-process communications. Moreover, it offers more transparency and

abstraction of the underlying mechanics of the application.

For the sake of this dissertation, it is made the assumption that the message broker is developed

using a microservices architecture, since the problem was formulated from an environment where

the message brokers used were developed using such architecture. Many brokers are designed in

this fashion given its benefits, as described above. Figure 2.3 attempts to roughly schematize a

broker’s internal architecture, with the basic elements we considered relevant to benchmark.

Figure 2.3: Architecture schematization of a microservices based message broker.

2.3.2 Microservice-based Brokers

If we try to analyze Meshblu’s architecture into the one presented in Figure 2.4, we can say that: it

makes use of a set of protocol adapters that receive the message from the gateways in a determined

protocol (i.e.: MQTT, CoAP or HTTP), it then uses Redis to manage the inner communications of

the broker and Mongoose to communicate with the database which is on MongoDB. The interested

applications should then subscribe to the Meshblu Firehose. This analysis allows to understand

how heterogeneous the implementation of the broker can be, and that analyzing its performance

as a whole is not enough to understand the results measured.

For the purpose of comparison we can also consider DeviceHive’s architecture, presented

here in the image 2.5. Its architecture is also structured with microservices, having components

dedicated to receiving the requests, processing them and storing the information.
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Figure 2.4: Rough schematization of Meshblu’s architecture.

Figure 2.5: DeviceHive architecture’s diagram, as made available in its documentation.

2.4 IoT Message Broker Benchmarking

With the growth of IoT systems new attention is increasing towards optimizing said systems. The

message broker, being such key element of many IoT systems, is then under attentive analysis,

and many works are starting to come out focusing on the metrics for evaluating its performance.

2.4.1 Meeting IoT platform requirements with open pub/sub solutions

In the work [HKM+17] the writers start by considering the main requirements of a IoT platform

when deploying a Pub/Sub solution and proceed to benchmark available middleware which satis-

fies those requirements.
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The writers start by setting three reference scenarios - Social Weather service, Smart car shar-

ing and Traffic monitor - then, deriving from generic IoT applications requirements illustrated by

those scenarios, the writer present a set of functional requirements as follows:

Messaging Pattern Motivation to use the pub/sub pattern and also support of a point-to-point messaging pattern;

Filtering Interested parties want to receive only a subset of all information. A topic-based filtering is

mandatory and a content-based scheme is highly desirable;

QoS Semantics The middleware should enable annotating subscriptions and messages with QoS require-

ments and provide subscribers with the latest value while waiting for the next sensor read-

ing;

Topology It is assumed that most cloud-based solutions use a hybrid approach which matches produc-

ers and consumers using a centralized broker;

Message Format The Pub/Sub solution must be payload agnostic and support binary payloads.

In addition to these requirements, the writers also highlight two non-functional requirements:

(i) the system should be scalable and (ii) messaging should have low latency. To evaluate these

two requirements, the writers also defined two performance metrics, starting with the throughput

of a single broker (number of messages per second a broker can process) and then the end-to-end

delay between gateways and the subscribed nodes.

This work is obviously broader, and we can use the Figure 2.6 to better visualize the architec-

ture and understand how the objectives differ relative to the subject of the performance evaluation.

The work cited considers the whole Cloud Tier when performing the benchmarking, and in this

work the broker is discriminated against other middleware components, only being evaluated the

interaction between the Gateway Tier and the Cloud Tier.

Figure 2.6: General architecture of cloud-centric IoT systems [HKM+17]

It is nonetheless useful, as it defines some general requirements for the middleware, which can

be considered in the evaluation of the broker itself.
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2.4.2 Benchmarking Pub/Sub IoT middleware platforms for smart services

Another work intimately related to performance and benchmarking evaluation of IoT middlewhere

is [PCAM18]. In this work the writers focus more than the previous on the benchmarking of the

middleware on a Smart City context and focus more on the performance side of the problem,

developing a set of attractive metrics in regards to the purpose of this dissertation.

During this work the writers defined a set of both qualitative and quantitative dimensions to

compare middleware solutions, having in mind a smart city context. Starting with the qualitative

dimensions for requirements analysis and ease of use:

• Support for the desired communication model (pub/sub is the typical in such context);

• IoT application requirements (as in [B+12]);

• Viability and limitations in each scenario;

• Quality of the documentation and support.

And to evaluate the performance, the writers measure the speed and efficiency of the middle-

ware, with:

• Publish time: time between sending the publish request and receiving the response;

• Subscribe time: time between sending the publish request and receiving the subscribe no-

tification;

• Total time: time between sending the first publish request and receiving the last publish

response;

• Size of marshalled data: the content-length header of the application protocol;

• Size of publication: size of the payload of the transport protocol of the publish packet;

• Total amount of data used to publish a resource: sum of the network level sizes of all

packets exchanged;

• Goodput: size of the serialized data divided by the publish time.

Some auxiliary metrics were also defined in order to infer if an increase in the pub/sub times

were related to an increase of network congestion or to reduced broker performance, and to relate

the increase in the total time to publish all data to an increase in the number of retries, packet

re-transmissions, or both. These metrics are:

• Number of request retries in cases when the publish fails due to the broker;

• Round trip time to broker;
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• Number of re-transmissions of transport and application transport packets and the delay

verified for that.

In this work the writers then benchmarked FIWARE and OneM2M according to these metrics.

One of the conclusions that is interesting pointing out is that the researchers were able to find that

the broker performance can depend on different components like the database and the protocol

used.

2.4.3 A Modular Tool for Benchmarking IoT Publish-Subscribe Middleware

Lastly we should take a look at Luís Zilhão work A Modular Tool for Benchmarking IoT Publish-

Subscribe Middleware. This work also rose from similar motivations, and it is the implementation

of the metrics defined in [PCAM18] as a benchmarking platform for IoT middleware. Given that

this work’s objective also lays with the evaluation of brokers’ performance, it is correct to see

the current dissertation as a more deepened approach, expanding the broker and considering its

internal implementation and microservices.

2.5 Conclusions

Although becoming a focus topic on IoT development, broker benchmarking is still a problem

when opting for different brokers for implementing a Smart City system. Despite the shortcomings

in [ZMA18], the author designs a platform that can be used as a base for automated benchmarking

of various brokers. It describes a modular platform, as to facilitate integration of new brokers or

different protocols, and collects relevant metrics, as proposed in [PCAM18]. However, such work

considers the broker as a blackbox and is oblivious to its internal implementation. This allows a

comparison between different brokers and the detection of problems with a broker under certain

situations, but falls short on identifying the cause of such problems and where, in the broker’s

implementations (considering a microservice architecture, as previously mentioned), the problem

originated.

Information such as this can, and is, useful in cases where changing the current solution for

brokerage is too expensive. Moreover, such information is also useful to the broker’s developers

themselves, as it allows to see witch service bottlenecks the application, or where more load on

the network is being produced.

With this work we hope that a platform can be designed and deployed where the benchmark is

made at the level of those internal components, aiding to answer not only which broker performs

better but why and what can be adapted to improve the broker’s results.
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As it was seen on the last chapter, despite the current lack of works on the field of benchmark-

ing and automated benchmarking of IoT message brokers, it is a topic of growing interest and

works are being conducted on the the subjects of benchmarking criteria and metrics and of manual

benchmarking specific brokers with scenarios considered useful for the researchers. It was also

investigated the possibility of having an unified platform evaluating some of the defined metrics,

therefore having comparable benchmarking results, obtained through an automated process.

Based on what was concluded during the Literature Review, in this Chapter we attempt to thor-

oughly describe the problems in question, as well to define the scope of the dissertation concluding

on the hypothesis to be tested and goals to achieve.

3.1 Thesis Framing and Statement

First it should be stated the set of beliefs that the author holds. These will frame the research goal

of this dissertation and serve as boundaries of the research topics.

The base belief is that the microservice’s architecture is the most used and best suited for the

development of IoT message brokers, which, given its modular nature, facilitates scalability and

allows continuous delivery. The author also believes that there is added value to the developers

in the analysis of the communications between microservices within a broker, not only when

using a specific message broker while developing an IoT product, but also when developing a

message broker itself. Furthermore, the author believes that the metrics described in [PCAM18]

are valid and appropriate for benchmarking IoT message brokers. Finally, it is assumed that IoT
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message brokers are heterogeneous among themselves, and that their usage and architecture is

greatly diverse.

The above statements won’t, therefore, be proven or analyzed within this dissertation work.

Instead, the author assumes the usefulness to developers in the analysis of some of the metrics

stated in [PCAM18] adjusted to the microservices that make up a message broker. It is also

assumed that the IoT message brokers are very diverse and therefore the benchmarking platform

that is to be developed will not need to accept all message brokers, instead aiming at facilitating

the addition of more brokers and communication protocols.

With the above premises in mind the fundamental question to be approached with this disser-

tation becomes:

"Can a platform be developed that partially automates the performance analysis of an IoT

Message Broker’s microservices while being more efficient than a manual analysis?"

This question can then be decomposed into a set of more specific problems, in order to facil-

itate reaching an answer. It should also be defined a base of comparison, as to understand how a

developed solution may compare to another methods of reaching the same results.

3.1.1 Current Challenges

First we should overview some challenges in IoT message brokers’ Benchmarking, and how these

challenges will be considered during this dissertation, framing the hypotheses and objectives for-

mulated. The main challenges identified in this topic can be split into theoretical, relative to the

criteria to be used, and technical, relative to technological constraints, and from this we have the

following issues, relevant to this work:

1. What criteria should be used to evaluate the performance of a broker?
This is the base challenge in the subject of IoT message broker’s benchmarking.

Specifically in the context of this dissertation, what criteria should be used to evaluate the

performance of a broker’s microservices?

2. Which metrics should be collected and analyzed, and how?
Based on the criteria identified, what metrics do we need to measure? What metrics would

be relevant in the comparison of solutions and in the identification of bottlenecks within

said solutions? And after identifying those metrics, how should they be measured and

collected, with as little impact as possible on the performance of the broker?

3. What conditions should be met to fairly compare brokers?
Since one of the main goals is to be able to identify which is the best brokerage solution to

a given scenario, how can a fair comparison be assured? More specifically, what can be

done around a platform to assure equal circumstance?

4. How should the benchmarking scenario be simulated?
After defining the criteria and the relevant metrics, the question becomes how to simulate

the scenarios. This encompasses not only the technologies to employ, but also the options
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open to customization as well as the method to validate a scenario as an accurate

simulation.

5. How can the collection and representation of metrics be automated?
Finally, can a platform be built in order to facilitate this analysis and comparison? Does

said platform produce results close enough to reality that can be considered useful? And

does said platform provide results in less time, or with less expense, than testing s solution

manually?

3.1.2 Validation Methodology

To validate the results obtained and how we answer the fundamental question of this dissertation,

we must first define the dimensions which require validation.

First the chosen metrics and criteria to use must be considered useful. This is only briefly

covered, since it is already considered that the criteria described by [PCAM18] are valid for the

benchmarking of message brokers, and need only to be adapted to cover a more in depth analysis

that include its microservices.

Second, it should be evaluated if the developed platform precisely simulates the intended test-

ing scenarios. Such analysis encompasses not only how the simulation is designed but also what

technologies are used and deployed to mimic the devices and the sending of messages. Therefore,

this validation will be made alongside the developers at Ubiwhere with an analysis of the end

product and how it behaves, comparing to a real system.

3.2 Hypothesis and Thesis Goals

Taking into consideration the above questions and the final objective of this thesis, we can then

decompose the dissertation into the following hypothesis to be tested:

H 1. It is possible to automate the process of collection and parsing of information in order to

obtain the defined benchmarking metrics;

H 2. A simulation platform can be developed in order to simulate smart city scenarios;

H 3. The addition of compatibility with new message brokers or communication protocols can

be made simple.

In order to test these hypothesis, during the conduction of this study a platform should be de-

signed and developed which will encompass these problems and attempt to solve them. Therefore

the following goals were defined (as previously mentioned):

G 1. Identify a set of objective measurement criteria to evaluate the message brokers mi-
croservices’ performance in a Smart City scenario. Which will use as a base the criteria

in [PCAM18] and adapt to the evaluation of the communications between the microservices;
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G 2. Develop a platform able to simulate smart city scenarios. Said platform must be a simple

client simulation platform that enables customization to the point where an user can sim-

ulate a smart city scenario. It must also enable simple integration of new brokers or new

communication protocols.

G 3. Develop a platform that automates the collection of information relevant to the per-
formance analysis, and that parses it in order to facilitate said analysis. Such platform

should bear low impact on the performance of the message broker, be generic enough as to

cope with as many brokers as possible, and should (as the simulation platform) have an easy

integration of new communication protocols.

G 4. Provide a solution to the case at hand, Citibrain. Finally, we should be able to help pro-

viding a solution to the Citibrain problem, being a new broker alternative or an adaptation

of the current solution in order to remedy the situation.

3.3 Proposed Solution

With the above goals in mind, the dissertation will now focus on proposing a solution to achieve

them, and hopefully answer weather the raised hypothesis are valid or not.

3.3.1 Measurement Criteria

Starting with Goal 1 of this thesis, as it is the base of the rest of the objectives, the criteria to

measure the performance of the broker should be defined. For this, we will analyze the proposed

metrics in [PCAM18] and see how they suit the evaluation of the microservices.

The review of the criteria and metrics defined by the authors of said article has already been

covered in Chapter 2 with some detail. From there we can state that a qualitative analysis of

the broker won’t represent much weight in this evaluation, since the focus will be on the internal

implementation of the broker. That doesn’t mean this dimension will be completely ignored along

this work, but conclusions about a broker’s characteristics relative to these criteria won’t be tested

or proven as an objective of the thesis.

That said, the solution will focus on the quantitative dimensions to evaluate the performance

of a given broker. As a review, the authors of the article propose these metrics:

• Publish time

• Subscribe time

• Total time

• Size of marshalled data

• Size of publication
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• Total amount of data used to publish a resource

• Goodput

• Number of retries in case of publish failure

• Round trip time

• Number of re-transmissions of transport and application transport packets and the delay

verified for that

The analysis platform is planned to take into account all of these metrics, and relative to its

microservices it is planned to measure:

Response time: the time it takes, after sending a request, to receive the response from a

microservice;

Request and response sizes: the packet sizes of some relevant requests and responses

transmitted between microservices;

Failed Requests and Responses: the number of requests that didn’t receive a response or

lost messages between the microservices.

Transmitted bytes: the total number of bytes transmitted from and to a microservice along

a simulation;

CPU and RAM usage: the computational resources used by a microservice, also along a

simulation run.

It is believed that these metrics will enable identification and analysis of possible bottlenecks

within a broker’s implementation, and test points of failure.

3.3.2 Scenario Simulation

Focusing now on Goal 2 of this thesis, developing a platform able to simulate smart city scenarios,

it was planned to develop a platform that allows customization up to a point where a Smart City

scenario can be recreated by the user.

For the purpose of this thesis, we consider a Smart City scenario, a scenario where there are

many publishers connected, publishing notifications in random intervals of time. These publishers,

or sensors, are organized into categories and the message size varies according to the type of

sensor, up to around 1MiB including headers.

Since the objective involves having different protocols and brokers, while also facilitating the

addition of new ones, the planned platform for the scenario simulation consists of an interface

which then connects the available communication protocols. This way, the user just needs to code

a new protocol in, and the interface automatically integrates it to the platform.
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In regard to different brokers being compatible with the simulation platform, it is planned to

have the necessary information about a broker in configuration files, and the main interface will

fetch them, allowing the user to select which is the target broker and the protocol implementation

to fetch the necessary information in order to simulate the scenario. This configuration file should

have, about the broker, information such as: message structure, needed information from responses

and general information about the broker as to establish the connection.

About the simulation itself, in order to approach a more fair comparison and to more thor-

oughly test the broker, each run shall start by creating all the needed devices and clients, fetch

them, and then start the sending the notifications. This way the starting point for the comparison

is similar and it will also be testing authentication features and the registering of new devices and

clients.

It is planned to allow the user to customize the number of clients, the number of subscriptions

per client, the number of devices sending notifications, the time interval between notifications and

the payload size of the notifications. The simulation platform will also output some information

right away, such as the number of sent notifications, the number of received notifications, the time

between sending a notification and receiving it on the client and finally the number of lost or failed

notifications.

3.3.3 Metrics’ Collection and Analysis

For the Goal 3, being the development of a platform that automates the collection and analysis of

relevant information for the benchmarking of a broker, the choice has been made to first capture

the data relevant for the analysis and parse it only after the simulation. This choice was made in

order to lower the impact that the analysis tool has on the broker’s performance.

This choice divides the platform into two components: the capturing component, that starts

everything necessary for the capturing of information, and the parsing component, that should

extract the information needed from the captured data.

The capturing component should be straightforward. Since there are already available different

solutions for network analysis and packet sniffing, the only thing it should be able to do is to start

capture instances for each microservice and note relevant information for identification of captures.

It should also attempt to extract the logs produced during the run, since these logs usually have

useful information about what is going on with each component, specially if a problem arises. It

is also planned to collect data through already available monitoring tools, which measure the CPU

and RAM usage of different components, as well as data transmitted from and to microservices.

The parsing component will then be responsible for extracting the relevant information from

the captured data and display it in a more readable manner - either by a graphic representation or

simply highlighting a summary of the observed values, such as averages, maximums and mini-

mums. Similar to the simulation tool, this component is planned to have a main interface which

then links parsers for different protocols, and just like the simulation platform it will also rely on

configuration files for broker specific information. This way it is hoped to have the addition of

compatibility with new protocols or brokers facilitated to the user.
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This parsed data will then be represented alongside the data collected with the monitoring

tools mentioned above, this way facilitating the identification of bottlenecks and points of failure.

The additional information provided by the monitoring tools not only complements the parsed in-

formation from the captures but is also used when the communications between the microservices

are not easily associated with requests/responses and therefore the platform will rely mostly on

analyzing the amount of data transmitted between them.

3.3.4 Citibrain’s Use Case

With this information, and the analysis made by the platform it is hoped that a user can, given a set

of brokers and a specific scenario, reach a conclusion about what broker is best suited to handle

the target scenario. The user must also be able to understand where, in the internal implementation

of the broker, a problem might arise and identify possible bottlenecks relative to the microservices

of the broker.

This will also be tested by attempting to aid in answering Citibrain’s question as to what is the

best brokerage solution for the project, and where might be a problem when the current solution,

Meshblu, fails to handle a given situation.

For reference, we can use Figure 3.1, where the Citibrain platform is structured, to visualize

what will be the focus of this thesis within a more composite project.

Figure 3.1: Architecture of the Citibrain platform as depicted in [Sil16]

3.3.5 Message Brokers

During the development of the platforms two brokers were used as test examples, Meshblu and

DeviceHive. Two brokers were used in order to test the interoperability of the platform during the
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development, and after making a feature function with a broker it was then tested with the other

broker. This way the platform was developed not specifically for a broker but it was also taken

into account how the addition of compatibility with new brokers was impacted.

3.3.5.1 Meshblu

Meshblu was selected mainly because it was the solution Citibrain was using for its brokerage.

The overall architecture of this broker was already exposed in Chapter 2. The way Meshblu is

organized to handle different communication protocols is by providing a microservice for each

different protocol, to which it calls protocol adapters. Right now there are available adapters for

HTTP, Websocket, MQTT, CoAP, XMPP and AMQP. Security-wise, Meshblu uses an UUID and a

Token for authentication. It should also be noted that Meshblu uses MongoDB as database, which

communicates using the MongoDB Wire Protocol.

HTTP The API endpoints require the security credentials mentioned above passed in the HTTP

headers. These credentials are obtained by registering a node (device or user) via a POST to

/devices, afterwards, a device can publish notifications with a POST request. When a client

subscribes via HTTP, an HTTP Stream is opened and the API returns the relevant messages

as they are sent/received.

Websocket To establish a connection via Websocket, the node should first have the credentials men-

tioned above, which can be obtained with a "register" message, afterwards, the node must

use those credentials by sending an "identity" message containing the UUID and the Token.

Messages sent and received by a Websocket connection are JSON arrays with the follow-

ing structure: [type, data], where "type" is a string with the topic of the message (like the

mentioned "register" and "identity" topics) and data is a JSON Object with the payload.

CoAP Very much like the HTTP API, the device must register with a POST to /devices, and use the

credentials obtained in the header of the messages sent. To publish messages, the node must

also use a POST request, and when subscribing, the CoAP adapter has various streaming

APIs under /subscribe.

MQTT Meshblu’s MQTT adapter is incomplete and doesn’t support the registration of new devices

into the platform. Because of this another protocol must be used for that purpose (like

Websocket or HTTP) and with the returned UUID plus the Token, we can start publishing

messages or subscribe to topics. Another particularity of Meshblu is that when subscribed

to a device, the client will not receive messages sent by that device, instead receiving the

messages received by the device. Because of this, the publishing of new messages by a

device are made to itself. The publish topic for identification of a node is "identify" and to

publish a messages the topic is "message", moreover, to subscribe to a device, a node must

send a subscription request with the target device’s UUID as topic.

22



Message Brokers’ Benchmarking

Meshblu also has a microservice named Firehose, that supports AMQP, Socket.io or XMPP,

and is responsible for delivering messages to the devices. As it states in Meshblu’s documentation:

"In order to receive messages, a device must connect and authenticate with the Firehose. Once

connected, the Firehose will immediately start streaming down all messages that the device is

subscribed to.". In this thesis, though, this component won’t be taken into consideration since

none of protocols mention were yet included in the platform.

Although manageable to understand, as of right now, Meshblu lacks on a good documentation.

What is provided is not complete, and for some protocols the API is not very well described nor

well established, making this broker hard to pick up and test on.

3.3.5.2 DeviceHive

DeviceHive was selected as a test Message Broker because of its simple deployment and extensive

documentation, which made it a good broker to use as subject. Its architecture was also mentioned

earlier, and also uses protocol adapters to be compatible with different protocols, and although of-

fering a set of plugins and a plugin manager, those components will not be taken into consideration

for this work.

Although not represented in the architecture above, when deployed, DeviceHive has a proxy

microservice responsible for receiving all communications which it then redirects to the appropri-

ate adapter. Currently, DeviceHive supports HTTP, Websocket and MQTT communications, and

for security uses JSON Web Tokens (JWT). Authentication is handled by a separate microservice,

and requests get redirected to the "DH Auth service".

HTTP Before starting, a node must first either login with a username and password or have a JWT

created on its behalf. The node must then use that JWT along with the messages it sends to

the broker. Unlike Meshblu, the client must poll the broker in order to get new messages,

and there is no streaming connection available via HTTP. For this, the API offers a "poll"

method which returns all notifications past a specified timestamp. In case no notifications

are found, the method blocks until it receives a new notification or until a timeout is reached,

in which case it returns an empty response. To publish a new notification, the node must

send a POST request to /device/deviceId/notification and it should be noted that notifications

can be posted on behalf of a node.

Websocket To establish a connection via Websocket, a node must, after connecting, authenticate using

a JWT. This can be done by sending an "authenticate" request with the token. Again, noti-

fications can be made on behalf of the devices, and follow the structure in Listing 3.1. The

"action" parameter in the message dictates the type of message, in this example, "notifica-

tion/insert" to publish a notification. A node can also subscribe to notifications by sending a

"notification/subscribe" message, and if successful, the server will start streaming publishes

regarding that topic.
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1 {

2 "action": "notification/insert",

3 "requestId": {object},

4 "deviceId": {string},

5 "notification": {

6 "notification": {string},

7 "timestamp": {datatime},

8 "parameters": {object}

9 }

10 }

Listing 3.1: DeviceHive’s publish request using a Websocket connection.

MQTT DeviceHive also offers compatibility with MQTT, with which a node can connect, and af-

ter authenticating with a JWT, send publish or subscription requests. To make a request to

DeviceHive, a node should publish the request to the "dh/request" topic with the target "ac-

tion" (first line in Listing 3.2). To receive responses, the node must subscribe to the response

topic, following the structure "dh/response/request-action@client-id". In the second line of

Listing 3.2 we can see this adapted to the "device/list" example, where the "request-action"

is "device/list" and the "client-id" is the MQTT client own id. Finally, we can see in the

last two lines of Listing 3.2 an example of a notification publish and a subscription to that

notification’s topic.

1 mqttClient.publish(’dh/request’, ’{"action":"device/list"}’);

2 mqttClient.subscribe(’dh/response/device/list@mqttClientId’);

3 mqttClient.publish(’dh/notification/network1/devicetype1/device1/

temperature’, notificationObject);

4 mqttClient.subscribe(’dh/notification/network1/devicetype1/device1/

temperature’);

Listing 3.2: DeviceHive’s MQTT publish and subscribe examples.

3.4 Support Technologies

3.4.1 Docker

cker is a computer program that performs containerization, which is a feature where the kernel al-

lows the existence of multiple isolated user-space instances. These instances, also called contain-

ers, bundle their own applications, libraries and configuration files and are created from "images"

which specify their exact contents. With figure 3.2 we can more easily understand how a container

runs in a host, and compare it to a virtual machine. Instead of deploying a complete operating sys-

tem running with the hosts resources, a container shares the kernel of the host machine and only
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isolates its user-space. Containers can also be replicated and deployed across machines, making a

containerized application easily scalable.

Figure 3.2: Docker containers compared to Virtual Machines (as in Docker’s documentation)

These characteristics make docker containers lightweight, and not only that, facilitate the de-

ployment and scalability of applications. Since a container packages all application’s code and

dependencies, it is a stand-alone executable that is very independent of the infrastructure making

it portable and easy to deploy and run. Besides, even if an application is not built with docker, one

can create an "image" to run said application in a container as long as the code is available.

Docker also facilitates when an aplication runs on multiple containers (in the case of a mi-

croservice architecture, for example), offering "Compose" which uses a YAML file to configure

the applications services (usually refered to as "docker-compose.yml"). Then, with a command

similar to "docker-compose up" all the containers are built and ran.

All this makes containerization a good strategy when deploying message brokers developed

using a microservice architecture, which usually are applications that require flexibility and scali-

bility, depending on the scenario.

3.4.2 Dumpcap & Pyshark

Both these tools are used in network analysis. Dumpcap is a tool included with the packet analyzer

Wireshark and according to its documentation: "Dumpcap is a network traffic dump tool. It lets

you capture packet data from a live network and write the packets to a file.", the file it writes to

being in the pcapng format by default. Dumpcap allows to select a network interface to use for the

live capture with the "-i <capture interface>" option, the default snapshot length (maximum size

of a network packet that is saved to disk) with "-s <capture snaplen>" and the file to save the data

to with "-w <outfile>". For the purpose of this work, these three options are the only ones that are

relevant.

Pyshark is a wrapper for tshark which allows the parse of a capture file using Python. Tshark

is a terminal version of Wireshark, designed to both capture and display packets, while also being
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able to parse saved capture files. As an example of how Pyshark accesses and displays the packets

we can refer to the code in 3.3. FileCapture is the method used to read from a saved capture,

and the parameter decode_as is a way to tell tshark to decode protocols in situations it usually

wouldn’t. The last three commands show how data in the packet is accessed.

3.4.3 cAdvisor + Prometheus

cAdvisor is a tool that collects and exports information about running containers on an host and for

each container it exports historical resource usage and network statistics. It runs on the background

and for the purpose of this thesis it can export CPU and RAM usage for each container as well as

the amount of data transmitted in and out of a container.

Prometheus is a toolkit that records real-time metrics in a time series database, and cAdvisor

exposes container statistics as Prometheus metrics out of the box. This bundle allows us to collect

metrics related to the containerized microservices using an HTTP API, reachable under /api/v1.
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1 >>> import pyshark
2 >>> cap = pyshark.FileCapture(’mycapture.cap’, decode_as={’tcp.port==27017’:’mongo’

})
3 >>> cap
4 <FileCapture /tmp/mycapture.cap>
5 >>> print cap[0]
6 Packet (Length: 698)
7 Layer ETH:
8 Destination: aa:bb:cc:dd:ee:ff
9 Source: 00:de:ad:be:ef:00

10 Type: IP (0x0800)
11 Layer IP:
12 Version: 4
13 Header Length: 20 bytes
14 Total Length: 684
15 Identification: 0x254f (9551)
16 Flags: 0x00
17 ...
18

19 >>> packet = cap[1]
20 >>> packet.ip.dst # By protocol attribute
21 192.168.0.2
22 >>> packet[2].src # By layer index
23 192.168.0.100

Listing 3.3: Example of using Pyshark to read a capture file.

3.5 Conclusion

After deepening the understanding of the problem at hand we identified the main questions to

answer with this dissertation: (i) what metrics to use in the benchmarking, (ii) how to collect

and analyze these metrics, (iii) what are the conditions for a fair comparison, (iv) how should the

scenario be simulated, and (v) how can this process be automated. With these questions in mind,

a set of goals was set and a solution designed based on those goals.

This analysis built a foundation of the work to develop and slices the main question into more

manageable problems. Namely, (i) the identification of the metrics to use, which we already

defined in this Chapter, (ii) the development of a customizable simulation platform that can be

used to recreate Smart City scenarios, which was presented an overview of a solution to develop,

(iii) the development of a platform to collect and aid in the analysis of the metrics defined, which

should bear low impact on the test and produce better results than manually testing the broker, and

finally (iv) use the platform to benchmark different brokers in order to test the results obtained and

attempt to help reaching a solution to the Citibrain’s problem.
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In this Chapter the solution developed to answer the problems described in Chapter 3 is further

described as well as the development process of said solution. This description will also aid in

understanding how the addition of compatibility with new Message Brokers and communication

protocols is achieved.

As to understand some of the design decisions made during the development of the solution,

we will overview the development process, and how the difficulties and challenges that arose were

dealt with.

4.1 Simulation Platform

The main broker used for the development of the platform was DeviceHive, given its compre-

hensive documentation and ease of use, and the work for the simulation platform began with

developing a simple Websocket client that created both a device and an user. The device would

send notifications and the client would subscribe to the device’s notifications. This was initially

used mainly to understand how the broker communicates internally and to generate basic material

upon which the development of the Parsing Tool would work on.

After having the bare-bones of the Websocket client, it was adjusted to instead of having the

data to transmit hard-coded, have a configuration file which would describe the messages to send,

variables to collect from responses, and overall set-up actions to have the simulation running. In

Listing 4.5 we can see an example of said configuration file, in this case for the Meshblu broker.
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4.1.1 Interface

When the Websocket client was completely adapted and working on both DeviceHive and Meshblu

depending on the configuration file used, a graphic interface was developed. This interface allows

the user to customize the:

• Number of clients

• Number of devices

• Size of the payload

• Interval between publishes

• Number of subscriptions by client

• Maximum number of notifications to send, per protocol and device

Moreover, the interface also measures the time between the publishing of a notification and

it’s receipt by the clients, and presents, when the simulation ends, the number of sent notifications,

received notification, lost or failed notifications and the average time between publishing and

receiving.

When running this interface, the user must specify a path to where the brokers’ configuration

files are, and have the appropriate protocol files in the same directory as the interface script. When

ran, the script will search the configurations directory for .cfg files, and display their name on a

dropdown menu, for the user to select which broker is to be tested. It will also scan the current

directory for files ending with _client.py, this being the naming defined for the protocol files (i.e.:

ws_client.py, mqtt_client.py, ...).

The interface will also allow the user to start and stop the simulation of a specific protocol, or

start and stop the simulation of all protocols with the given parameters.

4.1.2 Communication Scripts

The script that establishes the connection with a broker defines three different classes and the

methods start and stop which should have the form defined in Listing 4.1.

1 start(config_param, metrics_param, n_cli, n_dev, pl_size, msg_int, subs_cli)

2 stop()

Listing 4.1: Two main functions to define in the protocol connection script.

These two functions are called by the interface component, with the config_param being the

configuration file with the broker information, the metrics_param the array where the metrics

mentioned above are stored, n_cli the number of clients to simulate, n_dev the number of devices
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to simulate, pl_size the size of the message content, msg_int the interval between messages, and

subs_cli the number of subscriptions per client.

The classes defined by the script are:

Controller Responsible for setting up the scenario, it establishes a connection with the broker and

creates the necessary devices for the simulation, saving the necessary information. It was

decided to have this initial step because the login and registering of devices varies greatly

between brokers, for example: in DeviceHive, there is a login step and the sending of noti-

fications is made on behalf of a device; with Meshblu, the device is registered, receiving a

uuid and token pair, with which it can then authenticate and start sending messages.

Client Each being a client to simulate, receiving the information from both the interface and the

controller (devices created and respective identifiers to subscribe to). Each time it receives

a notification it updates the metrics variable, and it notes how long it took between the

publishing and the receipt.

Device Simulates a device: receives the necessary information from the controller as to authenticate,

and then starts publishing messages, recording a message id along with a timestamp, which

the Client will use to know the time interval between sending and receiving notifications.

Each Client and Device runs on its own thread, and when a Client receives a message it starts a

thread responsible for processing the information, while the main one returns to listening for more

notifications.

When the simulation is stopped, the stop method terminates all Device and Client threads and

calculates the average time between sending and receiving a notification.

4.1.3 Data Capturing

For the capturing of information relevant to the analysis it was first considered the already available

logs from each microservice, but given the heterogeneity of the log file formats, and the brokers

themselves, it was not a viable solution. Some microservices barely produce logs while others

produce too much irrelevant information, for this context, about the state of the microservice.

While studying both brokers, Meshblu and DeviceHive, it was noticed that both of these bro-

kers had a Docker repository in order to easily deploy the brokers with the microservices con-

tainerized. Because of this, the starting scenario for the development involved having the brokers

in a containerized circumstance, where each microservice resides in a Docker container. It not

only made it easier to deploy and run the brokers but also facilitated the capturing of data from

each microservice.

Not only that but it was also noticed that DeviceHive already had a Grafana plug-in which

made use of cAdvisor plus Prometheus to collect and display some container-related metrics,

allowing a fast and easy representation of some data relevant for our analysis. And the company

where this work was conducted, Ubiwhere, also made use of a similar set-up to monitor its own

system, running Meshblu.
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For the collection of more data additional to the mentioned above, it was used a packet cap-

turing tool, namely Dumpcap, which should be running while the simulation is taking place. For

this it was developed a simple script that checks running containers on the current system, and for

each it runs an instance of Dumpcap, capturing on the virtual interfaces created by Docker with

the option "-s 0", which taken from the dumpcap’s documentation: "specifies a snapshot length of

262144, so that the full packet is captured". When terminated, the script stops the capturing and

saves the containers’ logs.

4.2 Parsing Tool

The parsing of the data consists of a script that runs through the capture files and tries to extract

relevant information from them.

It was an incremental process, first being developed code to run through the pcapng files

produced during the simulation. Afterwards, a simple simulation of clients was run and for each

new communication protocol detected a way to parse it was developed, sometimes being simply

ignored if no useful information could be extracted from packets of that particular type of protocol.

Some captures were also ignored simply because there was too much information in them with

little relevance to the benchmarking process. Because of that, the parsing of said captures would

consume too much time in relation to the additional information produced.

The main objective of this process is to associate requests with responses and where, in the

architecture, a message is taking longer to process or even where a message was lost. For this, the

main script splits the capture into TCP streams, and runs through them. For each communication

protocol, a separate file must be included with the appropriate code to parse that type of protocol,

this way being easier to add compatibility with new protocols, if necessary.

To achieve this, a new process is started for the parsing of each capture file, where various

arrays are created. These arrays are mainly: (i) tcp streams’ array, (ii) malformed packets and re-

transmissions, (iii) received messages of given protocol, (iv) received requests of given protocol,

(v) timestamps of request/response pairs of given protocol.

For Websocket there is also an array of unidentified messages - this is because to associate a

response to a given request we must look into the message contents, and in case there is no specific

identifier, we just fallback to associate the next response with the oldest unanswered request that

has the same action or topic as the response.

4.2.1 Adding Protocols

The parsing of the messages is handled by different modules depending on the protocol, which

should be imported to the main parser. As an example of these modules we can see in Listing

4.2 the parser of HTTP packets, where it associates responses with requests and takes note of its

timestamps. In this case, since pyshark already displays to what an HTTP request is an HTTP

message responding to, the association is straight-forward (using the "request_in" attribute).
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1 def http_parse(**args):
2 args[’http_received’].append(int(args[’packet’].number))
3

4 req = -1
5 try:
6 req = int(args[’packet’].http.request_in)
7 except AttributeError:
8 args[’http_req’].append(int(args[’packet’].number))
9

10 if req in args[’http_req’]:
11 args[’http_times’][(req, int(args[’packet’].number))] = (float(args[’capture’][

req-1].sniff_timestamp),float(args[’packet’].sniff_timestamp))
12 args[’http_req’].remove(req)
13

14 def data_parse(**args):
15 for layer in args[’packet’].layers:
16 if layer.layer_name == ’http’:
17 http_parse(args)
18 else:
19 return

Listing 4.2: Example of a parser module for HTTP packets.

In the "args" dictionary we have references to the arrays mentioned above, and the "<proto-

col>_parse()" method should use these references to update the arrays. First by adding the packet

number to the received packets array relative to that protocol (line 2), then it should check if the

packet is a request or a response. In case it is a request, it should add the packet number to the

respective array (line 8), otherwise it should check to which request the message is responding

to (lines 10-12), removing the request packet number from the requests array and adding the key

(request_number, response_number) to the dictionary "<protocol>_times", with the value being

(req_timestamp, res_timestamp).

After the module is complete, some modifications to the main script must be made. In Listing

4.3 we can see an excerpt from the parsing script, modified to just highlight the handling of differ-

ent protocols. To add a new protocol (HTTP as an example) the modifications to the main script

go as follow:

• Line 1-2: import the functions.

• Line 4-8: dictionary that associates a protocol name (as appears on the packet object) to a

parsing function.

• Line 12-14: arrays that will hold an array each for each TCP stream. In the example, we

have an array for received HTTP messages, HTTP requests waiting response and HTTP

request/response pairs with respective timestamps, as mentioned above.

• Line 18-20: in case a new TCP stream is detected, add an empty array to the arrays created

on lines 12-14.

33



Implementation

• Line 22: use the attribute "highest_layer" of the pyshark packet object in order to call the

correct parsing function and pass the new arrays as parameters of that function.

1 from my_http import http_parse

2 from my_http import data_parse

3

4 packet_type = {

5 ’HTTP’ : http_parse,

6 ’JSON’ : http_parse,

7 ’DATA’ : data_parse

8 }

9

10 def parse_capture(capture, capture_raw, config_param):

11 tcp_streams = []

12 http_received = []

13 http_req = []

14 http_times = []

15 for packet in capture:

16 if len(tcp_streams) <= int(packet.tcp.stream):

17 tcp_streams.append((str(packet.ip.addr) + ’:’ + str(packet.tcp.srcport), str(

packet.ip.dst) + ’:’ + str(packet.tcp.dstport)))

18 http_received.append([])

19 http_req.append([])

20 http_times.append({})

21

22 packet_type[packet.highest_layer](capture=capture, capture_raw=capture_raw,

config=config_param, packet=packet, http_received=http_received[int(packet.

tcp.stream)], http_req=http_req[int(packet.tcp.stream)], http_times=

http_times[int(packet.tcp.stream)])

Listing 4.3: Excerpt of the main parsing script.

4.2.2 Parser Output

After the parsing tool runs through all the captures and fetches the information from Prometheus,

the output will be a text file along with two HTML files, with graphic representation of some

information, for reach capture. In Listing 4.4 we can see part of an output file produced by the

parser, where, for each TCP stream identified on the capture it records the packets of each of

the parsed protocols, as well as which ones were requests, which were answered and which are

still pending a response. For some of the groups, as it can be seen in line 3, for example, it also

splits the packets according to their source IP address. Moreover, it also registers some of the

information used to produced the graphics displayed further.

The HTML files produced as result present the times between receiving/sending a request and

sending/receiving a response, and in Figure 4.1 the example of said graphic can be seen. Each box
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1 TCP STREAM: (’meshblu_mqtt_1:39880’, ’meshblu_redis_1:6379’)
2 HTTP Packets: []
3 HTTP Pending Requests: {’172.18.0.2’: {}, ’172.18.0.10’: {}}
4 HTTP Times: {’172.18.0.2’: {}, ’172.18.0.10’: {}}
5 WS Packets: []
6 WS Pending Requests: {’172.18.0.2’: [], ’172.18.0.10’: []}
7 WS Times: {’172.18.0.2’: {}, ’172.18.0.10’: {}}
8 WS from Server: {}
9 PGSQL Packets: []

10 PGSQL Pending Requests: deque([])
11 PGSQL Times: {}
12 MONGO Packets: []
13 MONGO Pending Requests: {}
14 MONGO Times: {}
15 MQTT Packets: []
16 MQTT Publishes: {’172.18.0.2’: [], ’172.18.0.10’: []}
17 MQTT Pending Requests: {’172.18.0.2’: {}, ’172.18.0.10’: {}}
18 MQTT Times: {’172.18.0.2’: {}, ’172.18.0.10’: {}}
19 REDIS Notifications: {’172.18.0.2’: {}, ’172.18.0.10’: {}}
20 MALFORMED Packets: []
21 RETRANSMISSIONS: []
22 Total Malformed Packets: 0
23 Total Retransmited Packets: 0
24 Graphic Recreation Info:
25 redis:{}
26 traces:[]

Listing 4.4: Excerpt of the text file produced by the parser.
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plot is labeled with the target of the communications along with the note weather the request is

made to or received from said target. The Y-axis indicate the time, in seconds.

Figure 4.1: Graph generated by the parsing tool, representing request/response intervals.

Another graphic that is produced is a line chart, and this is used to represent communications

with the Redis and Websocket protocol, as it can be seen in Figure 4.2. Along the X-axis we

have the epoch time in increments of one second, and the Y-axis indicates the number of bytes

transmitted. Just as in the box plots mentioned above, this graph distinguishes between sent and

received packets. Also about Redis, it is attempted to find notification IDs on its packets. This was

implemented because of the internal communications of Meshblu, and is used to track notifications

inside the broker.

Finally, the parser also fetches information from Prometheus (obtained with cAdvisor) about

each container running, namely, the CPU and RAM usage, and the quantity of transmitted and

received bytes. In Figure 4.3 we can see an example of the resulting graphs, the percentage of

CPU usage by each microservice of the broker, which should be taken into consideration that is

the cumulative usage of the available CPUs in the machine, hence not topping at 100%. All the

information used to plot the mentioned graphs is written to text files, in case the user wants to use

it at a later time.
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Figure 4.2: Graph generated by the parsing tool, representing Redis communications.

Figure 4.3: Graph generated by the parsing tool from information given by Prometheus.

4.3 Configuration File

As it was mentioned above, for the tools described in this chapter to know how to communicate

with the broker and parse its messages, a configuration file is needed. An example of the configu-

ration file excerpt used by the simulation tool can be seen in Listing 4.5.

In regards to the simulation there are five groups of variables:

General This section is dedicated to general connection variables or variables that are shared by the

components;
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<role>_vars Section dedicated to variables used by the <role> as well as variables needed from the

received messages - the simulation will run through the response messages and store any

variables whose key matches a key under <role>_vars;

<role>_msg Section with the description of the messages to send as well as the order by which they

should be sent;

Publish_topics Topics to be used with the MQTT protocol to publish notifications;

Subscription_topics Topics to be used with the MQTT protocol for subscriptions.

In regards to the parser tool, there is one more section as seen in Listing 4.6. It contains some

information that the parser needs to parse Websocket packets, since it needs to be content-aware

in order to determine what message is answering to what request, being:

msg_type_position Position of the type of the message.

msg_unique_id Position where the parser may hope to find a message ID, if none is found it uses

the message type as fallback

Lines 4-8 In case the type of the response message differs from the request, it should be added

as <request_type> = <response_type>. If a type doesn’t have a match it assumes both types

are equal.

no_response Array with the types of the messages that are not typically responded to.

1 [Parser]

2 msg_type_position = 0

3 msg_unique_id = requestId

4 identity = ready

5 devices = devices

6 device = device

7 register = registered

8 subscribe = subscribe

9 no_response = ["message"]

Listing 4.6: Section of the configuration file dedicated to the parser’s information.
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1 [General]
2 ws_url = ws://172.18.0.3
3 seq_key = 0
4 device_name_system = uuid
5

6 [Client_vars]
7 msg_id =
8 uuid =
9 token =

10 deviceId =
11 sender_id_name = fromUuid
12 notification_name = notification_id
13 notification_resp = message
14 subscriptions_per_client =
15 device_id_name = uuid
16 setup_ops = 2
17

18 [Client_msg]
19 setup_op_0 = ["register", {"type":"sample_user"}]
20 setup_op_1 = ["identity", {"uuid":${Client_vars:uuid}, "token":${Client_vars:token

}}]
21 subscribe = ["subscribe", {"uuid":${Client_vars:deviceId}}]
22

23 [Device_vars]
24 msg_id =
25 uuid =
26 token =
27 notification_id =
28 payload_size =
29 message_interval =
30 setup_ops = 1
31

32 [Device_msg]
33 setup_op_0 = ["identity", {"uuid":${Device_vars:uuid}, "token":${Device_vars:token

}}]
34 send_notification = ["message", {"devices":["*"],"topic":"status", "payload":{"

notification_id":${Device_vars:notification_id}}}]
35

36 [Controller_vars]
37 msg_id =
38 uuid =
39 token =
40 notification_id =
41 device_list_name = 1
42 setup_ops = 2
43 on_response = True
44

45 [Controller_msg]
46 setup_op_0 = ["register", {"type":"sample_device"}]
47 setup_op_1 = ["identity", {"uuid":${Controller_vars:uuid}, "token":${

Controller_vars:token}}]
48 activity_op_0 = ["register", {"type":"sample_device"}]
49 activity_op_1 = ["devices", {}]
50 cleanup_op_0 = ["unregister", {"uuid":${Controller_vars:uuid}, "token": ${

Controller_vars:token}}]

Listing 4.5: Example of a configuration file used by the simulation platform.
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4.4 Challenges

During the development some difficulties arose that shaped the final product, and required more

attention.

4.4.1 Simmulation Platform

Starting with the simmulation platform, brokers are very heterogeneous in the way the commu-

nications are implemented, and although there is common ground, some particular situations are

easily encountered when attempting to develop a generalized platform.

In the particular case of DeviceHive and Meshblu, we can start by the fact that the publishing

of notifications differs greatly, as it was mentioned above. In DeviceHive, notifications are posted

on behalf of the devices, meaning, a node must login and after authenticating it can send notifica-

tions indicating the device ID from where the notification is supposedly sent (provided that it has

the correct permissions). This can also be handled by generating specific JWT with the desired

permissions and passing them to the nodes, but given its complexity, this scenario is not contem-

plated on the platform. On the other hand, Meshblu gives credentials upon registering a device,

and a node must authenticate using those credentials to send notifications as that device. To solve

these differences, it was implemented an initial step (mentioned above as the "controller") which

starts by registering the needed devices for the simulation and then passes that information to the

"Device" and "Client" components. In the case of Meshblu, it uses said information to authenticate

(UUID and Token), while DeviceHive simply authenticated as "admin" and uses the IDs returned

by the controller to publish notifications on behalf of those devices. The platform knows how to

handle this step according to the information provided in the configuration file, therefore, adding a

new broker does not interfere with these process, as long as all the information needed is specified

in the configuration file.

Another difficulty that arose during the development of the benchmarking platform was the

underdevelopment of the Meshblu’s MQTT API, which doesn’t provide methods to register new

devices. To avoid this problem the controller now checks with the configuration file if it is needed

to use a different protocol than the current one to register devices, and if so it uses Websocket

(as of now) for that step. Another particularity of Meshblu is the fact that nodes subscribed to

a device won’t receive the notifications published by the device, instead receiving notifications

the device receives. To function properly, the Meshblu’s configuration file must describe in the

publish message that the UUID of the recipient is the same as the sender.

Finally, the simulation platform relies on information received by the brokers. Since the vari-

able names are different depending on the broker, these must be included in the configuration file,

and how to handle them. The platform itself simply searches through the messages searching for

the specified keywords, and if their found, it sets the value of the variable within the configuration

file. It should be noted that these changes don’t affect the file itself, only being changed during the

simulation execution.
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4.4.2 Data Capturing

The main problem faced with the capturing of the communications between the containers was that

a container must be already started in order to have a virtual interface created for them. This led

to loss of information since the capturing would only start after the setup operations of the broker

were already taking place. The main setback was with DeviceHive, since it uses Kafka with a

wrapper named "wsproxy" to handle communications between microservices. This wrapper starts

by establishing websocket connections with the other microservices, and since the capture starts

after the connection is established, it couldn’t decode the websocket packets exchanged.

Further down into development a solution was found, which involves stating the containers

and right afterward issuing a "docker-compose pause". From there the capture script can be ran,

and the containers "unpaused" ("docker-compose unpause"), this way reducing the amount of

information lost and being enough to capture the establishing of the websocket connections with

the "wsproxy" microservice.

This leads to another obstacle encountered which is the association between virtual inter-

faces and the respective container. For this, the capture script must access the host’s "/sys/-

class/net/veth*/iflink" files to get the interfaces IDs, and afterwards does the same from within

the containers but with the "/sys/class/net/eth0/iflink" file. This second operation requires a run-

ning container, therefore the capture script must pause after starting the captures, the containers

must be "unpaused", and the script can then resume, executing the necessary commands to get

said information from within the containers.

4.4.3 Parsing Tool

Relative to the parsing of the capture files, the most challenging aspect was the need for content

awareness in websocket messages. This lead to having the parser read the content of the web-

socket packets and finding ways to use available information to associate requests to responses.

The issue here is that Tshark (used by Pyshark to read capture files) truncates the content of web-

socket messages, and to read the full content, we must specify Pyshark to include the raw packet.

Moreover, captured packets may include more than one websocket layers. To solve this it was

developed of an extraction method that ran through the packet, breaking the websocket payloads,

unmasking them and decoding, since no apparent dissection was already in place for raw packets.

Latter in the development it was discovered that some of this information was already included

and that Tshark already reassembles Websocket packets and unmasks them, and the extraction

process only needed to iterate over the Websocket layers and decode the payloads. After having

the payload readable, the tool would use the information made available in the configuration file

to know what to look for when associating responses to requests.

Another problem faced was the memory consumption of running Pyshark on large capture

files. This was not identified right away, so the platform was developed without taking it into

consideration, requiring a later restructure to store the necessary information while running though

the captures, not keeping the whole capture in memory.
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4.5 Summary and Running Instructions

In this Chapter it was described how the solutions were developed and the final result of the

development. It was also explained how a new communication protocol or message broker can be

added to the platforms. To conclude, it will be explained how to run both the simulation platform

and the parsing tool. But first it should be noted how the platform directory is structured.

In Figure 4.4 we can see that structure represented, where the "/clients" directory holds the

simulation tool, the "parser.py" and "capture.py" are the parsing tool and the capturing tool re-

spectively, with the "docker-compose.yml" file being used to setup cAdvisor+Prometheus. The

"my_<protocol>.py" files describe the parsing of specific protocols and the "<protocol>_client.py"

are the implementation of different communication protocols used by the simulation tool. The

"<broker_name>.cfg" files are the configuration files that hold information about the brokers. Fi-

nally, the "client/logs" directory hold information produced by the simulation platform, the "logs/-

captures" and "logs/info.txt" hold the captures and information produced by the capturing script,

and the "logs/parsed_data" directory hold the output of the parser tool.

src

/configurations

/prometheus.yml

/<broker_name>.cfg

/clients

/logs

/clients.py

/<protocol>_client.py

/logs

/captures

/parsed_data

/info.txt

/capture.py

/parser.py

/my_<protocol>.py

docker-compose.yml

Figure 4.4: Directory structure of the developed platform.

Before even running the broker it should be noted that the capturing script is dependant on the

fact that the message broker uses Docker for deployment and has its microservices containerized.

This is because the capture is made on the virtual interfaces created by Docker for each container.

Moreover, the bundle cAdvisor with Prometheus is also container dependant, and cAdvisor is

build specifically to monitor containers.
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That said, the host machine needs to be running cAdvisor along with Prometheus, and this can

be done with a "docker-compose.yml" file as in Listing 4.7, and, as it is mentioned in Prometheus’

documentation, a Prometheus configuration file must also be present. An example of said file can

be seen in Listing 4.8.

1 version ’3.2’

2 services:

3 prometheus:

4 image: prom/prometheus:latest

5 container_name: prometheus

6 ports:

7 - 9090:9090

8 command:

9 - --config.file=/etc/prometheus/prometheus.yml

10 volumes:

11 - ./prometheus.yml:/etc/prometheus/prometheus.yml:ro

12 depends_on:

13 - cadvisor

14 cadvisor:

15 image: google/cadvisor:latest

16 container_name: cadvisor

17 ports:

18 - 8080:8080

19 volumes:

20 - /:/rootfs:ro

21 - /var/run:/var/run:rw

22 - /sys:/sys:ro

23 - /var/lib/docker/:/var/lib/docker:ro

24 depends_on:

25 - dispatcher

Listing 4.7: "docker-compose.yml" file to build and run cAdvisor+Prometheus

1 scrape_configs:

2 - job_name: cadvisor

3 scrape_interval: 1s

4 static_configs:

5 - targets:

6 - cadvisor:8080

Listing 4.8: Contents of file used to configure Prometheus

Having a "docker-compose.yml" file already written to deploy the message broker, the code in

Listing 4.7 can be included in that file, after which the user must run "docker-compose up" to start

up the message broker and the monitoring tools.
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When everything is running, the capturing script must be ran next, to start capturing on all

the containers’ interfaces. Afterwards, the user just needs to run the simulation interface. This

program takes as an argument the configurations directory, where the configuration files for each

broker are located. After the simulation is over, the user can terminate the capturing script, and

afterwards run the parser. This parser also takes as argument the configuration file of the used

broker and will take the captures (saved in ./logs/captures, relative to the capturing script directory)

and parse them to display the results.
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Testing and Results
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In this Chapter the platform will be tested and its output will be analysed in order to ascertain

the usefulness of the developed tools.

5.1 Scenario Platform and Setup

For the benchmarking experiments described in this Chapter, two machines were used: one to sim-

ulate the nodes, with an Intel Core i5-3750K - which is composed by four cores and four threads,

with a base frequency of 3.40 GHz - and 8GiB, 1333MHz, of RAM; and another to run the broker

and the parser afterwards, which has an Intel Core i5-2520M - composed by two cores and four

threads, and a base frequency of 2.5GHz - and 4GiB, 1333MHz, of RAM. Moreover, the simula-

tion platform was running over a virtual machine with 4GiB of RAM allocated, using the Manjaro

18.0.2 operating system running Linux 4.19.16 and the host machine running the Windows 10

operating system. As for the broker and parser, they are running on the same operating system as

the virtual machine mentioned, Manjaro 18.0.2.

Relative to the platform, the user must change the addresses specified in the configuration files

of each broker, which was set to "192.168.1.8", since the two machines are in the same network,

and that is the address of the machine running the broker. Moreover, all the information must be

deleted from the broker before running the simulation.

As to facilitate the understanding of the produced data by the parser, the user should also

modify the parser script to include the IP address of the machine running the simulation tool. That

can be done by adding a (key, value) pair to the "ip_name" dictionary, which in these runs will be

"’192.168.1.7’: ’client’". This step is not necessary, being used only in the output to replace that

IP address by the name ’client’.
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After that is done, the broker is started using Docker and the method described in the previous

Chapter: "docker-compose up –no-start" to create the containers, "docker-compose start;docker-

compose pause" to start and pause the containers right after, run the "capture.py" script, un-

pause the containers and start both Prometheus and cAdvisor - "docker-compose up -d" using

the "docker-compose.yml" file made available with the platform - and finally press the "Enter" key

on the "capture.py" script to save information relative to the virtual interfaces. At this point the

broker is running along with Dumpcap and Prometheus+cAdvisor.

With that, the user can then run the simulation tool with the command "python ./client.py

../configurations/". It should be noted the directory structure mentioned in Chapter 4. This com-

mand will start a graphic interface from where the user can choose which broker is to be used, the

load (as mentioned in the previous chapter) and what protocol to run. For each scenario it will be

noted the value of these options.

When the simulation is over, the capturing script is interrupted, extracting the container logs

from Docker, and the parser is ran. It should be noted that the Prometheus and cAdvisor containers

must be still running when the parser starts, as it needs to fetch information from them. As to the

broker itself, it can be terminated as soon as the simulation is over. It is advisable to let the broker

run for one minute after the capturing is stopped, that way it can be visualized how the metrics

collected by cAdvisor change after the simulation.

Despite the parser only needing the capture files, independent of the simulation platform or

how they were captured, such tests won’t be contemplated in this thesis. Besides, when doing so

the user must consider that the data from Prometheus+cAdvisor won’t be available.

5.2 DeviceHive Results

Given that these benchmarking tests are focused on understanding what is going on inside the

broker itself, the results will be presented and analysed separately, starting with DeviceHive. The

simulations will be also split in protocols and it should be noted that the information available

from the simulation tool, as opposed to the information we get from the parser, is relative to the

time between publishing a notification and receiving it on the client. Since the captures run from

the moment the broker is up, the parser information also contains the authentication and device

registering requests.

Before the simulations are described we should first overview the microservices that com-

pose DeviceHive, as stated in its documentation and observed along with the development of this

dissertation:

dh_proxy Proxy component that received all external requests and sends them to the appropriate mi-

croservice;

dh_auth Microservice responsible for handling validation, generation and refreshing of JWTs;

dh_frontend Frontend microservice which provides a REST and Websocket API;
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dh_backend Responsible for storing data in Hazelcast, managing subscriptions and retrieving data by

request from other microservices either from Hazelcast either from Postgres;

postgres Database to store persistent data about devices, networks, users and important configuration

settings;

mqtt_1(_2) Microservice that provices a MQTT API to DeviceHive, using Mosca MQTT broker library;

kafka Responsible for the communications between microservices and balancing the load between

them;

wsproxy Wraper to Kafka which offer a Websocker API for the other microservices to communicate

with Kafka;

hazelcast An in-memory data grid that stores notifications;

redis Redis server for persistence functionality when using MQTT.

5.2.1 Websocket Simulations

As a first simulation we’ll setup the scenario with one client subscribed to one device, where the

device will send 1000 notifications with a 30 byte payload, at a maximum rate of 100 messages

per second, using only the Websocket protocol. Right from the simulation tool we know that all

publishes were successful as well as all subscriptions, and all the 1000 notifications arrived to the

client, with an average time of 0.405 seconds.

After running the parser we obtain more in-depth information, starting with the information

obtained by cAdvisor+Prometheus. This information can tell us what to expect from each mi-

croservice on a real-life scenario, giving opportunity for better resource allocation. We can ob-

serve that the most CPU intensive microservices (Figure 5.1) were "wsproxy" and "kafka", this

also verifies with the amount of transmitted data (Figure 5.2) in and out of those containers, most

likely because there is continuous communication between them. Such information should be

taken into consideration when deploying a broker or designing a solution which makes use of the

target broker.

With that in mind we can now take a look at the communication times between microservices,

and try to better understand what is going on inside the broker as well as search of ways to improve

its performance. Since "dh_proxy" is the entry point of communications we will start there, and we

can see that besides receiving the requests from the client, it communicates with "dh_frontend",

most likely redirecting the requests. We can also take a look at the Websocket data from packets

which are neither requests nor responses, and these are most likely related to delivering notifica-

tions to the subscribed clients. In Figure 5.3 we can see that there is a spike of data received from

"dh_frontend" and at the same time data being sent back to the client, which suggests a route from

where notifications travel when being delivered to the subscribers.

From here we can then check the "dh_frontend" times and see that the biggest time inter-

vals are in requests made to both "dh_auth" and "wsproxy". The fact that the longest interval
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Figure 5.1: Prometheus+cAdvisor data on CPU usage per second.

Figure 5.2: Prometheus+cAdvisor data on bytes transmitted per second.

between "dh_frontend" and "wsproxy" is bigger that the longest interval between "dh_frontend"

and "dh_proxy", alongside the fact that the intervals overall are fairly short, suggests that the

comunications between these components are not what is affecting the interval times between

"dh_frontend" and "dh_proxy". On the other hand, we have the communications with "dh_auth"

which have fairly large intervals that fit with the delay with "dh_proxy", making "dh_auth" a

probable cause for the longer response times. Moreover, we also have available information about

Websocket data not associated with requests/responses, and we see spikes of data received from

"wsproxy" and sent to "dh_proxy", which leads to the next component from where notifications
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might be routed through.

Figure 5.3: Websocket data on "dh_proxy" not associated with a req/res exchange.

Figure 5.4: Websocket req/res delay on "dh_frontend".

Focusing now on "dh_auth" we can see only two sets of intervals that call our attention.

The first one is with requests received from "dh_frontend" and another is with requests sent to

"wsproxy" which a quick look at the captures can show us that is only related to setup operations

of the broker. The only relevant communications besides those are with "postgres", but the inter-

vals are so brief that we can disregard them. That suggests that "dh_auth" can be a bottleneck in

this scenario, but it should be taken into consideration that it is only relative to the authentication
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of nodes and generation of JWTs, which doesn’t usually take much time in a real-life scenario,

where most of the time the broker is dealing with the publishing and treatment of notifications.

Taking a step back to "dh_frontend" and this time following to "wsproxy", we can ignore

the HTTP requests, since those intervals are very small and most likely related to setup operations

(witching protocols request to establish Websocket connections) as well as the Websocket requests

from "dh_auth" which are also for establishing the connections, as it was seen. We can see the

communications with "dh_frontend" and "dh_backend" from this graph, although we do know

that it communicates with "kafka", it is not displayed here as the parser doesn’t handle Kafka

communications. But what we can do is take a look at the Websocket data which is not associated

with req/res packets (Figure 5.5). Here we can see a similar spike as seen so far, but this time both

being sent to "dh_frontend" and "dh_backend".

Figure 5.5: Websocket communications in "wsproxy" that are neither requests or responses.

Knowing that the publish of notifications returns a response from the broker, we can follow

a publish up to this point, where it gets published to "kafka" through "wsproxy", and from there,

sent to whomever is subscribed to that particular topic. "dh_backend will most likely receive the

notification process it and store it in "hazelcast", while "dh_frontend" received it back in order to

redirect it to the subscribed client.

Since the information we obtain from "dh_backend"’s graphs doesn’t add anything to what we

already know of the notification route we step into the capture files to try to further understand

what is happening. In the graph we can see that the spike in communications to "dh_backend"

by "wsproxy" starts around epoch time 1549218850, so we’ll skip to captures starting from there.

The first captures create a device, and this can be followed back to the "dh_frontend" request.

Afterwards, we get a subscription to "NOTIFICATION_EVENT" with the filters of the device

with ID 1, which is our client subscribing to the device. By this point we notice that "dh_backend"

receives notifications with information on what is requested from "wsproxy" and then it sends back
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the answer on a different stream. This is likely to do with how the system is setup, with request and

response topics being separate and dealt with by "kafka", which may result in misleading outputs

by the parser.

Furthermore, taking a look at how "wsproxy" deals with notifications, we can see that it re-

ceives them from the frontend, redirects them to the backend, and immediately responds with

success or failure to the frontend. Afterwards the backend sends a notification telling that a notifi-

cation was processed, and from here "wsproxy" sends it back to the frontend in order to arrive to

subscribers.

This first experiment helped understand what is going on inside the broker, and even if the

captures are not taken into account it is still possible to follow the notifications path inside the

broker and see where it may be taking longer to process information or what components are more

heavy on resources.

5.2.2 MQTT Simulations

The first simulation using MQTT, with also 1000 notifications with a 30 byte payload, at a max-

imum rate of 100 messages per second and one client subscribed to one device resulted in all

publishes being successful and all messages arriving to the subscriber, with an average time of

0.507 seconds.

As we can see in the graph with the MQTT publishes, there are exchanges with both "mqtt_1"

and "mqtt_2", where the proxy sends publishes from the client to "mqtt_1" and receives publishes

from "mqtt_2", sending them back to the client (delivering to the subscribed node). Once we jump

to "mqtt_1" we can see that it communicates with "dh_frontend" via Websocket and that’s were

communications using MQTT end and the broker now assumes communications using Websocket,

which result in a scenario similar to the described in Sub-section 5.2.1. This suggests that the

MQTT API serves as a wrapper to the Websocket API provided by "dh_frontend", instead of

communicating with the rest of the broker directly.

Despite that, another thing to note from the graphs, in this case with the information about

transferred data in and out of containers as is shown in Figure 5.6, is that the "dh_proxy" does

show less amount of bytes transmitted per second, which might be a benefit to consider.
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Figure 5.6: Comparison of transmitted bytes between using MQTT or Websocket.

5.2.3 Time Comparison

For comparison, in Figure 5.7 we can see the subscribe time when using Websocket as opposed to

using MQTT while also adding the times when traffic is not being captured.

Figure 5.7: Comparison of the subscribe times in DeviceHive.

The biggest impact noted is between using MQTT with and without the capturing. This comes

probably from the fact that with MQTT we have three more containers which result in three more

captures running, resulting in a bigger difference.

52



Testing and Results

5.2.4 Multiple Devices

Another experiment ran was the simulation of multiple devices, with the same rate of notifications

arriving to the broker. In Figure 5.8 we can see how the interval between sending a notification

and its arrival on the subscriber is affected by having multiple devices. Here we have one client

subscribed to all the running devices, and the notification rate is set in order to maintain the 100

messages per second arriving at the broker.

Figure 5.8: Comparison of the subscribe times in DeviceHive with multiple devices.

5.3 Meshblu Results

Moving now to Meshblu, the same tests as the ones described for DeviceHive were conducted.

Before the simulations are conducted a UUID and Token were generated and saved in the con-

figuration file relative to Meshblu, to be used as the client to subscribe. Before describing the

simulations, here lies an overview of Meshblu’s microservices:

dispatcher Meshblu’s backend which processes requests and handles operations with the database.

http Protocol adapter that offers a REST API.

websocket Protocol adapter that offers a Websocket API.

mqtt Protocol adapter that offers a MQTT API.

mongo Persistent database were all the information is stored.

redis In-memory data structure that is used for communication between microservices.
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5.3.1 Websocket Simulations

As it was said, the simulations ran are identical to the ones ran with DeviceHive, starting with 1000

messages with payload of 30 bytes, and a maximum rate of 100 messages per second. Again, we’re

using a client subscribed to a device, but it should be noted, as it was mentioned previously, that

Meshblu’s Websocket API sends double notifications to subscribed devices.With that said, the

client registered 1384 notifications arriving, but despite that, 283 notifications weren’t delivered,

and the ones that arrived did so with an average time of 17.82 seconds.

The simulation platform only registers a failed publish if it is caused by the broker, meaning,

every publish is considered successful unless an error response is sent by the broker. To counter

that we can take a look at the parser’s output and see what was going on in Meshblu. To do this

we’ll start by taking a look at the text files produced by the parser, in this case the "websocket.txt"

and more specifically at the device’s TCP stream, where the Websocket messages that don’t need a

response are. We do this because Meshblu doesn’t answer to successful publish requests, and when

the parser runs and encounters messages from the client that do not require a response (specified

in the configuration file) it adds them to a dictionary with the message type as the key ("message"

in this particular case).

From the "websocket" text file we can see that one notification did not arrive, which still

doesn’t explain why the other 282 messages didn’t reach the subscriber. The next step now is

to see if the notifications were sent by the "websocket" adapter, and to do this we check, in the

TCP stream of the client, the array "WS from Server", which is the array that holds messages

sent by the server which are not responding to any requests. The parser assumes such packets are

notification publishes, either traveling through the broker or directly reaching the client (which

is the case here). Here we have, just like the client registered, 1384 packets, which makes the

protocol adapter most likely not at fault as well as eliminates the possibility of it being a problem

with the simulation tool.

Next we check with whom the "websocket" microservice communicates with, checking first

the communications by request and response, in case the adapter redirects messages as in the case

of DeviceHive’s "dh_proxy". Since that’s not true we then move to redis graphs (Figure 5.9), and

here we see a spike in sent data, followed by a decreasing amount of received data, and when

we move on to the text file, the parser extracts information from the REDIS packets and we can

see which notifications were sent to "redis" and sent from "redis". From this analysis we can see

that 1000 notifications we sent by the protocol adapter with a "jobType" named "SendMessage",

but 1384 notifications were received back from "redis", without a "jobType" name (which are the

messages that "redis" sends to the protocol, which sends to the nodes connected). Following this

leads to the "dispatcher" component, we can also see communications between "redis" and the

"dispatcher" with different "jobTypes", but the interesting thing about this is that the dispatcher

sends all the notifications received by "redis", but instead of the "jobType" being "SendMessage"

we have "DeliverBroadcastSent", "DeliverBroadcastMessage" and "DeliverSentMessage". When

"redis" sends back the notifications with the separate "jobTypes" we see that some notifications
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are now missing. Afterwards the dispatcher sends the ones without "jobType" that are redirected

to the client, loosing some here too.

This suggests that the problem is actually in "redis" along with the dispatcher and that’s where

notifications are being lost.

The effects of the double Websocket messages can also be explained here, as the "dispatcher"

sends back not only messages to the nodes subscribed to the device (with a "jobType" set as

"DeliverSentMessage", to "redis"), but also a broadcast message (with a "jobType" set as "Deliv-

erBroadcastSent"), since the target devices list on the message is "["*"]". This overlook by the

author can be easily solved by simply changing the message’s target devices.

Figure 5.9: Redis data per second captured on the microservice "websocket".

5.3.2 MQTT Simulations

With the same initial scenario as the one used with Websocket, while using MQTT, the broker

sent 1000 successful publishes (at least not resulting in an error by the broker) but only received

473 notifications, with an average time of 16.57 seconds. We can refer to Figure 5.10 to see this

difference, but noting that, using MQTT, the broker lost more 244 notifications than when using

Websocket.

Taking a look at the protocol adapter text file we can see the same thing that happened with

Websocket, where the protocol adapter sent all the notifications to "redis" (with no loss), but only

received 473 to send to the client. If we now take a look at the "dispatcher" text file we see that

it received 999 notifications from "redis", which indicates that one was lost, but when looking

at the notifications sent back to "redis" by the "dispatcher" we see that all the 1000 notifications

were sent, which suggests a failure of the parsing tool. But since no "REDIS" packet with the

notification in question was found on the captures themselves, this issue was considered relative

to the capturing and not the parsing.
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Figure 5.10: Comparison of the subscribe times of MQTT or Websocket in Meshblu.

The "dispatcher" then proceeds to do the same as in Websocket, where it assigns "jobTypes"

and sends the notifications back to "redis" which answers with 4 notifications missing. The "dis-

patcher" then sends back 510 notifications to "redis" to be sent to the client. This shows a lot

of missing notifications, which indicates that the problem lies, once again, on the "redis" and

"dispatcher" microservice, which is where the notifications are being lost. Since "redis" is only

responsible for the microservices communications, we can conclude that using this strategy for

the internal communication is not effective and cannot scale well.

5.3.3 Time Comparison

Just as with Devicehive, in Figure 5.11 we present a graph comparing times between using MQTT

and Websocket, with and without capturing traffic. Since with the previous experiment, using a

maximum of 100 messages per second, Meshblu failed to send back a significant amount of noti-

fications, for this comparison we used a maximum of 10 messages per second. In this experiment,

all notifications arrived to the subscriber.

5.3.4 Multiple Devices

Taking a look now to the behaviour of the broker when facing multiple devices, we start by taking

a look at how it handles the same number of 100 messages per second and 1000 notifications. It

should be noted that with 2 devices, it lost 483 notifications, with 5 devices, lost 524, and with 10

devices it lost 473. In Figure 5.12 we can see the resulting times.

Since it was already seen that Meshblu can’t handle this rate of messages, it was also conducted

experiments using a rate of 10 messages per second. In this case all the notifications arrived to the

subscriber, and the times can be seen in Figure 5.13. Here we can see a similar behaviour to that

of DeviceHive, with an increase of time between sending and receiving notifications according to

the number of devices publishing them. It should be noted once again that the rate of messages
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stated is the rate at which the messages arrive to the broker, not the rate at which each individual

device is sending messages.

Figure 5.11: Comparison of the subscribe times in Meshblu with and without capturing traffic.

Figure 5.12: Comparison of times while using multiple devices in Meshblu, with 100 messages
per second.
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Comparing both graphs, we can see that past its break point there is no utility in analysing

these times for the broker and the information is not really reliable. In this case, an analysis of the

internal communications of the broker (as the ones made above) is more useful into understanding

what is failing within the broker itself.

Figure 5.13: Comparison of times while using multiple devices in Meshblu, with 10 messages per
second.
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6.1 Goals and Hypothesis

Having performed the experiences and analysis of the results obtained with the platform in Chapter

5, we should now recall the main goals and hypothesis to test with this dissertation:

G 1. Identify a set of objective measurement criteria to evaluate the message brokers mi-
croservices’ performance in a Smart City scenario.

G 2. Develop a platform able to simulate smart city scenarios.

G 3. Develop a platform that automates the collection of information relevant to the perfor-
mance analysis, and that parses it in order to facilitate said analysis.

Looking back on these goals, we can evaluate how the work done during this dissertation and

the resulting tools developed, accomplished them. In regards to Goal 1, during the development of

this dissertation, some metrics and criteria were successfully identified that aid in the performance

analysis of a broker and its microservices. Given the nature of the platform, the end result culmi-

nated in more of a analysis support tool, nonetheless, some metrics produced allow a comparison

between brokers and an evaluation of their microservices performance, and from the evaluations

done on the experiments above, it’s consider that the current work proposed and made use of a

useful set of metrics. About the developed platforms for capturing and parsing information from

a test scenario of a broker we can say that they are capable of collecting data without a drastic im-

pact on the broker’s performance, and from the analysis made above, it is considered to produce

results that aid in a performance analysis of a broker and its internal implementation, as well as to

understand the internal operation of the broker. Despite the attempts to make the protocol parsers

modular and simple to integrate new ones with the platform, there is still some adjustments to be
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made to the platform when a protocol is implemented and it is easily seen that there is plenty of

room for improvement. In regards to the compatibility with different brokers, it is considered that

to add a new broker is rather simple, since it only requires a configuration file with specifications

about messages and variables to use.

Despite the fact that the experiments conducted were limited in regards to the number of

brokers taken into consideration, it is seen from the simulations above that DeviceHive is far

superior to Meshblu, and should be taken into consideration as an alternative for Citibrain.

Moving now to the hypothesis considered at the beginning of this work:

H 1. It is possible to automate the process of collection and parsing of information in order to

obtain the defined benchmarking metrics;

H 2. A simulation platform can be developed in order to simulate smart city scenarios;

H 3. The addition of compatibility with new message brokers or communication protocols can

be made simple.

With the work done during this dissertation it is possible to draw some conclusions about

these hypothesis, by summarizing the developed tools. By this point it is available a set of tools

that collect and parse results which aid in the analysis of a broker and its behaviour given a test

scenario. Despite being still crude performance-wise, the platform can still produce a good amount

of results in a short period of time, relative the amount of data to parse.

Moreover, the tools developed allow for a somewhat easy integration of new protocols and

brokers, which is still a characteristic with the possibility of much more improvement to facilitate

said integration further. Moreover, the existing protocol parsers can be easily modified to extract

more or less information from the data provided.

In regards to the simulation tool, it offers a good amount of customization, allowing to have

more than one client or device active, a client subscribed to multiple devices and customization

of payload size and the minimum interval between messages. Besides that, it is not hard to add

compatibility with more protocols, and the compatibility with the broker, as it was mentioned, is

made using a simple configuration file. It is also capable of simulating multiple protocols at the

same time, though it should be noted that the clients and devices are nested according to protocol,

for example, a client using Websocket won’t get notifications from a device using MQTT. This

decision was made at the time to keep things more manageable.

The main issue with the developed simulation platform, is that it simulates clients and devices

using threads, with a thread being created for each client and device (and also for message pro-

cessing, in order to avoid loosing incoming messages). Because of this, simulating a Smart City

scenario, with thousands of devices, is not viable as there is always a physical limit associated

with the machine being used.
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6.2 Conclusion and Future Work

With this study, we developed three separate components that facilitate the analysis of a message

broker’s internal functioning and performance. We learned from this development that a general-

ization of such platform is not simple, and for each broker there are many different particularities

that interfere with the development of such platform. That said, it is believed that a base platform

was designed which facilitates that analysis and the integration of more brokers. From the testing

it was also seen how the information produced by the developed platform is useful and how it can

be used to narrow a problem with a broker to specific microservices. Nevertheless it should be

taken into consideration that some adjustments need to be made in order for the platform to pro-

duce more content specific results, such as the case of Meshblu, where an analysis of the content

of Redis messages received a more thorough parsing.

Moreover it was also presented a simulation platform which successfully simulates publishers

and subscribers, giving the user a fair amount of customization. And despite working separately

from the parser it should be taken into consideration that it offers content specific details which

enable a more thorough analysis of the content by said parser.

Despite that, it is not hard to conclude that a lot of work can still be done in regards to per-

formance analysis of message brokers and test scenario simulation. Starting with the simulation

of Smart City scenarios, which given the scale should be simulated also making use of distributed

computing techniques.

Besides that, it should also be considered one of the main limitations of the tool as a whole,

which is that is depends on being deployed using containers. As future work it should be con-

sidered ways to capture and parse information about a broker distributed across machines and

deployed using other technologies. Nonetheless, the parser and the simulator are independent

from this issue, and is only relative to the collection of information.

There is also a lot of improvement to be made in regards to the parsing of the information,

mainly because there is still not a big variety of protocols implemented, and some metrics that

may be relevant could have been overlooked by the author. Moreover, there is some information

that can be represented in a more readable way, which for now is only presented in the text files

and can be time consuming to go through (for example, the case with the Redis information).

Moreover, it should be also considered the poor performance of the developed parsing tool.

Besides not being polished and optimized, it is also developed using Python, which by itself

doesn’t offer good performance. This can be a drawback when dealing with large amounts of

data, and the fact that the tools themselves are not polished just accentuates this, where the pars-

ing of 300MiB capture can take up to 60 minutes. Not only that, but the way Python deals with

multithreaded applications is also not optimal, hence deepening the need for an implementation

on a more efficient language.
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