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ABSTRACT

Pigmented skin lesions have been a cause for gtayadern in efforts to prevent the
development of skin cancer. In addition, skin came® be diagnosed at an early stage,
during which the patient has a higher probabilitgure, and more favourable conditions
for being properly treated. To deal with this pevhl computer-aided diagnosis (CAD)
systems have been developed to assist dermatalagisarly diagnosis of skin cancer.
Pattern recognition in macroscopic and dermoscdopages is a challenging task in skin
lesion diagnosis. Thus, in an initial step of fhrigject, the current computational methods
suggested for skin lesion diagnosis in such imagese reviewed according to the
fundamental steps of image computational analysisaddition, the strengths and
weaknesses of the reviewed methods were discu$kedsearch for better performing
classification has been a relevant issue for pati&cognition in images. One challenge
that affects performance of classification includeBning which features are meaningful
to describe skin lesion patterns. Hence, this ptojas particularly focused on feature
extraction and skin lesion classification, espégial macroscopic and dermoscopic

images.

For the pattern recognition in macroscopic imagespmputational approach was
developed to detect skin lesion features accorttirthe asymmetry, border, colour and
texture properties, as well as to diagnose typeskof lesions, i.e., nevus, seborrheic
keratosis and melanoma. In this approach, an taoso diffusion filter was applied to
enhance the input image and an active contour medkebut edges was used in the
segmentation of the enhanced image. Finally, a@tippctor machine (SVM) classifier
was adopted to classify each feature property daugito their clinical principles, and
also for the classification between different tymdsskin lesions. Experiments were
performed regarding the segmentation and classditaf pigmented skin lesions in

macroscopic images, with the results obtained begng promising.

Given that the evaluation and improvement of ttesgfication performance is an
essential requirement of pattern recognition, tieeenble methods are seen as promising
methods to be used for skin lesion classificatioe their ability to integrate several
classification models to provide a more robusteystin addition, appropriate features
and ensemble methods can be combined to achieeei@uperformance for skin lesion
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classification. For the pattern recognition in destopic images, firstly, a combination
of features was analysed based on shape propediesy variation, and texture analysis
by using different feature extraction methods. kemnore, several colour spaces were
used for the feature extraction related to botlbwolnd texture features. For evaluating
the proposed feature extraction, different catesgoof classifiers were adopted, and
different feature selection algorithms were com@ar€he combination of features

presented is effective for skin lesion classificati

For the skin lesion computational diagnosis in deoopic images, ensemble
classification models based on input feature mdatjmn were proposed. The extracted
features were used to ensure the diversity ofrisemable classification models. The input
feature manipulation process was based on subleetisa models: 1) a feature subset
selection model based on specific feature groupa,c@rrelation-based subset selection
model, and 3) a subset selection model based duoréeaelection algorithms. Each
ensemble classification model was generated bygusmoptimum-path forest (OPF)
classifier and integrated with a majority votingaségy. Promising results were achieved
with the proposed ensemble classification moddie gerformed experiments allowed
to analyse the effectiveness of the developed appes, as well as to verify the aspects

that should be improved.

Keywords: Macroscopic and dermoscopic images; Image praugssid analysis; Image
segmentation; Image classification; Feature extractand selection; Classifiers;

Ensemble classification models.
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RESUMO

As lesbes de pele pigmentadas tém sido motivoeteppacao global no que diz respeito
aos esforgos para prevenir o desenvolvimento deecd@le pele. Além disso, o cancer da
pele pode ser diagnosticado em uma fase precocantdua qual o paciente tem uma
maior probabilidade de cura, e condicdes mais fangs para ser devidamente tratada.
Para lidar com esse problema, sistemas de diago@sikiliado por computador (CAD)
tém sido desenvolvidos para auxiliar os dermatstagino diagndstico precoce de cancer
de pele. O reconhecimento de padrées em imagenesnapicas e dermatoscopicas é
uma tarefa desafiadora no diagnéstico de lesGgmlde Assim, em uma etapa inicial
deste projeto, métodos computacionais que témrsicmimendados para diagnostico de
lesbes de pele nessas imagens foram identificadegistos de acordo com as etapas
fundamentais de andlise computacional de imagdém Aisso, os pontos fortes e fracos
dos métodos foram identificados e discutidos. Achupor melhor desempenho da
classificacdo tem sido uma questdo relevante paecanhecimento de padrées em
imagens. Um desafio que afeta o desempenho ddfickasio inclui definir quais as
caracteristicas que sao significativas para descrgadrbes das lesdes de pele. Deste
modo, este projeto focou-se particularmente naaeditr de caracteristicas e na
classificacdo das lesdes de pele, especialmenteine@gens macroscopicas e

dermatoscopicas.

Para o reconhecimento de padrdes em imagens mapices, foi desenvolvida uma
abordagem computacional para detetar caractegstedesao de pele de acordo com as
propriedades de assimetria, borda, cor e textwa, tomo para diagnosticar tipos de
lesbes de pele, isto €, nevo, queratose seboe@wdanoma. Nesta abordagem, um filtro
de difusdo anisotropico foi aplicado para melharanagem de entrada e um modelo de
contorno ativo sem bordas foi usado na segmentig@dnagem melhorada. Finalmente,
foi adotado um classificador de maquina de vetdeesuporte (SVM) para classificar
cada propriedade de caracteristica de acordo cospscipios clinicos, e também para
a classificagéo entre diferentes tipos de lesbgsetee Foram realizados experimentos
relacionados a segmentacao e classificacdo deslelgdpele pigmentadas em imagens

macroscopicas, sendo os resultados obtidos mutoipsores.

Dado que a avaliacdo e melhoria do desempenhoagaifatacdo € um requisito

essencial para o reconhecimento de padrdes, oslosélieensemblesédo vistos como
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métodos promissores para a classificacdo de lelbpsle devido a sua capacidade de
integrar varios modelos de classificagdo para flmnem sistema mais robusto. Além

disso, caracteristicas adequadas e métodansiemblepodem ser combinados para
alcancar um desempenho superior para a classificdedlesdes de pele. Para o
reconhecimento de padrbes em imagens dermatossppameiramente, uma

combinacdo de caracteristicas foi analisada nesjetp com base em propriedades de
forma, variacdo de cor e andlise de textura usaifdoentes métodos de extracdo de
caracteristicas. Além disso, varios espacos desdoram usados para a extracao de
caracteristicas relacionadas com cor e textura ®agliar a extracdo de caracteristicas
propostas, foram adotadas diferentes categoriaslakesificadores e comparados
diferentes algoritmos de selecdo de caracteristihasombinacdo de caracteristicas

apresentou ser eficaz na classificacao das legdpslé.

Para o diagnéstico computacional de les6es de gmelémagens dermatoscépicas,
foram propostos modelos de classificacdedsembledaseados na manipulacdo das
caracteristicas de entrada. As caracteristicaaidas foram utilizadas para garantir a
diversidade dos modelos de classificacaememblesO processo de manipulacao das
caracteristicas de entrada foi baseado em modelssleicdo de subconjuntos: 1) modelo
de selecdo de subconjuntos de caracteristicas te gar grupos de caracteristicas
especificas, 2) modelo de selecdo de subconjursasdo correlacdo e 3) modelo de
selecdo de subconjuntos baseado em algoritmos legisede caracteristicas. Cada
modelo de classificacdo @msembldoi gerado usando um classificador de floresta de
caminho 6timo (OPF) e integrado com uma estratégiaoto majoritario. Resultados
promissores foram obtidos com os modelos de cieasifio deensemblepropostos. Os
experimentos realizados permitiram analisar aefistdle das abordagens desenvolvidas,

bem como verificar os aspetos a serem melhorados.
Palavras-chave: Imagens macroscopicas e dermatoscépicas; Processamanalise de
imagens; Segmentacdo de imagens; ClassificacAmagens; Extracdo e sele¢céo de

caracteristicas; Classificadores; Modelos de dlaaséio deensembles
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THESIS REPORT

1. Introduction

Skin cancer is one of the most commonly diagnoseders worldwide and melanoma is
the most aggressive form of skin cancer, as wah@®ne with the highest mortality rate.
For example, in the United States, 87,110 new caSagelanoma were estimated to be
diagnosed in 2017. Furthermore, 9,730 deaths fra@famoma were estimated for the
same year [1]. Computational systems have beenopegp in order to assist
dermatologists in skin cancer diagnosis, or evemumitor skin lesions [2]. Image
acquisition, pre-processing, segmentation, featartraction and selection, and
classification are fundamental steps commonly foumccomputational systems for
diagnosing skin lesions. Macroscopic and dermosciopages are examples of images
acquired from non-invasive imaging techniques\ajich have been widely used in such

systems.

This PhD project is focused on feature extractioe skin lesion classification in both
macroscopic and dermoscopic images. Macroscopigesare usually obtained by using
common digital cameras, while dermoscopic imagesaaquired by a dermatoscope
device that allows a more detailed visualizatiotheflesion patterns on the skin surface.
Figures 1 and 2 show some examples of such imagesidered in this project.
Macroscopic images in Figure 1 (a-c) show threerges of pigmented skin lesions,
i.e., nevus, seborrheic keratosis, and melanonsgpectively. Nevus and seborrheic
keratosis are benign lesions, and melanoma is amaalt lesion. The difficulty in
distinguishing such types of skin lesions has bexarhallenging research area. Hence,
the differentiation between these types of skifolesand their features were explored in
this project. Dermoscopic images are shown in [Egufa-b), which presents benign and
malignant lesions, respectively. The search fottebetlassification performance in
dermoscopic images is a challenging task for sksioh computational diagnosis. Thus,
using skin lesion computational analysis in dermpscimages to improve the diagnosis

for benign and malignant lesions was the main gb#iis research project.

The feature extraction process is usually basethemntensities of the pixels within
the regions of interest (ROI). Segmentation isnapartant step that allows the extraction
of the ROI within an image. Previous studies hdw@as that computational methods for
image segmentation can provide suitable resultshi®identification of skin lesions in

images [4]. Customarily, the images under analgsis be pre-processed for image

3



THESIS REPORT

enhancement and artefact removal, so that morest@agmentations can be achieved
[5]. The extraction of representative featureshaf ROl under analysis is essential for
efficient classification of the skin lesions. Thetracted features are usually based on
clinical approaches used by dermatologists in ddagmy skin lesions. The ABCD rule is
a commonly used method to classify such lesionshatroscopic and dermoscopic
images according to asymmetry, border, colour amcheter (or differential structures in
the case of dermoscopic images) criteria [6,7]. iBaoldally, texture analysis can be
performed to assess the surface roughness of fiengeto assist in discriminating
between benign and malignant lesions. Several ctatipnal solutions have been
proposed for feature extraction of pigmented skisidns, in order to represent them

according to such clinical approaches [8-10].

@

Figure 1. Examples of pigmented skin lesions in nos@opic images: (a) nevus, (b) seborrheic
keratosis and (c) melanoma [11].

(a)

Figure 2: Examples of pigmented skin lesions imaeycopic images: (a) benign lesion and (b)
malignant lesion [12].

Skin lesion classification systems should demotestiggh performance and efficacy,
considering that they will be used to assist imtgblogical diagnosis. The evaluation
and improvement of the classification performaneeessential requirements of pattern
recognition [13]. Some relevant challenges thaukhte considered are: 1) defining
what features are meaningful and essential to septethe skin lesion patterns, 2)
analysing whether there are redundant and irretefeatures that should be removed
from the feature set, and 3) confirming whether thenber of selected features is

sufficient to describe the classification problérhe application of several descriptions
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may be needed, considering the enormous quantitgfofmation present in images.

Nevertheless, a larger feature space can includendant and irrelevant data. One
solution to this problem is the application of feat selection algorithms to define the
most appropriate features from images, since sigdriboms permit the removal of

redundant and irrelevant features [8,14]. Moreouwdese algorithms reduce the
dimensionality of data. As a result, they decrebhsdime of feature extraction, training,
testing, and the complexity of classification, ahely still can improve the classification

accuracy rate.

Another solution to improve classification perfomoa is ensemble methods [15].
Several studies have recently proposed ensemidsifaitation models to achieve better
performance of skin lesion classification from destopic images [16,17]. Ensemble
methods consist of integrating several classiftcathodels in order to develop a more
robust system that provides more accurate reddts by using a single classifier. Such
models can be composed of either only one learraigprithm, classified as
homogeneous or several learning algorithms, classibs heterogeneous. Several
algorithms for constructing homogeneous ensemtdge been developed through data
manipulation, such as manipulating the training @as1or the input features [18,19].
Algorithms for manipulating the training sampledoal the generation of multiple
hypotheses, in which the learning algorithm is egapto different subsets of the training
samples. Algorithms for manipulating the input teaes allow the generation of
ensembles based on different features availableetdearning algorithm. This process
can involve, for example, the splitting of a setexdtures into subsets. Therefore, the use
of ensemble methods to classify skin lesion imdgespresented promising perspectives,

and this PhD project was particularly dedicatedxploring such perspectives.
1.1. Main goals of the project

The main objective of this PhD project was to depedlgorithms for pattern recognition
in skin lesion images in order to assist dermaistedgn diagnosis of skin cancer. Hence,

some important goals to be achieved in this projece:

* To provide a review of the most relevant computatlanethods that have been
developed to assist pigmented skin lesion diagnésisn macroscopic and

dermoscopic images. Essentially, this review isilyigaluable for the design and
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implementation of competent expert systems foskne lesion pattern recognition
in images;

* To segment skin lesions and extract their featusased on clinical approaches
commonly used by dermatologists in pigmented sksioh diagnosis, for the
classification process;

* To analyse a combination of features by using dffe techniques for feature
extraction; then, compare several feature selealgarithms and classifiers to
evaluate the classification performance from theaexed features, in order to
identify several features that may be relevant gkin lesion computational
diagnosis;

* To develop new classification models based on ebkemmethods and input
feature manipulation for pattern recognition inrskesion images. For these
models, the feature subsets and ensemble methedsmarof the most important
factors for identifying malignancy in pigmented rskiesions, since the
combination of several classification models angrapriate features can improve
the performance of classification. This last goatwelected as the main objective

of this project.

By fulfilling the aforementioned goals, this projeemed to contribute substantially
to the Biomedical and Computational area, as welloaprovide information that can
assist dermatologists in obtaining more efficienagdoses with the developed

computational solutions.
1.2. Main contributions achieved

Five papers related to our research have been #eldno international journals during
the development of this project. Of these, thrgeepmhave already been published [20-
22], and two papers are currently under reviewaddition, one full paper [23] and two
abstracts [24,25] related to the developed workehbeen included in conference
proceedings. One full paper [26] and one abstra@ has also been accepted in

conferences.

The main achievements and contributions obtainen fithis research can be

summarized as follows:
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A comprehensive and current review concerningribst relevant computational
methods to assist skin lesion diagnosis in bothros@opic and dermoscopic
images was presented. This review includes mettiad$ave been suggested for
the steps of image pre-processing and segmentdiaure extraction and
selection, and image classification, in which thervantages and disadvantages
are identified. In addition, several of the reviemsegmentation methods are
applied to macroscopic and dermoscopic imagesderdao exemplify and discuss
their applications;

An effective computational approach was developmdtlie segmentation and
classification of pigmented skin lesions in macopsc images. The developed
approach is based on asymmetry, border, colouteatdre analysis for extracting
skin lesion features and it allowed for distingunghbetween some types of skin
lesions;

An effective approach for the combination of skigsibn features by using different
feature extraction algorithms was proposed. Thelwoation of features presented
is relevant for skin lesion computational diagnasigiermoscopic images. The
main contribution of this approach was the texauralysis based on several colour
channels, as well as the application of differexture-based feature extraction
algorithms. In addition, experiments to analyseséeatures were performed for
the image classification in benign or malignanides by using different classifiers
and feature selection algorithms that ensure tteet@feness of this approach;
Novel effective classification models based on eride methods and input feature
manipulation to improve the skin lesion computationdiagnosis from
dermoscopic images were developed. The main caoiibof these models is the
feature subset selection based on specific fegjtoeps and feature selection
algorithms for the input feature manipulation, whatlowed the finest generation

of diversity for the ensemble models and bettessifecation accuracy.

1.3. Organization of thethesis

This thesis is divided into two parts; namely, Fadnd Part B. A summary description
of the research developed, the conclusions dramtné&PhD project, and possible future
studies about skin lesion classification are preglith Part A. In Part B, the research

developed is detailed in five articles. In thegdeckss, the computational methods for skin
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lesion pattern recognition in both macroscopic a®simoscopic images that were

developed to fulfil the presented objectives arscdbed. The articles included in this

part are:

Article 1:

Title: Computational methods for the image segntemiaof pigmented skin
lesions: A Review

Authors: Roberta B. Oliveira, Mercedes E. FilhogdhMa, Jo&do P. Papa, Aledir
S. Pereira and Joao Manuel R. S. Tavares

Published in Journal: Computer Methods and ProgiarBsomedicine, 131:127-
141, 2016

Article 2:

Title: Computational methods for pigmented skindasclassification in images:
Review and future trends

Authors: Roberta B. Oliveira, Jodo P. Papa, Al&liPereira and Jodo Manuel R.
S. Tavares

Published in Journal: Neural Computing and Appioad, 27:1-24, 2016
Article 3:

Title: A computational approach for detecting pignesl skin lesions in
macroscopic images

Authors: Roberta B. Oliveira, Norian Marranghelldedir S. Pereira and Joao
Manuel R. S. Tavares

Published in Journal: Expert Systems with Applimasi, 61:53-63, 2016
Article4:

Title: Computational diagnosis of skin lesions frolermoscopic images using a
combination of features

Authors: Roberta B. Oliveira, Aledir S. Pereira a@udio Manuel R. S. Tavares
Submitted to an international journal (under reJie2017

Article5:

Title: Skin lesion computational diagnosis of desmmpic images: Ensemble
models based on input feature manipulation

Authors: Roberta B. Oliveira, Aledir S. Pereira auodo Manuel R. S. Tavares

Submitted to an international journal (under reJie2017
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2. Brief description of the developed wor k

Skin lesion pattern recognition in macroscopic dednoscopic images has become a
challenging research area due to the difficultgisterning some patterns of skin lesions.
In order to fulfil the goals of this project, thaellbwing steps were defined: 1) reviews of
computational method for pigmented skin lesion ysial 2) pattern recognition in
macroscopic images, and 3) pattern recognitioneiiadscopic images. The first step
includes the revision of the current state of thiecancerning the segmentation and the
classification of pigmented skin lesions in bothcnagcopic and dermoscopic images,
which is provided in Articles 1 and 2 included iarPB. The second step reviews both
the segmentation and the classification problemsnacroscopic images, which is
described in Article 3 included in Part B. Finallye third step mainly outlines the feature
extraction and classification problems in dermoscomages, which is addressed in
Articles 4 and 5 included in Part B. The overviefmlte developed work for the skin
lesion pattern recognition is presented in Figuren3his section, a brief description of

the developed work is presented.

Feature extraction
P and classification Classification
. Image segmentation * Azymmetry * Nevus
7| [mage pre processing and post-processing * Border + Seborrheic keratosis
+ Colour * Melanoma
- ¢ Toxe
Mezcroscopic images Article 3
Image
databases
e - =
# FEatis euttacion Classification
* Sha rtie :
——] £e pmpe e Data pre-processing [—#  Feature selection |— * Benign
+ Colour variation = . Mali "
*» Texture analysiz i
Demmnoscopic images Article 4
|
Feature !
/ subset | Classifler |
Sy \‘ Classification |
Data pre-processing Ens;‘:nbletrinod.el [—={ + Benign i
\ e / egration + Malignant !
L eature |
Binary masks subset | —8 (lassifier i
S Article 5 |

Figure 3: Overview of our research on skin lesiattgrn recognition. (In addition to the article
indicated in this scheme, two articles were prodideth the revision about the segmentation and
the classification of pigmented skin lesions infbwiacroscopic and dermoscopic images.)
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2.1. Reviews of computational methods for pigmented skin lesion analysis

In order to analyse the current methods that hasenbproposed for skin lesion
computational diagnosis in both macroscopic andandscopic images, two detailed
reviews with regards to several of the fundamestigs of image computational analysis
were carried out. One review focused on the imagengntation process, and other one
on the classification process. These reviews alibiee defining the main guidelines for

the development of this work concerning the patteoognition of skin lesion images.

For the revision of image segmentation computatiomethods, three fundamental
steps of image processing were taken; namely, inaggeisition, pre-processing and
segmentation. For each step, the techniques comnuseld were explained, and their
strengths and weaknesses were identified. The insagenentation techniques were
classified into five categories according to the®gmentation principle. In addition,
several of the reviewed techniques are appliedotbh macroscopic and dermoscopic
images in order to exemplify their results. Thigiegv is presented in Article 1 included
in Part B.

For the revision of computational methods that hHawen developed for skin lesion
classification, the steps of feature extraction seldction, and image classification were
addressed. Feature extraction methods were inteadbeased on clinical approaches
commonly used by dermatologists in skin lesion daasis. The feature selection process
was described according to the following stepsfehfure subset selection, 2) subset
evaluation, 3) stopping criterion, and 4) validatijorocedure. The image classification
step was addressed by including classifiers antliatian procedures, as well as some
performance results for pattern and disease dleatsin. In addition, a discussion about
the advantages and disadvantages of the reviewdtbdse as well as future trends are

also provided. This review is presented in Art2limcluded in Part B.
2.2. Pattern recognition in macr oscopic images

For the identification and classification of pignesh skin lesions in macroscopic images
a new computational approach was developed basd¢deoasymmetry, border, colour
and texture analysis. The developed approach iegobriefly the following steps: 1)

image pre-processing, 2) image segmentation andpposessing, 3) feature extraction
and classification, and 4) classification of tygeskin lesions. The first step intends to

10
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enhance input images corrupted by noise and isdb@sen anisotropic diffusion filter
[28]. The second step identifies the lesion presgkint the enhanced image by using an
active contour model without edges (Chan-Vese m@$#}), and for post-processing the
segmented region is identified based on morphadddiitering to improve the quality of
the segmentation result. In the third step, featare extracted from the post-processed
region, which include the asymmetry, border, colamd texture properties. In addition,
a support vector machine (SVM) classifier is appteclassify each feature property into
two categories, according to their clinical prideg Finally, the last step concerns the
binary classification between different types ofnskesions, i.e., nevus, seborrheic
keratosis, and melanoma, based on the SVM clas§#§ and by using a histogram

intersection kernel [31].

For assessing the asymmetry properties, featueestaained from the ratios between
each pair of the semi-lines that represents thegoelicular lines by overlapping the two
sub-regions of the lesion along an axis. For assg#ise border properties, a number of
peaks, valleys and straight lines of the bordercaraeputed by using the vector product
and inflexion point descriptors from a one-dimensidorder. For extracting the colour
properties, statistical measures, i.e., averagean@ and standard deviation, are
computed for each colour channel of R&B colour space. For the texture analysis, a
fractal dimension method [32] is adopted based my-tgvel images; by using the
methods mentioned earlier, 44 features were egtlatt represent the lesion. These
feature extraction methods were also importantpfdtern recognition in dermoscopic

images considered in the next sub-section.

A subjective evaluation was performed to analysedbtained segmentation results.
Hence, the visual assessment by a specialist (dfetpmented regions classified whether
the lesions presented in 408 images were correetiynented or not. The segmentation
results obtained by the proposed approach were adpagainst the threshold-based
segmentation results achieved by using a well-knavethod proposed by Otsu [33].
Afterwards, 385 correctly segmented images werd tmethe classification process, in
which the results obtained by the proposed appreosmate compared with the results
achieved by the SVM classifier by using a kernehownly used, i.e., the radial basis
function (RBF) kernel [30]. The proposed approaidetailed in Article 3 included in
Part B.

11
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2.3. Pattern recognition in der moscopic images

Performance improvement of classifiers has becoamabenging research topic for skin
lesion pattern recognition in dermoscopic imagdse Tefining of what features are
meaningful to describe the skin lesion patterraigmportant issue for the classification
process. Thus, this project analysed a combinatideatures based on shape properties,
colour variation and texture analysis by usinged#ht feature extraction methods. This
approach involves the following steps: 1) featuxraetion, 2) data pre-processing, 3)

feature selection, and 4) image classification.

For the feature extraction step, 510 featuresedltd shape, colour and texture were
extracted from the skin lesion images. The shapesgsties include the lesion area, border
perimeter, equivalent diameter, compactness, @rity) solidity, rectangularity, aspect
ratio, eccentricity, lesion asymmetry, and boraezgularity. TheRGB HSV, CIE Lab
andCIE Luvcolour spaces were used for extracting both codmul texture properties.
The average, variance, standard deviation, miniranchmaximum colours, and colour
skewness were computed for each colour channehefcblour spaces. The texture
features were also extracted for each colour cHaofrae colour spaces by using the
fractal dimension analysis [32], discrete wavalet$form [34] and co-occurrence matrix
[35] methods. For the data pre-processing stepraalization method and a resampling
procedure are applied to the data [36] in ordescie all numeric values to within the

same interval and distribute the samples evenlgdgh class.

The feature selection and image classification sstepnsist of evaluating the
effectiveness of the proposed combination of feetum the benign or malignant lesion
classification. Different feature selection algonits were adopted, which include the
Relief-F [37], information gain-based feature sttat [38], gain ratio-based feature
selection (GRFS) [36], Pearson’s correlation coedfit-based feature selection [38],
correlation-based feature selection (CFS) [39] amalcipal-component analysis (PCA)
[40]. In addition, different categories of classiB were compared; namely, the k-nearest
neighbours (KNN) [41], Bayes networks [42], C4.5cideon tree [43], multilayer
perceptron (MLP) [44], SVM [30] and optimum-pathrdst (OPF) [45]. The developed
approach was applied to a set of 1104 dermoscapages by using a cross-validation
procedure [36]. This proposed approach is presentédicle 4 included in Part B.

12
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From the analysed set of features, ensemble atzg8dh models based on input
feature manipulation were proposed in order to ouprthe skin lesion computational
diagnosis in dermoscopic images. Feature subsets the shape properties, colour
variation and texture analysis were selected texgea diversity for the ensemble models.
The feature subsets are based on specific featatgpsg, subset correlation (CFS), and
different feature selection algorithms, such asalgerithms mentioned earlier. Each
ensemble classification model is constructed bywgisan OPF classifier [45] and
integrated with a majority voting strategy [15].rRbe OPF classifier, the Euclidean,
Chebyshev and Manhattan distance functions [36kwesed to measure the distances
between the feature subsets.

The effectiveness of the feature groups used aaulire selection algorithms was
individually evaluated to define the best featuresets for the benign or malignant lesion
classification process. For the performance evanabf the ensemble classification
models, the data was pre-processed as discussedysly and the proposed models
were applied to a set of 1104 dermoscopic imagassing a cross-validation procedure
[36]. The classification results achieved by thepmsed ensemble classification models
were compared against the ones obtained using &hsatgorithms that are commonly
used in the literature; namely, bagging [15], Ada&o[46] and random forest [47].
Furthermore, the proposed ensemble models werecatapared to the individual OPF
classifier [45] to analyse the efficacy of the enbk algorithms. These ensemble

classification models are considered in Articlem&uded in Part B.
3. Conclusion and futureworks

Skin lesion pattern recognition is an area of gres¢arch interest due to its importance
in skin cancer prevention, as well as in early dasgys. This PhD project approached both
macroscopic and dermoscopic image pattern recogniand promising results were
obtained for skin lesion diagnosis. Pattern redgmiin macroscopic images are still
little explored in research on pattern recognifieid, and most studies do not deal with
the classification of all features considered iesent project. The approach using
segmentation and classification of pigmented skisiohs in macroscopic images
presented in this project, as described in Articiecluded in Part B, allowed identifying
lesion features and the distinguishing between stypes of skin lesions. Although the

proposed approach achieved good segmentation gesudiinly with noisy images, it

13
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cannot perform well on images with too low contlastindaries, shadows and reflections.
Both feature and disease classifications presesiggdficant results. However, some
classification results were not expressive, e.fe tolour and texture feature
classifications. Unbalanced databases regardinguimder of samples for each class may
have decreased the accuracy of the classificasisults, since the classifier tends to be
based on classes with the highest occurrence.

Dermoscopic images have been widely applied farepatrecognition of pigmented
skin lesions, since such images allow suitable alizsation with more details of
pigmentation patterns on the surface of the ledrattern recognition in dermoscopic
images has involved searching for new methods gimoidevelop more effective systems
for better skin lesion computational diagnosis. &pproach for the combination of
features, based on shape properties, colour vamiand texture analysis by using
different feature extraction methods, was preseimnetticle 4 included in Part B. The
colour and texture analysis, based on several cadpaces combined with shape
properties and by using different feature extractioethods, provided very promising
results for skin lesion pattern recognition. In iéidd, the effectiveness of the
combination of features was very important for tbastructing ensemble classification
models to improve the skin lesion computationagda@sis from dermoscopic images.

The ensemble classification models described imclart in Part B were based on
input feature manipulation from the shape propegrtieolour variation and texture
analysis. The extracted features obtained sucdessiults for the proposed ensemble
models. Specific feature groups and feature seleetigorithms were defined to find the
best features for the classification process, ab &g to generate diversity for the
ensemble classification models. The best classificaresults were obtained by the
feature subset selection model based on specé#iare groups. The feature manipulation
process based on such feature subsets allowedesittegbneration of diversity for the
ensemble classification model. Although the enseminddels developed have achieved
good results, there are some issues that can lb@esdh such as the ensemble integration

method to combine the classification results preduty the base classifiers.

In conclusion, future studies, regarding the meshdeleloped in this Thesis by using
both macroscopic and dermoscopic images, shoulddacsearching for new methods
aiming to improve the results for better skin lesipattern recognition. Therefore,

recommendations for future research can be sumethag follows:

14
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* To improve the segmentation process, presentedtinl@3 in Part B, the pre-
processing process should be better addressed issignificantly affects the skin
lesion segmentation results. Therefore, the dewedmp of algorithms for dealing
with reflections and shadows, as well as hair remhoan be considered to solve
the previously discussed problems concerning thegensegmentation step. In
addition, the definition of an initial automaticree based on approximate lesion
localization for the segmentation by using actigatours should be addressed in
order to improve the segmentation accuracy. Anotfedevant issue to be
approached is the application of the segmentatigarithm in colour images.
These improvements can make the segmentation metboel accurate and thus,
it still can be combined with the classificationthned described in Article 5 in Part
B, since the lack of a segmentation process imidiion of such a study.

* To enhance the ensemble classification modelsyrideskcin Article 5 in Part B,
the challenging problem of integration is an objexto be addressed, which can
improve the classification results achieved witbhsensemble models. In order to
approach other problems concerning the dermoscopage diagnosis, the
proposed ensemble models should be taken into at@ouuture studies; for
example, to identify the presence of global andllpatterns. Pattern analysis [48]
is a challenging task in discriminating betweeniggemnd malignant skin lesions.

* Deep learning architectures [49] should be takeéa atcount in future studies
related to the skin lesion classification in botlamscopic and dermoscopic
images. The classification results can be imprdwedising such architectures,
since these architectures have revealed one @&ss shre capacity of learning from
enormous amounts of data in an unsupervised waddition, these architectures
have been recently used for skin lesion computatidiagnosis with promising
results [50-56].
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Abstract

Background and Objective8ecause skin cancer affects millions of peopleladvade,
computational methods for the segmentation of pigee skin lesions in images have
been developed in order to assist dermatologistidin diagnosis. This paper aims to
present a review of the current methods, and aulicomparative analysis with regards
to several of the fundamental steps of image psigssuch as image acquisition, pre-
processing and segmentatidvethods:Techniques that have been proposed to achieve
these tasks were identified and reviewed. As to ithage segmentation task, the
technigues were classified according to their ppilecResults The techniques employed
in each step are explained, and their strengthsvaaitnesses are identified. In addition,
several of the reviewed techniques are appliedacrascopic and dermoscopy images in
order to exemplify their result€onclusionsThe image segmentation of skin lesions has
been addressed successfully in many studies; howédwere is a demand for new

methodologies in order to improve the efficiency.

Keywords: Image acquisition; Image pre-processing; Imaggnsatation; Pigmented

skin lesion images.
1. Introduction

Pigmented skin lesions, which may be classified@sign or malignant, are mainly
caused by an abnormal production of a group ofadrlsome specific regions. Benign
lesions have a more organized behaviour than naaligesions, since the former do not
proliferate into other tissues. Nevus, such as noggic, blue, halo, sptiz and dysplastic
(Figure 1a), and seborrheic keratosis (Figure at®) examples of benign lesions. In the
case of malignant lesions, i.e., skin cancer, #iks split quickly, and may invade other
parts of the body. Indeed, these cells do not gigemerally occurs with normal cells.
Skin cancer may be divided into two categories: ameia (Figure 1c) and non-
melanoma (Figure 1d). Basal cell carcinoma and requa cell carcinoma are two
examples of non-melanoma skin cancer (NMSC) andh&renost common of all skin
cancers. Moreover, these types of cancer havehehahance of cure than melanoma,
since they have a reduced capacity to spread (fasis)sto other parts of the body.
Melanoma is the most aggressive form of skin canaed the one with the highest

mortality rate, due to its high levels of metastd$i.
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Figure 1. Four examples of skin lesions: (a) dysanevus, (b) seborrheic keratosis, (c)
melanoma, and (d) squamous cell carcinoma (imagjelicfy available in [2]).

Melanoma was the ¥amost common cancer worldwide in 2008, with an epjpnate
estimation of 200,000 new cases, and with the igimeidence rate in Australia/New
Zealand, Northern America and Northern Europe, taedowest in South-Central Asia
[3]. Table 1 presents recent data regarding sknterain the United States of America
(USA), the United Kingdom (UK) and Brazil, accordito gender. In the USA, 76,100
new cases of melanoma were estimated to be diagmog®14 [4]. This estimate does
not include NMSC, since this form of skin cancenas required to be reported to cancer
registries. For the same year, 9,710 deaths frotamoma were estimated. Another
interesting point concerns melanoma incidence ratbgch have increased during the
last 30 years; for example, the incidence rates 2006 to 2010 have increased by 2.7%
per year. In the UK, melanoma was thé"IHost common cancer in 2010, with
approximately 12,800 new cases of this diseaseNSh result, melanoma was theé"18
most common cause of death from cancer in the dRO011, there were 2,209 deaths
from melanoma, and 590 deaths from NMSC in the OKthese deaths from melanoma,
59% of the deaths were male patients, and 41%eotldaths were female patients. In
Brazil, NMSC will be the most common form of canceince approximately 182,000
new cases are estimated in 2014 and 2015 [5]. AthdNMSC has a lower mortality
rate, it has a higher incidence than melanoma.
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Table 1: Number of new cases of skin cancer, aaogtd gender, in the USA, UK and Brazil.

Number of new cases

Country Type of skin cancer Year
Male Female
USA2 Melanoma 2014 43,890 32,210
UK® Melanoma 2010 6,201 6,617
Non-melanoma 55,747 43,802
Brazil® Melanoma 2014 2,960 2,930
Non-melanoma 98,420 83,710

aEstimated number, based on 1995-2010 incidencs.rate
bConfirmed cases in 2010.
¢ Estimated number in 2014, and valid also for 2015.

Recently, there has been a great interest in thelof@ment of computer-aided
diagnosis (CAD) systems for the detection and amalgf pigmented skin lesions from
images [6-9], which can assist the dermatologispiiaventing the development of
malignant lesions. Particularly, CAD systems maysed to monitor benign skin lesions,
in order to prevent the development of malignamtgreover, malignant lesions may be
diagnosed at an early stage, during which the mpigi@s a higher probability of cure, and

more favourable conditions for being properly teghat

On the other hand, there is also a great inte@msterning the image segmentation
step of the CAD systems. This step allows for éebeepresentation of the lesion under
study, and extraction of its features. Image segatiem has, therefore, a critical role in
the effectiveness of the CAD systems. Previous iesufll0-15] have shown that
computational methods for image segmentation mayige suitable results for the
identification of skin lesions in images. Frequgnthe images under analysis are pre-
processed for image enhancement and artefact rémewa that more robust
segmentations may be achieved [16,17]. An overeigsion border detection methods,
which addresses the pre-processing, segmentatibpast-processing steps, is presented
in Celebi et al. [18]. In addition, the authorscatBscuss performance evaluation issues,
and propose guidelines for future studies. Howethey primarily focus on dermoscopy
images of pigmented skin lesions, and the segmentahethods were classified
according to the images to be segmented. In thiswe we introduce some of the most
relevant solutions that have been developed tstatds diagnosis of skin lesions from
images, including those concerning the steps ofjerecquisition, pre-processing and
segmentation. In particular, we comprehensivelyen@the computational techniques
that have been suggested for the image segmentidtipigmented skin lesions. In the
following sections, these techniques are classiiftd five classes according to their
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segmentation principle, specifically, based on sddkresholding, regions, artificial
intelligence techniques, and the ones based oveamntours. In addition, several of the
reviewed techniques are applied to macroscopicdanthoscopy images, in order to

exemplify and discuss their applications.

The paper is organized as follows: in Sectionrgveew of the current state-of-the-art
concerning the image segmentation of pigmented Iglsiions is provided. In addition,
smoothing and segmentation results by using sewas#iods are presented. In Section
3, the properties of some of the reviewed computatimethods are discussed, and their
advantages/disadvantages are identified. FinatlySection 4, the conclusions of the

review and future trends are outlined.
2. Image segmentation of pigmented skin lesions

2.1. Imaging techniques

Different non-invasive imaging techniques have bexaployed to assist dermatologists
in the diagnosis of skin lesions. Dermoscopy, py@phy, confocal scanning laser
microscopy (CSLM), optical coherence tomography {QCultrasound, magnetic
resonance imaging (MRI), and spectroscopic imagmegexamples of these techniques
[19-21]. Macroscopic images, commonly known asicéhimages [13,22,23], and
images acquired by epiluminescence microscopy (ELAMJo called dermoscopy or
dermatoscopy images [12,14,15,24-27], are normesgd in the computational analysis
of skin lesions. Figure 2 presents examples of decmpy and macroscopic images.

Clinical images are usually obtained using commigiitad video or image cameras.
However, the imaging conditions are frequently mgistent; for example, images are
acquired from variable distances or/and under wffe illumination conditions.
Furthermore, the images may have poor resolutibigiwmay cause complications when
the size of the lesion is small. An additional geab with clinical images is related to the
presence of artefacts, such as hair, reflectidvegj®vs and skin lines, which may hinder

the adequate analysis of the imaged skin lesions.
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Figure 2. Examples of dermoscopy (a and c) and esaopic (b and d) images: (a) and (b) are
images of melanoma in situ, and (c) and (d) aiev@sive melanoma (these images are publicly
available in [2]).

Essentially, ELM is a non-invasive technique foage acquisition, where the lesion
is immersed in oil, and subsequently a dermatosdepe&e (which includes a specific
camera) acquires the images. This technique allawsetter visualization of the
pigmentation pattern on the skin surface. Besidesbn-polarised imaging modality due
to the oil immersion, there are two other modadited ELM that may be used: cross-
polarization and transillumination, also calledesidr epi-transillumination. In these
modalities, the images are acquired via a nevosdepiee, which allows the acquisition
of images with a variable amount of transilluminatior cross-polarized surface light.
Both modalities highlight the surface pigmentatibat the transillumination modality
has the advantage of highlighting the subsurfasewature and blood flow. However,
hairs and air bubbles must be subsequently remioertthe images, to allow for a better

recognition of the skin lesions.
2.2. Image pre-processing

The image pre-processing step is an important aspethe effective identification and
analysis of pigmented skin lesions in images. Asititnaed earlier, the images under
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analysis may contain several artefacts, such as, maflections, shadows, skin lines and
air bubbles, which may affect the accuracy of thage segmentation step. Effective
methods based on colour space transformation [28HRGnination correction [31,32],

contrast enhancement [28,29,33,34] and artefaactvahii28,35], as a pre-processing step

have been proposed in order to improve the segtn@m&ccuracy.

In order to pre-process both macroscopy and deropgsinages, the origindGB
(red, green, blue) colour image may be used. Tipéicapion may adopt scalar (single
channel) or vector (multichannel) processing. lalacprocessing, the colour image is
converted into a scalar image such as, for exampigey-level image, or only the blue
channel is retained, since the lesions are oftere @adent in this channel [18]. In vector
processing, the origindGB image may be used directly or after conversiowtteer
colour spaces, such as tG& L*a*b* [29], CIE L*u*v* [6], andHSV (hue, saturation,
value) spaces [31]. These colour spaces are comnyraset! in literature to enhance colour
Images, since they augment the approximate peraleytiformity of the image colours.
Several pre-processing methods were originallygthesl for scalar images. However,
these methods may also be applied to colour imdgesxample, by applying the scalar
method separately to each colour channel of a gredour space, and then combining
the results [36], or adopting methods that dedh wéctor data [37].

Artefacts due to illumination variation, such asadbws and reflections, may
significantly affect the skin lesion segmentati@sults, specifically in macroscopic
images. For shading effect attenuation in macrdsciopages, Cavalcanti et al. [31]
proposed a method for illumination variation moihgllwith a quadratic function. This
method converts the origin®GB image to theHSV colour space, and retains thfe
channel in order to obtain a higher visibility bétshading effects. The normalized image
is obtained by applying, on thdSV image, an estimate of the quadratic function
computed from the local illumination intensityVhchannel. Afterwards, the normalized
image is converted from tHeSV colour space back to tHeGB colour space, but now
with the shading effects significantly attenuat€hlour image segmentation is then
performed on this illumination-corrected image, bging the Otsu’s thresholding
segmentation approach [38]. Recently, Glaisterl.ef32] proposed a new multistep
illumination modelling method to correct the illumaition variation in macroscopic
images. This method first determines a nonparametoidel of the illumination by using

a Monte Carlo sampling method. Then, a parametradcptic surface model is used to
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determine the final illumination estimation. Firyalthe illumination-corrected image is
obtained by using the reflectance component condpdtem the final estimated

illumination.

Another factor that complicates the segmentatioskof lesions, in both macroscopic
and dermoscopy images, is the low contrast ofdbmhs. Celebi et al. [34] presented a
method to enhance the contrast in dermoscopy imades method searches for the
optimal weights to convert an origirRGBimage to the corresponding grey-level image,
by maximizing an Otsu’s histogram bimodality measitecently, Barata et al. [36] used
a shades-of-grey method for colour compensatictenmoscopy images. This method
only uses image information to estimate the colfuthe light source. Morphological
filtering [39], which is based on set theory, mdgoabe used to enhance skin lesions in
images [40]. For example, one may refer to the vadrBeuren et al. [40], where colour
morphological filtering is used to enhance the oagi of the lesions. Moreover,
morphological filtering has been applied in orderitclude areas with low contrast

borders in the detected lesion regions [26,41],tarrémove image noise [12,41].

Algorithms for hair removal, in both macroscopicdadermoscopy images, are
commonly used in pre-processing steps, since the$aat may considerably affect the
detection of the lesion borders. Lee et al. [42)pmsed a solution for hair removal,
especially thick dark hairs, which is based on ainhe first widely adopted methods for
hair removal in dermoscopy images, and consistisreé main steps: 1) identify the hair
location by applying a grey-level morphological cggeon to the three colour channels of
the original RGB image separately, and build the binary hair maskge by using
thresholding to divide the image into hair and air-regions; 2) replace the values of
the detected hair pixels in the original image ly values of the corresponding nearby
non-hair pixels; and 3) apply a binary morpholobioperation and median filter to
smooth the thin lines. This method has influenee gl other methods for hair detection
and removal [43-46].

The presence of hairs in images may also be redogedtie application of image
smoothing methods, such as the median and anisotidfusion filters, without losing
relevant information about the lesions, and, tleeefimproving the accuracy of the
segmentation process. The median filter [47], whiEha non-linear image filtering
method, has been commonly applied on noisy imagesiag successful results. Unlike

linear filters, such as the average filter [47is tiype of filter allows the smoothing of the
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original image without blurring edges and thin dstal’he median filter has been often
applied to smooth images of skin lesions, as veetbaemove artefacts, maintaining the
edges of the lesions, which is imperative for aecaete segmentation [6,12,48,49]. To
establish the best median filtering mask for theathing of skin lesion images, Celebi
et al. [48] established a theory, which consideas, tfor an effective smoothing, the size
of the filtering mask should be proportional to giee of the input image. Anisotropic
diffusion [50] has also been used for smoothingy $&sion images [17]. This filter is
applied iteratively, such that the number of itemras is determined according to the
amount of noise presented in the input image. Heweelevant edges may be removed
when the number of iterations is too large. Improgats have been proposed, in order
to enhance the results of the anisotropic diffusilber. For example, Barcelos et al. [51]
proposed an enhancement of the anisotropic diffugigorithm, originally suggested by
Perona and Malik [50]. The improved algorithm notyoaims at smoothing very noisy
images without removing relevant edges, but alssiders the improvements proposed
by Alvarez et al. [52] and Nordstrém [53] to enhairice edges.

The results of the application of the median [4&\}erage [47] and anisotropic
diffusion [50] filters to an 256 x 256 pixel imagee shown in Figure 3. A 9 x 9
convolution mask was used in the median and avdiiégeng, since other masks did not
lead to a successfully smoothed image with a redlutase level. Regarding the

anisotropic diffusion filter, the smoothing wastedl after 150 iterations.

Unlike most methods proposed in literature for g the influence of hairs on
images of skin lesions, Abbas et al. [16] suggeste@ffective pre-processing method
for the reduction of different artefacts, in bo#rhoscopy and macroscopic images, and,
consequently, a better detection of lesion bordessentially, this method consists of
three steps: 1) specular reflection reduction lphapg homomorphic filtering [54], Fast
Fourier Transform (FFT) and high pass filteringpnder to modify the illumination and
reflectance, and obtaining, therefore, high contsksn lesions, 2) the reduction of
dermoscopic-gel or air bubble artefacts, basedroadaptive and recursive weighted
median filter, and 3) hair, blood vessel and skig Hetection and reduction, using a line
detection procedure, based on the two-dimensi@i2) derivatives of Gaussian (DOG)
[55], and the exemplar-based inpainting technidd. [
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Figure 3: Application of smoothing filters: (a) gmal dermoscopy image of a melanoma
(publicly available in [2]), and the correspondintages obtained after (b) median, (c) average,
and (d) anisotropic diffusion filtering.

2.3. Image segmentation

Segmentation allows the extraction of the regiomtdrest (ROI) of an image. Bearing
in mind that the skin lesion is the ROI in the irmagnder analysis, the segmentation
process should not cease until the lesion is figiached from the image background, or
until some other outcome is reached. Some artefsiosth as hairs, reflections, shadows,
skin lines and bubbles, may influence the resuthefsegmentation process, making it a
complex computational task. Nonetheless, as mesdiooreviously, pre-processing
techniques may be applied to the original imaget) the purpose of facilitating the

segmentation process and improving the resultaniracy.

In general, the segmentation process is basedeodisigontinuity and similarity of
some properties of the ROIs to be segmented [978. Segmentation methods may be
edge-based, i.e., the methods are based on informalbout the image edges, more
specifically, they search for abrupt changes, des¢ontinuities, in the intensity of the
Image pixels relative to their neighbours. Edgeedeirs are the most common examples

of such methods. In addition, the segmentationgs®aay depend on similarity criteria,
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such as similar grey-levels, colours or texturefire$holding- and region-based
segmentation are some examples of methods thatimdarity criteria to identify skin
lesions in images. Many segmentation methods a&yaally designed for scalar images.
Therefore, several applications are available toved the original colour image to scalar
data [58], for example, grey-level images, pursuimg computational simplicity and
convenience of scalar processing. However, in ootdgin better segmentation results
by using the information contained in all the col@mhannels of the original images,
segmentation methods dedicated to process vecageshave been developed [59].
However, this vector image processing is usuallyarammputationally demanding and
requires appropriate colour spaces.

In the following sections, we discuss the applitgbof some methods commonly
used in literature for the segmentation of pigmeérgien lesions in images, such as the
edge-, thresholding- and region-based methods, raethods based on artificial
intelligence (Al) and active contours. Other metha@de discussed in Section 3. The
reviewed research is summarized in Table 2. Relsehat combines different methods

[10,14,60,61], and that compares segmentation rdstfi?®], is also include in Table 2.

Table 2: Research that has been performed relatie segmentation of skin lesions in images.

Segmentation method Technique References

Edge-based
Thresholding-based

Edge detectors
Otsu’s thresholding

[17,62]

[6,26,23841,44,49,63-67]

Fuzzy logic [14]
Renyi’s entropy [40]
Adaptive thresholding [12,68]
Iterative thresholding [33,61,69]
Ensemble [24]
Statistics [7,23,70]
Region-based Region growing [6,7,10,12]
Statistical region merging [32,48,62,71]
Iterative stochastic region merging [13]
Al-based Neural networks [33,60,69]
Evolutionary computation [11]

Fuzzy logic
k-means clustering

[10,12,14,27,44,60,61,71]
[44,71,72]

Active contour-based  Adaptive snake [12]
Gradient vector flow [12,15,65,73,74]
Level set [66]
Region-based active contour algorithm [16,28]
Active contour without edges [12,67]
Expectation-maximization level set [12]

Other methods Hill-climbing algorithm [29]
Dynamic programming [58,75]
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2.3.1. Edge-based segmentation

The changes in intensity of the pixels in an imagbe segmented may be determined
based on the magnitude of the gradient used tatdiéte edges of the ROI [57]. The
Prewitt, Sobel, Roberts, Laplacian [57] and Cart6] pperators are common examples
of edge detectors that lead to image segmentaisadbon edges. According to Sonka et
al. [39], edge detectors may only achieve parti@ge segmentation. Therefore, the
application of another segmentation method is neeéalémprove the final segmentation
result. In particular, edge detectors presentaliewing problems [39]: 1) the detection
of an edge where no real border exists, 2) thedeteetion of an edge where a real border
exists, 3) the possibility of generating doubleesjgand 4) the large sensitivity to image

noise.

The edge detector developed by Canny [76] has bBpphed to skin lesion images
[17,62], due to its advantages compared with o#lulgie detectors: 1) it provides good
edge detection with a low error probability, 2aliows a good location of the edge pixels,
and 3) it avoids the detection of double edgesstlliyirCanny’s algorithm smooths the

input imagef (x, y), performing a convolution with a Gaussian functitix, y):

g, y) = flx,y) * G(x,y), 1)
where:
G(x,y) = — e_ng ) (2)

and wheres is the Gaussian function standard deviation. Thesgradient magnitude

M(x,y), and the directionx(x,y), at each pixel in the smoothed imagéx, y), are

computed:

M(x,y) = /g% + g5, and 3)

a(x,y) = tan™1 2, (4)
9y

Subsequently, the non-maximum suppression techimsgueed to preserve all pixels with
local maximum in the gradient image. Afterwardsuldle thresholding(T;,T,) is
established to remove the weak edges. The pixéisargradient magnitude below thge
are considered as weak edges, and the pixels wgttadient magnitude abovg are
considered as strong edges. Finally, the final edgedefined by all the pixels considered

as strong edges or also by the weak pixels thabearonnected to any strong pixels.
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Figure 4 illustrates the segmentation results fagmlication of Canny’s edge detector
to two skin lesion images [76]. Usually, a medidterf [47] is applied before the edge
detector, in order to smooth the original image ettlice the noise. However, the edges
generated by Canny’s edge detector are usuallgatsfactory. Although the lesions are
identified by the detector, the generated edgesliaodntinuous; thus, the boundaries of
the lesions are not fully detected. In additioeyéhis a large sensitivity to the noise, which

generates boundaries that are not part of thengsio

Figure 4: Segmentation results after applying Canaglge detector to a dermoscopy image (a
and c), and to a macroscopic image (b and d).

Barcelos and Pires [17] employed Canny’s edge tetedter the application of an
anisotropic diffusion smoothing filter [51], andethresults demonstrated that the
unwanted edges were removed. However, some regibtige skin lesions were not

included in the detected edge map, and the edgesneé completely closed.

2.3.2. Thresholding-based segmentation
The thresholding technique has been commonly useeMeral skin lesion segmentation
methods proposed in literature. This techniqueased on the histogram of the input

image, which represents the distribution of thegenpixels,P; = n; /N, in terms of each
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possible intensity level,= [1, 2, ..., L], wheren; is the number of pixels for a particular
intensity leveli, N is the total number of pixels of the image, antg the number of
intensity levels. Thus, the thresholding technigotils the selection of one or multiple
threshold values to separate the ROIs in the impages.

Among the various techniques proposed in literatorgefine the threshold value(s),
we may cite Otsu's method [38], which has manyiegipbns in image segmentation of
skin lesion [6,26,29,41,49,63,67]. This methodasdd on a normalized histogram, built
in order to set the optimal threshold vakyevhich separates the pixels of the input image
into two homogeneous classg), C;), with minimal variance«3): one class for the
ROI, C, = [1,2, ..., k], and the other class for the image backgronds [k + 1,k +
2,..., L]

05 = wo(io — ur)* + w1 (U — pr)?, (5)
_ vk _ viL
wo = Xiz1 Piyw; = Yicki1 Pi (6)
P, P
Mo = {'(=1 ;_0' W = ?=k+1lw_i , and (7)
Ur = Z?:kﬂipia (8)

wherew, andw, are the probabilities, angy, andu, the means of the class&sand(;,,
respectively. Thusyr is the total mean of the intensities of the inpo&ge. Figure 5
presents the segmentation results after the apiplicaf Otsu's method [38] to
dermoscopy and a macroscopic images. A mediam 4§ was employed before the
segmentation step, to reduce the noise in thenadigimages. Although several lesion
boundaries are correctly detected, several otlygoms, such as edges with low contrast,
are not identified as part of the lesions. Furtl@enthis edge detector is very sensitive
to artefacts and, therefore, because of reflectem®e interior regions of the lesions are
wrongly identified as belonging to the lesions.

Otsu's method has revealed some problems, su¢h)dse segmented lesions tend to
be smaller than they are in reality; and (2) it niegd to very irregular lesion edges.
Yuksel and Borlu [14] proposed a method using yipe+2 fuzzy logic technique [77] to
solve such problems, which automatically determitesthreshold value to segment
dermoscopy images. This technique exhibits goofbpraance in dealing with fuzzy
values, by determining whether a specific imagensity level belongs to lesion regions

or belongs to the background skin. Alcon et al] [@®posed an improved thresholding
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technique to overcome some issues of Otsu’s metinothe proposed algorithm, the
threshold is defined by finding the average valetvieen the means of both background
and lesion probability distributions. Cavalcantaki31] and Gomez et al. [72] suggested
building projections of the origin®GB colour space, where they were able to properly
apply Otsu’s method. A thresholding method basetherRenyi’s entropy [78] has also
been applied to define the desired threshold védaeling to segmentations that preserve
the geometry and shape of the lesions [40]. Anadtibennique to define the threshold
value is indicated by Xu et al. [70], which consglthe average intensity of the strongest
gradient pixels in the input image. Threshold s&ecby an iterative [33,61,69] or an
adaptive [12,68] process has also been adopteegtment skin lesions in images. The
fusion of the results provided by the ensembléadgholding methods results in another

segmentation technique based on thresholding [24].

(a) (®)

Figure 5: Segmentation results after applying Gtsaethod (a) to the dermoscopy image shown
in Figure 4a, and (b) to the macroscopic image shiowrigure 4b.

2.3.3. Region-based segmentation

The region growing algorithm [79], splitting and mi&g operations [80], and the
Mumford-Shah method [81] are examples of regioredaschniques that have been used
to segment skin lesion images. The region growiggrahm consists in grouping similar
neighbouring pixels, or in grouping sub-regionstoiiarger homogeneous regions
according to a growing criterion. For example, igigen region of an image, pixels with
similar properties, such as grey-level, coloureture, are grouped together [6,7]. The
splitting and merging operations are region-basetirtiques applied to group similar
regions [10,12]. Thus, the same intensity is aited to all input pixels that have similar
intensity, in agreement with the grouping criteri@m the other hand, the Mumford-Shah
method divides the original image into several oagiQ; = Q; UQ, U ..U Q, UK,
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wherek is the boundary between them, merging the clagiems by analysing their pixel

intensities. This technique is based on an enamgtionalE (k), calculated as:
2
E() =X [ [y |lu—cil|"dx dy +x 1(k), (9)

whereu is a constant function into each image redi; = mean(u), dx anddy are
the differentials ofx andy, X is a parameter that is incremented at each iteratind

(k) is the total length of the regions at each iterati

The active contour model without edges [82] is Hase the Mumford-Shah method
and has been used in the image segmentation oflesions [12,16]. Examples of the
results obtained by the Mumford-Shah method appiesttin lesion images are presented
in Figure 6. The method was employed on two imabas were previously smoothed
using the median filter [47]. Observation of theukant images, shows that the lesions
are completed identified, including the lesion oe with considerable colour variation.
However, some regions are erroneously identifiedelenging to the lesions due to
Image artefacts.

Figure 6: Segmentation results after applying therifbrd-Shah method: (a) to the dermoscopy
image shown in Figure 4a, and (b) to the macrosdopige shown in Figure 4b.

Castillejos et al. [71], Celebi et al. [48] and Gealnet al. [62] employed the statistical
region merging (SRM) algorithm [83] to detect tluges in images of skin lesions. This
algorithm is a technique developed to segment caloages based on region growing
and merging. Simplicity, computational efficiencgdaexcellent performance are the
main advantages reported for the SRM algorithm genguantization and colour space
transformation steps, that are commonly appliedht® original images before their

segmentation, are unnecessary when this algorghusad to segment skin lesion images.
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A method to segment skin lesion images througlatikex stochastic region merging
has been proposed by Wong et al. [13], based oSSR algorithm [83]: each image
pixel is assigned to a single region, which is sgioently merged with other regions in a
stochastic way, based on a probability functionrefion fusion. This process is
characterized by a multi-path refining of the résuin order to achieve the best final
segmentation. This method has been shown to bettibumage artefacts, and to perform
successfully in cases where several skin lesiang¢taral lesion variations, varying
illuminations and colour variations are preserthminput images. In addition, it achieves
successful segmentation in cases where there isdmivast between the lesion and the
skin background near the lesion boundaries.

2.3.4. Segmentation based on artificial intelligence

Techniques based on artificial intelligence (Alvealso been proposed for the image
segmentation of skin lesions, in which the imagelgi are classified as belonging to the
ROlIs or to the background of the images. Neuralasts, evolutionary computation and
fuzzy logic are some examples of these technigueish aim at performing similar tasks
to humans, based on learning, natural evolutionreumdan reasoning. These techniques
may be combined among themselves, or with othetitivaal image processing

techniques, in order to improve segmentation peréorce.

Artificial neural networks (ANNs) [84], which areapallel distributed systems
composed of simple processing units with the purpdbtaining similar results to the
human brain, have been applied to segment imagts skin lesions [33,69]. The
segmentation performance of ANNs may be improvealigh the application of Genetic
Algorithms (GAs) [85], which are computational tedues for searching and
optimization. GAs are based on natural evolutiosh liplogical genetics, with the aim of
finding the best solution for a given problem; tBstample, GAs may be employed to
optimize ANN parameters.

Roberts and Claridge [11] presented a method tmergskin lesion images through
Genetic Programming (GP) [86], which is a technigased on natural evolution to solve
problems following the concepts of genetic algongh The proposed method consists in
creating a random population of programs from timecfion and terminal sets. The
function set is built from the image processingratiens, such as image thresholding,
morphological operations, edge detection and mgrgiime terminal set is built from

information in the input image, such as the intign@nd coordinate values of the pixels.
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This method showed good generalization with a \@mnall set of training samples.
Furthermore, the system learns by example, thugasmg the amount of problems in
which it is applicable. However, this method hasnsodisadvantages regarding the
complexity of its implementation, and the presewnteunnecessary steps, which is

computationally demanding.

Fuzzy logic deals with uncertain and imprecise galuMany algorithms based on
fuzzy logic have been proposed to segment skioresin images [10,12,14,27,60,61].
This method allows the representation of intermedialues within an interval; in other
words, the input data is qualitatively analyseddliistic values). Frequently, the fuzzy
method is applied together with other segmentagghniques. In Maeda et al. [10] and
Silveira et al. [12] the fuzzy method, combined hwiboth splitting and merging
techniques, was used to segment dermoscopy imdges.combination, originally
proposed by Maeda et al. [87, 88], generates amidig for the unsupervised perceptual
segmentation of natural colour images using a filbased homogeneity measure, which
performs the fusion of colour and texture featufidse algorithm includes four steps:

simple splitting, local merging, global merging amlindary refinement.

The fuzzy method was also used to define a thrdskadue from fuzzy intensity, by
applying the type-2 fuzzy logic technique [77]; tidea was to determine whether a
specific intensity belongs to the ROI or to the gmdackground [14]. Another method,
named neuro-fuzzy approach [60], combines fuzzichaith neural networks to segment
dermatological images. In addition, fuzzy logicpdoned with clustering techniques, has
been employed in the image segmentation of skiarlese.g., the fuzzy c-means (FCM)
algorithm [27,61,71]. The basic idea behind the F&lbrithm is to find the centre of
each cluster, similarly to the traditional k-meafgorithm. Nevertheless, this process is
more flexible, since partial membership may beoitiiced in the clusters. For each

iteration of FCM, the minimization of the objectiftenctionF is computed as:

2
F= f:V:lZ?:l#lkj ”xi_cj” , (10)
W= : , and (11)
¢ [xi=</]
" egeml 7Y
_Zliv=1l‘£(jxi
Cj— Z{\Izlﬂfj s (12)
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whereN is the number of pixels in the input imageis the number of defined clusters,
¢; is the centre of each clusfey;; is the degree of membership for the pixgl cluster

j, andk is a coefficient that defines the fuzziness of tbsulting clusters. The term
||x: — ¢j|| is used to measure the similarity of the pixelthtcentre; of a given cluster
j.

Figure 7 presents the segmentation results obtdgeabplying the fuzzy c-means
method to two images, which have been previouslgathed by applying the median
filter [47]. Two clusters were defined with thetial mean intensities of 8 and 250. Using
these parameters, the resultant images demonsthateshe lesions are successfully
segmented. However, some lesion pixels with lowtreh are not clustered into the

lesion groups.

r ar ~

. 4. 4

Figure 7: Segmentation results obtained after apgplyhe fuzzy c-means method: (a) to the
dermoscopy image shown in Figure 4a, and (b) tertheroscopic image shown in Figure 4b.

Zhou et al. [27] proposed a new mean shift approbaked on the FCM algorithm,
called the anisotropic mean shift algorithm (AMSFCM segment dermoscopic images.
The AMSFCM algorithm [89] is more effective tharetRCM algorithm, and requires
less computational time than the traditional meaiit gechnique. Furthermore, it
provides superior segmentation results. Mean bhigied techniques [90] allow the
estimation of local density gradients of similatgds by using radially symmetric kernels.
However, these kernels may not adequately dealthvtlpresence of irregular structures
and noise in the input image. On the other hane,AMSFCM algorithm provides
improved performance in these cases, since itarsasisotropic kernel. Castillejos et al.
[71] proposed a cluster pre-selection algorithmedasn the FCM algorithm (CPSFCM),
in order to use fuzzy logic to automatically detgrenthe optimal number of clusters,
based on the input image data, such as the injeradiies.
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2.3.5. Segmentation based on active contours

Algorithms based on active contours have been fgesegmenting skin lesion images
[12,15,16,28,66]. In these algorithms, the initatves move toward the boundaries of
the objects of interest through appropriate deftiona A deformable model may be

classified as parametric [91-93] or geometric [298-96], according to the technique

used to track the curve movement.

Parametric models include the traditional activetoar models, namely, snake
models [92]. Typically, in these models, the culeéormation is guided by energy forces,
in which an internal energy determines the smoahirevel by the definition of the
curve’s elasticity and rigidity; in other words, gontrols the degree of shrinkage or
expansion of the model curve in order to avoid aleformations. An external energy is
also included in the models, which has the funcbbndriving the curve to the desired
boundary. This energy may be defined by the usahmugh an automatic process.
Image-based energies may also be defined, whicke dne curve toward interesting
image features, such as those based on image itgtegimdient, line segments and
corners. However, these models have some limiw{®2,93]: 1) the curve initialization
must be near the object’s boundary, 2) the modeige Hifficulty in dealing with
boundaries with large curvatures, 3) the stop roiteof the curve deformation usually
depends on the image gradient, which may causedigallocalization when the gradient
value is not high enough, and 4) these models tdfreulty in dealing with topological

changes during the curve evolution.

The gradient vector flow (GVF) [93] is another pagdric model that has been used
in the segmentation of skin lesions [12,15,65]. ahd Prince [93] proposed a new
external energy for the active contour models, Whg computed by a linear partial
differential equation, and extends the gradientarscat the image edges to the whole
image. The goal of the new model was to overcomeesof the main problems of the
traditional snake model, in particular, the cumiialization and the convergence onto
boundary regions with large curvature. On the oltlzed, Zhou et al. [15,73,74] proposed
a new type of dynamic energy for the segmentatioskim lesions, that combines the
classical GVF model [93] and the mean shift algoni{97]. This algorithm was designed
to find the most similar edges to the true bouretaiby calculating the distance between
the centroid of the curve and the true boundarhefobject of interest. Thus, the curve

evolution towards the ROl is generated by the gmatdrector flow as well as by the mean
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shift of the pixels contained within the curve. §heombination makes the model
versatile, because the successful calculationefrttage-based energies is guaranteed,

even in very noisy images.

Geometric models are characterized by the topadglbanges that the curve may
experience during the segmentation process, ankssalependent on the initial curve
conditions. Level set method [94] and active contawdel without edges, known as
Chan-Vese’s model [82], are such examples of geenabdels. The level set method
was originally proposed by Osher and Sethian [84jandle topological changes during
the curve evolution, which is one of the limitatoof the traditional parametric models.
The curve evolution is implicitly tracked by a léget function, which allows the easy
identification of a pixel: whether an image pixelocated inside, outside or on the curve.

The geometric properties of the curve may be easilgputed by the level set function.

The active contour model without edges propose@lign and Vese [82] is based on
the average of the intensities of the image pixals] not on the image gradient.
Therefore, the model uses the concepts of the Mud¥Bhah [81] and Level Set [94]
segmentation techniques. Essentially, Chan-Vesetehtonsiders a "fitting" terif for
the energy minimization, which is calculated by meaf an energy functional based on
the level set functiornp, to identify whether the object of interest isidesor outside the
curve,C. The minimization of the energy functiétic;, c,, ¢) allows the deformation of
the curve toward the boundary of the object, whieeeinside and outside intensities are

constant and similar:

Fey,c0,8) = 1 f, 8(oCx,3)IVo(x, ldx dy +v [ H($(x,¥))dx dy +>q [, luo(x,y) —

c1PH(p () dx dy +x f, uo(6y) = 2l? (1= H(p(x,)) ) dx dy, (13)

whereu, is a pre-processed image, as a bounded functiéham with real values. The
fixed parameterg, v = 0, »; andx,> 0 are weights for the fitting term. The teritis
andé are the Heaviside and Dirac delta functions, retspaly. The constants, andc,,
which are based on Mumford-Shah’s segmentation made the average imagg

inside and outside the cur¢e respectively, and given by:

Jo wo(xy)H (¢ (x,y))dxdy
Jo H(@(x,y))dxdy

ci(¢p) = and (14)
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Jo w0, y)(1-H(p(x,y)))dxdy
Jo A-H($Cey)dxdy

c2(P) = (15)

Chan-Vese’'s model has been used in the segmentatiskin lesions in images
[12,16,67], due to its advantages when compareld atiher segmentation techniques
based on the active contour model [82], such athelinitial curve may be defined more
freely in the image, 2) the inner contours are iaatiically detected without the need to
introduce a second curve in the image, 3) the oloietection is carried out even in the
presence of varying intensities, very smooth botiedaand where the boundaries may
not be successfully defined by the gradient, aasitan which is not effectively handled
by the traditional active contour model, and 4pribvides effective detection of object
boundaries even on noisy images, without the nageegreviously smooth the original

images.

Figure 8 presents the segmentation results obtd&ipegplying the traditional Chan-
Vese’s model [82] to two images, which were pregigismoothed using a median filter
[47]. The segmentation process was halted wheadbes were on the lesion boundaries,
or when the maximum number of iterations was redcReom the resultant images, one
may confirm that this model has provided good segat®n results, having identified

low contrast boundaries and overcome the imageenois
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Figure 8: Segmentation results obtained after appighan-Vese’s model: (a) to the dermoscopy
image shown in Figure 4a, and (b) to the macrosdopge shown in Figure 4b.

Abbas et al. [28] proposed an improved, perceptw@iented region-based active
contour (RAC) scheme [98], where the segmentatarcept is based on Chan-Vese's
model [82] to determine the edges of the lesiobesegmented. The authors suggested

this model due to its ability to simultaneously idef multiple regions, separate
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heterogeneous objects, successfully deal with imagee, and because of the automatic

convergence of the modelled curve.
3. Discussion

In general, the segmentation results are post-pseck in order to improve the accuracy
of the obtained lesion edges. In many cases, mtogical filters are used to smooth the
edges, to remove the isolated regions and/or ewditl the interior of the segmented

lesion regions [12,26,27,41,48,61]. The final comsoobtained for the lesions may be
compared with ground truths defined by one or msgpecialists. Additionally, the

accuracy of the edge detection results may be meésiging statistical metrics, in order
to estimate the associated precision and recaljtbaty and specificity, error probability

and operation exclusive disjunction (XOR) [29,49,9%e accuracy of the segmentation
depends on the model and techniques used to dwvaroblem. Figure 9 illustrates the
distribution of the methods reviewed in this adjchccording to the applied principle,

which have been developed to segment pigmentedesions in images.

m Edge-based

m Thresholding-based

m Region-based
Al-based
Active contour-based
Other methods

Figure 9: Distribution of the reviewed methodstloe segmentation of skin lesions according to
the applied principle.

Threshold-based techniques have been widely usednlymbecause of their
simplicity, computational efficiency and good penfance. The wide use of techniques
based on Al is justified by the advantages it agffeuch as the possibility of learning from

sample cases provided by the ANNSs, the search gioniaation for the best
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segmentation results provided by algorithms base@GAs, and the capability to deal
with imprecise values that are provided by fuzayido Algorithms based on the active
contour model have also been frequently proposethéosegmentation of skin lesions.
Nevertheless, parametric models have difficultgéaling with topological changes and
large curvatures. On the other hand, geometric taattenot present such problems, but
their computational complexity may be prohibitiiRegion-based methods have also
been used, since such methods have shown sucgesgfuimance even in the presence
of several obstacles, such as illumination and wolariation. Usually, edge-based
segmentation techniques are not applied indepelydsirice these techniques may not
completely identify the edges of the lesions, wheimperative in the analysis of skin

lesions in images.

Clustering algorithms have also been applied tomseg skin lesion images
[44,71,72]. For example, the k-means clusterin@ratigm is used by Castillejos et al.
[71]. The authors present a novel approach to segthe images based on the wavelet
transform for k-means, FCM and CPSFCM algorithnige proposed methods achieved
superior results when compared with techniquesdidatot apply the wavelet transform.
The hill-climbing algorithm (HCA) is a techniquedsal on the clustering of points on an
image, which is also applied to detect the ROIskat lesion images [29]. This algorithm
takes an image and the number of histogram bieach dimension as input parameters,
and returns a labelled image, whereas in the tomdit k-means algorithm, the numbers
of clusters (k) are specified manually by the usknage segmentation based on such a
technique relies on a simple, fast and non-paraengtorithm. In Abbas et al. [58,75],
a new segmentation method based on dynamic progregnwas proposed, in order to
overcome the limitation of thresholding, regionigiog and clustering, as well as level
set-based segmentation methods. This method iserajeoptimization solution, with
good edge-based segmentation capabilities, itstyalid solve for local minima or
overlapping problems, its computational efficieneyd its excellent performance in
detecting lesion borders in dermoscopy images. cimebination of different methods
have also been adopted to improve the final refulbe image segmentation process,
such as finding the approximate location of lesang automatically defining the initial
contours, mainly to be used with the active contaadel [7,65,69].

Table 3 allows the performance comparison of ththous reviewed to segment both

macroscopic and dermoscopy images of skin lesiaisch are mostly performed
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automatically. The segmentation results are contbagainst the ground-truth defined
by one or more specialists, or their quality hasnbésually assessed. The table indicates
the number and type of image used, the colour spaug channels employed in the pre-

processing and segmentation steps, and the vdities evaluation measures.

In order to obtain enhanced segmentation result$h from dermoscopy and
macroscopic images, pre-processing methods, suctolasir space transformation,
illumination correction, contrast enhancement amefact removal, have been used. The
median filter [47] and anisotropic diffusion filt¢b1] are usually applied to smooth
images, in order to reduce the noise. Nonethetbssg filters cannot deal with some
obstacles, such as illumination variation and wergk dark hair. Algorithms based on
hair detection and repair, for example, based paiitting techniques, have been used for
hair removal [43].These enhance the lesions, wtérhlead to important improvements,

and, therefore, favorably affect the diagnosis.

With regards to the segmentation step, edge-basduhijues are not suggested for
segment skin lesions, since these techniques noalppe segmentations with edges that
are not completely closed. On the other hand, lioldsg-, region-, and Al-based
segmentation techniques may completely identifylésgons in the images. However,
lesion boundaries with low contrast are generally detected by such techniques.
Moreover, these techniques are susceptible to iradgtacts. Other techniques based on
entropy or fuzzy logic [14,40], to define the thiekl value, may sometimes achieve
superior segmentation results. The region-basetbapp proposed by Wong et al. [13]
has a better segmentation performance, even iprggence of boundaries with low
contrast. In addition, such a method can tacklecsiral variations, varying illumination
and colour variations. Other techniques have atmnlsuggested to convert the FCM
segmentation method into a more effective apprdactsegmenting skin lesions in
images [27]. Using these methods, better segmentetsults may be achieved, even in
the presence of irregular lesions and image néiseéve contour models [82] are a good
option for the segmentation of skin lesions, sith@se models can adequately deal with
varying intensities, low contrast boundaries andyimages. Nevertheless, these models
also have disadvantages; for example, the segnantasult depends on the suitability

of the initial curve.
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Table 3: Comparison of the reviewed segmentatiaioas for skin lesions, both in macroscopic

and dermoscopy images.

Ref. Year Image number Pre-processing Segmentation Mean result
(Type) (Colour space) (Colour space) (Evaluation measure)
[66] 2015 90 (DB1)/ Smoothing RGB Thresholding + Active DB1: 10.82% (XOR);
160 (DB2) contour CIE L*a*b* and DB2: 13.92% (XOR)
(Dermoscopy) CIE L*u*v*)
[73] 2013 100 - Active contour (Grey- 0.86 (SE), 0.99 (SP)
(Dermoscopy) levels)
[67] 2013 152 lllumination Thresholding + Active 15.60% (XOR), 90.07%
(Macroscopic) correction HSV) contour (SE), 99.11% (SP)
(IYandl't channels)
[24] 2013 90 - Thresholding + fusion 8.31% (XOR)
(Dermoscopy) (Blue-channel RGB
[29] 2013 100 Contrast Hill-climbing algorithm + 94.25% (TP), 3.56%
(Dermoscopy) enhancemenQlE  thresholding (FP), 4% (EP)
L*a*b*) (CIE L*a*b*)
[75] 2012 100 Artefact removal Dynamic programming 94.64% (SE), 98.14%
(Dermoscopy) (CIE L*a*b*) (CIE L*a*b* and Grey- (SP), 5.23% (EP)
levels)
[28] 2012 175 lllumination Active contour Single contour
(Dermoscopy) correction, contrast (JChandCIECAMO02 initialization: 8.38%
enhancement, hair (EP);
removal JChand Multi-contour
CIECAMO02 initialization: 4.10%
(EP)
[26] 2012 426 Smoothing, Thresholding NoMSLs: 84.5%
(Dermoscopy) lllumination (RGB (Prec.), 88.5% (Rec.);
correction (Grey- MSLs: 93.9% (Prec.),
levels,RGB 93.8% (Rec.)
[71] 2012 50 - Al-based Non-reported
(Dermoscopy) (RGB SE, SP, AUC
[40] 2012 100 Mathematical Thresholding Ben.: 95.22% (FM),
(Macroscopic) morphology HSI) (Grey-levels) 4.79 (NRM);
Mal.: 94.65% (FM),
5.56% (NRM)
[58] 2011 240 Artefact removal Dynamic programming Ben. Mel.: 8.6% (EP);
(Dermoscopy) (HSV) (Grey-levels) Melan.: 5.04% (EP);
BCC: 9.0% (EP);
MCC: 7.02% (EP);
Seb. Kerat.: 2.01%
(EP);
Nevus: 3.24% (EP)
[16] 2011 320 Artefact removal Active contour 4.58% (EP)
(Dermoscopy) (RGB (Grey-levels)
[74] 2011 100 - Active contour 0.81 (SE), 0.99 (SP)
(Dermoscopy) (Grey-levels)
[13] 2011 - Region-based 9.16% (EP)
(Macroscopic) (RGB
[33] 2011 100 Colour and contrast Al-based RGBand Grey- RGB: 0.24, 0.16, 0.17
(Dermoscopy) enhancement levels) (XORY);
(RGB Grey-levels: 0.16
(XOR)
[49] 2011 85 Hair removal, Thresholding + Al-based  89.64% (SE), 99.43%
(Dermoscopy) Smoothing, (XYZ RGB (SP)
Contrast and Grey-levels)
enhancemenRGB
and Grey-levels)
[63] 2010 300 - Thresholding (Grey-levels)  Visual
(Dermoscopy)
[15] 2010 100 - Active contour (Grey- 0.99 (SP), 0.81 (SE)
Dermoscopy levels)
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Table 3: Continued.

Ref. Year Image number Pre-processing Segmentation Mean result
(Type) (Colour space) (Colour space) (Evaluation measure)
[12] 2009 100 Mathematical Active contour 12.63% (HM), 95.47%
(Dermoscopy) morphology, (CIEL*a*b*) (TDR), 36.90% (HD)
smoothing HSV)
[34] 2009 367 Contrast Thresholding (Grey-levels)  16.56% (XOR)
(Dermoscopy) enhancement
[14] 2009 Non-reported - Thresholding + Fuzzy logic Visual
(Dermoscopy) (Grey-levels)
[17] 2009 10 Smoothing RGB Edge-based (Grey-levels) Visual
(Macroscopic)
[27] 2009 100 - Al-based RGB 0.78 (SE), 0.99 (SP)
(Dermoscopy)
[48] 2008 Black frame Region-basedRGB Ground-truth 1: 11.10%
(Dermoscopy) removal, smoothing (EP);
(HSD Ground-truth 2: 10.27%
(EP);
Ground-truth 3: 10.53%
(EP)
[7] 2008 319 Smoothing RGB Thresholding + region- 94.1% (Prec.), 95.3%
(Dermoscopy) based RGB (Rec.)
[10] 2008 - Al-based + region-based  Non-reported
(Dermoscopy) (CIEL*a*b*)
[65] 2005 100 Smoothing (Grey-  Thresholding + Active Ben.: 13.77% (EP);
(Dermoscopy) levels) contour (Grey-levels) Melan.: 19.76% (EP)
[100] 2004 Non-reported Mathematical Thresholding + Al-based  Non-reported
(Dermoscopy) morphology (RGB
Smoothing (Grey-
levels)
[11] 2003 100 - Al-based (Non-reported) 97% (SE), 81% (SP)
(Dermoscopy)

Ref.: reference; Prec.: precision; Rec.: recall; Bagnign; Mal.: malignant; Ben. Mel.: benign melarntaxyMelan.:
melanoma; Seb. Kerat.: seborrheic keratosis; DBaldate; XOR: exclusive disjunction; SE: sensitivigP:
specificity; EP: error probability; TP: true posiirate; FP: false positive rate; AUC: area undeR&t curve;
ROC: receiver operating characteristics; FM: F-megsNRM: negative rate metric; NOMSLs: non-melanacyti
skin lesions; MSLs: melanocytic skin lesions; BCC:dba=ll carcinoma; MCC: Merkel cell carcinoma; HM:
Hammoude distance; TDR: true detection rate; HD:gdatff distance.

4. Conclusions

Image segmentation is an important step for theceffe computational diagnosis of
pigmented skin lesions in images. Skin lesion disgnis an area of increased interest,
due both to the importance of prevention and ttyehagnosis of skin cancer. Although
the image segmentation of skin lesions has beemessiell in several studies and
successful applications, there is the potentialéwelop new methodologies and to
improve the performance of existing methods. Hesxe have presented a review about
current methods that have been proposed to segkianesions. Additionally, we have
introduced techniques used to acquire and pre-psoteages, with a focus on their

subsequent segmentation.

From the presented review, one may conclude thatakcopy images should be more

commonly used in the computational diagnosis af &sions, since these images present
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less artefacts and more detailed features, which l@ad to more adequate lesion
segmentation and analysis. Nevertheless, techntquemove or reduce the artefacts are

usually necessary to obtain robust segmentatiaritses

The reviewed segmentation techniques were clagsifito: edge-, thresholding-,
region-, Al- and active contour-based, and othettegories. We have presented and
discussed results obtained with some of these igabs applied to dermoscopy and
macroscopic images of skin lesions. Active contoodels can provide good results on
images with colour variation and low contrast of tsion boundaries. Therefore, such
models are a good option for the segmentation iof Iskions. However, other methods
with improvements, or in combination with otherhemues, may also provide good

lesion detections.

In conclusion, the future trends regarding the ienaggmentation of skin lesions are
to search for superior accuracy in terms of thea#in of the lesion edges, as well as to
take into account other issues in the developmegbmputational solutions, such as
computational performance, automaticity level, imagise smoothing and removal, and

image enhancement.
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Abstract

Skin cancer is considered as one of the most contyp&s of cancer in several countries
and its incidence rate has increased in recensydéelanoma cases have caused an
increasing number of deaths worldwide, since tlggetof skin cancer is the most
aggressive compared to other types. Computatiordhads have been developed to
assist dermatologists in early diagnosis of skincea An overview of the main and
current computational methods that have been pespder pattern analysis and
pigmented skin lesion classification is addressetthis review. In addition, a discussion
about the application of such methods, as weluagé trends are also provided. Several
methods for feature extraction from both macroscamd dermoscopic images and
models for feature selection are introduced andudsed. Furthermore, classification
algorithms and evaluation procedures are descréoed performance results for lesion
classification and pattern analysis are given.

Keywords: Pattern analysis; Feature extraction and selectdassification methods;

Macroscopic and dermoscopic images.
1. Introduction

Computational methods for skin cancer diagnosiseHaeen proposed in order to aid
dermatologists in early assessment of skin canatirathe follow-up of pigmented skin
lesions [1-3]. Such lesions represent an abnornaayetion of melanocytes cells, which
are mainly caused by excessive sun exposure. Mejta® cells are responsible for
creating the substance melanin, one of the funstadrwhich is to provide pigmentation
in the skin. Furthermore, the number of skin cameses has increased in the last years,
and consequently, an increasing number of deathsedaby this disease has been
reported, particularly due to melanoma cases (Egyutc and d) [4-6]. Therefore,
pigmented skin lesions have been a cause for gtmivatlern, since some types of benign

lesions may become skin cancer, such as dysplestiqFigures la and b).
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Figure 1: Two examples of macroscopic images (acq@hd dermoscopic images (b and d): (a)
and (b) are images of a dysplastic nevus and,n@)d) are of an invasive melanoma (images
publicly available from Bourne et al. [7]).

Image acquisition, pre-processing, segmentati@iufe extraction, and classification
are fundamental steps commonly found in computatisgstems for diagnosing skin
lesions. Different non-invasive imaging techniqueave been used to assist
dermatologists [8]. Macroscopic images [9,10] amuinmbscopic images [11,12] are
examples of images acquired from such techniquatshive been widely used in the
diagnosis of pigmented skin lesions by computationathods. Macroscopic images
(Figures la and c), commonly known as clinical ieggare usually acquired from
standard cameras or mobile devices. On the othnet, Harmoscopic images (Figures 1b
and d), may be acquired from dermatoscope devicgseazific cameras in order to better
visualize the pigmentation pattern on the skinaef However, their imaging conditions
are frequently inconsistent; for example, macroscamages can be acquired from
variable distances and/or under different illumioratconditions. Furthermore, the
images may have poor resolution, which may be ehgihg when the lesion under study
is small. An additional problem with both macrosgapd dermoscopic images is related
to the presence of artefacts, such as hair, redlest shadows, skin lines and bubbles,

which may hinder adequate analysis of the imagedlskions.

The identification of the regions of the lesionssurch images may be performed in
order to assist in the process of classificati@]j.[Fegmentation is an important step that

allows the extraction of such regions of inter&®D() from an image [14-34]. However,
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before the segmentation step, previous pre-praugssethods are usually applied to
reduce the effects of undesirable artefacts thay m#Huence the outcome of the

segmentation step. These methods can be based loar @pace transformation

[20,26,35], illumination correction [36,37], corgtaenhancement [20,22,23,26,38-42],
artefact removal [14,20,21,43,44] and approximessoh localization [45]. In addition,

hair removal methods are also used in pre-procgssieps, since this artefact may
considerably affect the detection of lesion bordd6:53]. Lee et al. [54] proposed a
solution for hair removal, especially thick darkrsawhich is based on one of the first
widely adopted methods for hair removal in dermpgcimages, and consists of
identifying the hair location, replacing the valwéshe detected hair pixels in the original
image by the values of the corresponding nearbyha@anpixels, and smoothing the thin
lines. An overview of lesion border detection methoincluding the pre-processing,
segmentation and post-processing steps, is presentelebi et al. [55,56]. In addition,

the authors also discuss performance evaluatiolessand propose guidelines for future

studies.

Computational methods for pigmented skin lesiossifecation are usually based on
the features of the pixels within the segmented RRAherefore, the extraction of
representative features of the ROIs under anaiysas important step for the efficient
classification of the segmented lesions. In thigpstcommon difficulties are: 1)
identification of the features to be used; 2) tofaen that the number of selected features
is sufficient to describe the classification probje8) the number of selected features is
too large, which requires high computational resesyand 4) there are redundant and/or
irrelevant features that should be removed fronfeéaéure set. Techniques to reduce the
dimensionality of the data may be used to solvedh@oblems according to one of the
following reduction strategies: feature transforimrat(also known as feature extraction

in literature concerning pattern recognition [57)58nd feature selection [59].

The feature extraction strategy allows the modiiforaof all the data of the image, in
order to emphasize the most effective featuresjrengthe correct separation of the
classification classes [57]. Such strategy is basetie generation of a new feature space,
which may expand or reduce, according to the adogtmategy. The new features may
be extracted by means of discovery of missing m#ttron from relationships among the
features, or even by means of searching for a eatuife space with smaller dimensions

through functional mapping. Contrary, new featuegs not created in the feature
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selection strategy, meaning that a subset fronotiggnal features is defined when using
this approach. Both strategies may also be combinedrder to achieve a better
representation of the features. For example, iescaswhich the feature extraction step
increases the number of features, feature seleatgorithms can provide an automatic
reduction of such excessive features. Furthermeoidarger feature space may include
redundant or irrelevant data [60].

Several solutions [61-64] have been proposed fatufe extraction and selection of
pigmented skin lesions, in order to represent theoording to a certain clinical criteria
[65-67]. Such features may be used for the clasgin process, in order to provide
dermatologists with a computer-aided diagnosisigingnted skin lesions [2,12]. In this
review, some of the most relevant solutions thathaeen developed to assist the skin
lesion diagnosis from macroscopic and dermoscapages are introduced, including
those concerning the steps of feature extracti@hsatection, and image classification.
Hence, this review is highly valuable for thosehwng) the design and/or implementation

of competent expert systems for the automatedifitagsn of skin lesions in images.

This paper is organized as follows: a review ofriie@n computational methods that
have been applied to extract and select featumea fnacroscopic and dermoscopic
images of pigmented skin lesions is presented ati@e2. The main focus of that section
is on the feature extraction step according to rséwdinical criteria. In addition, the
feature selection process is addressed. The custame-of-the-art concerning the
pigmented skin lesion classification, including #b/antages and disadvantages of the
reviewed methods, evaluation measures, and perfmengesults for pattern and lesion
classification, is presented in Section 3. Finatlynclusions and future trends about the
computational methods of pigmented skin lesionsili@gation are pointed out in the last

section.
2. Image analysis of pigmented skin lesions

Computational methods regarding the feature extrattave been commonly developed
based on the ABCD(E) rule, pattern analysis, sgant checklist and Menzies’ method,
which are examples of clinical approaches usedHerdiagnosis of skin cancer from
images [67-69]. The first approach can be usedtraet features from both macroscopic
and dermoscopic images, whereas the other appr®aale usually applied to

dermoscopic images in order to identify more dethpattern features on the surfaces of
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the lesions. The feature analysis based on thegeaghes, as well as the feature
selection and extraction steps are presented withld in the following sections.

2.1. Feature analysis based on clinical approaches

The ABCD(E) rule is based on asymmetry, borderpugl diameter (or differential
structures in the case of dermoscopic images), ematution (or elevation) features,
according to the criteria presented in Table 1.nSute has been widely used for the

feature extraction and automatic diagnosis of pigie skin lesions [10,70].

Table 1: Criteria of the ABCD(E) rule for the diaxgis of skin cancer from clinical and
dermoscopy analysis.

Feature Clinical analysis Feature Dermoscopy analysfs
Benign lesion Malignant lesion Definition Score  Weight
factor
Asymmetry (A)  Shape is Shape is Asymmetry (A)  Border, colours or 0-2 1.3
symmetric asymmetric structures are asymmetric
in 0, 1, or 2 perpendicular
axes
Border (B) Border is Border is Border (B) Abrupt cut-off of network  0-8 0.1
regular or well- irregular or ill- at the border in 0-8
defined defined segments
Colour (C) Colours are Colours are non- Colour (C) Presence of six possible  1-6 0.5
uniform uniform basic colourg
Diameter (D) Size <6 mm Size> 6 mm Differential Presence of five 1-5 0.5
structural (D) differential structural
component§
Evolution (E) No change Changes in size,
shape or shades
of colour
features
Elevation (E) Smooth surface High surface

@ Total dermatoscopy score (TDS) = (A score x 1.8Bscore x 0.1) + (C score x 0.5) + (D score ¥.0bagnosis: TDS<4.75,
benign melanocytic lesion; TDS 4.75-5.45, suspicious lesion; TDS>5.45, lesimhly suspicious for melanoma.

bWhite, red, light-brown, dark-brown, blue-grey, anidck.

¢ Network, structureless areas, branched streaks, aud globules.

The feature extraction based on pattern analysisls® been used for the pigmented
skin lesion automatic diagnosis [71-74]. This apgto assists in diagnosis by
determining the presence of specific patterns Msibdermoscopic images, which may
be divided into global and local patterns [75]daailed in Table 2. Global patterns are
represented by textured structures present in afdbe lesions. Some examples of such
patterns are illustrated in Figure 2. Local pateane dermoscopic structures. Such
patterns may be present or absent, as well as rpmegeirregular/regular or
atypical/typical structures, as indicated in Tahlgvhich may define the type of lesion or
whether it is benign or malignant. Examples of spatterns are illustrated in Figure 3.
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Table 2: Pattern analysis in dermoscopic images.

Global pattern Local pattern
Reticular Pigmented network
(present or absent/ typical or atypical)
Globular Dots/globules

(present or absent/ regular or irregular)
Streaks

(present or absent/ regular or irregular)
Blue-whitish veil

Cobblestone

Homogeneous (present or absent)
Blotches or pigmentation

Starburst (present or absent/ regular or irregular)
Hypopigmentation

Parallel (present or absent)

Multicomponent Regression structures

(combination of three or more global patterns) (present or absent)

Non-specific Vascular structures

(absent patterns) (present or absent)

Figure 2: Examples of global patterns in dermatpgdmages: (a) reticular, (b) globular, (c)
cobblestone, (d) homogeneous, (e) parallel anstgfpurst (images available in Argenziano et
al. [76]).
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Figure 3: Examples of local patterns in a dermatpgemage: (a) atypical pigmented network,
(b) irregular dots/globules, (c) blue-whitish ve(tl) irregular pigmentation and (e) irregular
streaks (adapted from Celebi et al. [77]).

The pattern analysis consists of examining the sizgormity and distribution of the
above-mentioned patterns. The benign lesion strestare usually uniform; in other
words, the lesions do not present several patternbeir structure. Therefore, the
presence of at least three (multicomponent), pmralt nonspecific global patterns
indicates a higher probability of being a melandmalignant lesion). Furthermore, the
presence of local patterns, such as blue-whitishavel regression structures, or even
some patterns considered atypical, irregular omasgtric may identify a melanoma [75].
Due to the low number of criteria to be analyskd,deven-point checklist and Menzies’
method were introduced for skin lesion diagnosssnfrdermoscopic images in order to
simplify the common pattern analysis [67]. Theemd of both clinical approaches are
detailed in Table 3.

Table 3: Diagnostic criteria included the sevempohecklist and Menzies’ method.

Seven-point checklist Menzies’ method

Major criteria® Minor criteria® Colour of lesion Symmetry of pattern Positive feature

ﬁg\?\;gﬁ(l pigmented Irregular streaks One colour Symmetrical pattern Blue-whitish veil

Blue-whitish veil Irregular More than one  Asymmetrical Multiple brown dots
pigmentation colour pattern

. Irregular

Atypical vascular pattern dots/globules Pseudopods

Regression structure Radial streaming

Scarlike depigmentation
Peripheral black
dots/globules

Multiple colours (5 or 6)
Multiple blue/grey dots
Broad pigment network

@ Seven-point total score < 3 = non-melanoma 8r= melanoma.

bMajor criteria receive 2 points.

¢ Minor criteria receive 1 point.

d Diagnosis for benign lesions (symmetrical pattemd one colour) and malignant lesions (asymmetgiatiern, more than one
colour and at least one positive feature).
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The seven-point checklist has been applied initbature to achieve better accuracy
for the computational diagnosis of dermoscopic iesd@4,78,79]. This method consists
basically of seven criteria based on local pattéhas may be applied to diagnose the
malignancy in pigmented skin lesions, particularlglanomas, which are divided into
major and minor criteria [75]. A total score of@kror more points is more likely to be
melanoma, for which the presence of each majoerait receive two points and each
minor criterion receives one point [67]. The Memsziemethod allows for identifying
colour patterns within the lesion and the asymmatong any axis drawn through the
centre of the lesion, as well as the number oftpasieature467]. In malignant lesions,
particularly melanomas, an asymmetric pattern, ntioa@ one colour, and at least one
positive feature are usually presented, whereadénegn lesions present a symmetric
pattern and only one colour [6TQomputational methods based on the Menzies’ aiteri
have been proposed to analyse the presence chsix dolour classes (white, red, light-
brown, dark-brown, blue grey and black) for dernopsc images [80,81].

2.2. Feature extraction

Skin lesion features can be extracted either acugtd a global or local manner in order
to obtain information for classification. The mo$tworks explore the global-features of
the lesion, i.e., extract features from all segmeéntgion [82]. However, some studies
have used local-features, which allow the charematon of different region of the
lesion. Bag-of-feature (BoF) approach is a simpigtegy that has been used to compute
local features [11,71,83-85]. In general, skindesieatures are categorized into shape
features, colour variation and/or texture anal{8j86]. These features can be extracted
to detect pattern$73], or diagnose skin lesions [82] from both maoapic and
dermoscopic images. Extracted features of pigmesitedlesions from both of images

are summarized in Table 4 and discussed in theviolg sections.

2.2.1. Shapefeatures

Shape features allow the assessment of lesionfarasjry or border’s irregularity. The
asymmetry features may be examined according tdidgthe region of the lesion under
analysis into two sub-regions by an axis of symyetr order to analyse the similarity
of the area by overlapping the two sub-region$eflésion along the axis. From such an
axis, the asymmetry index may be calculated bydifference between the two sub-

regions of the lesion; for example, by applying @R operation between them [87]. In
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some studies, the axis of symmetry is defined baseithe principal axis of inertia [87],
major and minor axis orientation [12,88] and longesshortest diameter [89].

Table 4: Extracted features of pigmented skin lesiivom both macroscopic and dermoscopic
images.

Feature References
Shape
Asymmetry index [87,90]% [12,84,88,91F
Statistical geometrical measures [9,10,61,87,92f; [12,63,84,88,89,93-103]
Statistical measures based on border's gradigmeriphery  [9,10,61,70,104%; [74,78,84,88,93,94,96,97,105]
regions
Border features (irregularity index) [61,90,92,104F; [12,89,103,106,107]
Colour
Statistical measures based on colour models [9,10,70,82,87,90%, [63,71,73,84,88,93,94,96,101,105,108-
113]°
Colour occurrence or percentage [74,81,102,103,113-116]
Absolute or relative colour features [871% [77,88,93,94,96,99,113,117-119]
Colour asymmetry [73,88,105,110%
Histogram-based features (colour distribution) [24,62,78,79,83,84,88,97,99,102,110,112]
Colour features based on cluster analysis [102,112,120F
Border’s gradient-based features [96,113]°
Texture
Statistical [9,10,70]% [11,63,64,77,83,84,88,93,94,96,101,102,105,108-
112,120-122p
Model-based [90]% [12,123,124F
Filter-based [12,24,62,73,78,79,83,84,111,112,121,123]
Other features
Colour-texture features [82] % [72,124]°
High-level intuitive features [125]@
Manual information [10,82]°
Diameter [102]®
Differential structures [103,126]°
Evolution measures [127]2 [128]"°

Dermoscopi mages

Geometrical measures from the segmented lesiorhakeabeen commonly computed
for assessing the lesion’s asymmetry and bordeegularity [12,63,70,84,129]. Such
measures include the area of the lesion (compustédteanumber of pixels inside the lesion
region [10] or by applying the bit quads method][8&spect ratio, compactness,
perimeter, greatest diameter, shortest diametenvagnt, convex hull, eccentricity,
solidity, rectangularity, entropy measures, ciratyjandex (namely thinness ratio), and
irregularity index. Shape features based on waviebeisform [12,61,106], Fourier
transform [104] and fractal dimension [92,10@)ve also been used for assessing the

border’s irregularity.

Shape features of differential structures insidel@sion in dermoscopic images may
also be considered [66], such as solid pigmentheflesions computed according to
Chang et al. [87]. In other studies [63,93,96], #sgmmetry is assessed, according to

pre-defined regions inside the lesion under analysi
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In order to identify the sharp transition betweeside and outside regions of a lesion
concerning its border, lyatomi et al. [94,96] detd the lesion region into eight
equiangular regions. For each region, the ratithefcolour intensity inside and outside
the lesion and the gradient of the colour intensigre computed in particular colour
channels, according to a pre-defined window cerdtete border of the lesion, whereas,
Celebi et al. [88] computed the differences anmsatf two statistics (mean and standard
deviation) over a particular colour channel, coasity the following regions: lesion and

inner and outer peripheral regions relative toltbeder of the lesion.

2.2.2. Colour variation

TheRGBcolour space is commonly used to represent tlmicobf skin lesions [63,110].
Other colour spaces have also been applied in tod@tain more specific information
about a lesion’s colours, such as: normalig€B [110,111],HSV[11,84,110],HVC
[109], CMY [108], YUV[108],11/2/3[110],Opp[83,84],I" [70], JCh[73], L*C*H [87],
CIEXYZ[111], CIELAB[11,83,84] andCIELUV [11,110].

Statistical measures are widely applied to theufeaextraction from skin lesion
images [10,63,70,93]. The minimum, maximum, averatgndard deviation, skewness
and variance are examples of such measures, whaghbe computed for each colour
channel of the lesion region by using one or séemaur models. Furthermore, these
measures may also be applied to other regionsiassoevith the lesion’s border, in order
to identify a sharp transition between them, whinchcates malignancy. The background
skin (normal skin), and surrounding skin (inneopater peripheral regions) are examples
of such regions, which may be considered as patiefesion. Peripheral regions may
be defined by a recursive erosion process [93,Jd @4st Euclidean distance transform
algorithm [88], or a circular region with centreiptoupon the lesion’s centroid [87]. In
addition, such regions may reduce the effects oipperal inflammation and errors
caused by automatic border detection, as propog€lebi et al. [88].

Skin lesion features based on relative colours lhaem proposed [77,88,93], in order
to assess colour features from the different regamsociated with the lesion. The relative
colour consists of comparing each pixel value efldsion to the average colour value of
the surrounding skin. Furthermore, this feature npmgsent advantages such as
compensating the variation of colour of the imagesed by illumination, and equalizing

variations in skin colour among individuals [77].
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The occurrence of the possible basic colours ptesdhe skin lesions has also been
analysed [74,81], as well as the number or pergent&pixels within the segmented area

for each of the basic colours [9,73].

2.2.3. Textureanalysis

Texture analysis is frequently considered for imagalysis of skin lesions, since it assists
in discriminating between benign and malignantdiesiby measuring the roughness of
their structure. Texture descriptors with stataticmodel- and filter-based approaches
[130], have been used for texture quantificationskih lesions. Among the various
statistical-based texture descriptors applied énliterature, the grey-level co-occurrence
matrix (GLCM) proposed by Haralick et al. [131] Hasen one of the most commonly
used [63,84,101,105,110,111]. The GLCM is a staisineasure that computes the joint
probability of occurrence of grey-levels considgriwo pixels spatially separated by a
fixed vector. Several measures may be computedilmaséhe GLCM, such as variance,
entropy, dissimilarity, correlation, contrast, egyer maximum probability, inverse
difference, angular second moment (ASM), mean dstahdeviation and homogeneity.
In Schaefer et al. [110], the authors computedréiie and difference of the same co-

occurrence features between different image regions

Skin lesion features from histograms, which are atsatistical-based descriptors, are
extracted by some researchers to represent tefdamneres [11,84]. Tanaka et al. [121]
computed some aforementioned statistical measwesdbon the intensity histogram,
whereas Barata et al. [83] applied gradient histog, such as the gradient amplitude and
orientation to represent the texture feature. bheoto compute the image gradient, the
authors applied a Gaussian filter to the grey-léwelge for further computation of the
gradient vector at each pixel using the well-kno8wbel filter. Local binary pattern
(LBP) that is a discriminative rotation invariaetture descriptor [84,102,112], statistical
measures based on pixel intensities [9,70], rugtlematrix [121], and entropy features

[120], have also been applied to texture extradiased on statistical approaches.

Model-based texture descriptors have also beeropeapto assess the skin lesion’s
texture, such as fractal dimensional [12], autaesgion [123], and Markov random
fields (MRF) [124]. Among these, fractal dimensioave been applied with the box-
counting method (BCM), being one of the most cominarsed methods, since it is

simple and effective [132]. Image-based fractal efision [132] is a procedure for
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splitting the image in several quadrants to qughié irregularity level or self-similarity
of the image’s fractals.

Wavelet transform [12,71,112], Fourier transform,[[8,79,112,121], Gabor filtering
[83,84,123], scale-invariant feature transform {SIH84] and steerable pyramid
transforms [73], which are filter-based texturealgdors, have also been proposed for
feature extraction of skin lesion images. Such dieses allow the decomposition of the
input image into component parts in order to extfaatures from the structures of
interest. Sobel, Hessian, Gaussian and differeh@aossians (DoG) features have also
been extracted based on bank of Gaussian filtds [Further details regarding texture

analysis techniques for image feature extractierpaesented in Xie [130].

2.2.4. Other features

Skin lesion features based on shape, colour aridreeproperties have been commonly
used for skin lesion recognition. However, othettdees have also been considered, such
as information regarding the part of the body, simd gender, since they can assist in
skin lesion diagnosis [10,82]. Colour-texture dggors have also been recently used to
assess skin lesion features; e.g., colour imaggsaastearning vector quantization (CIA-
LVQ) in theRGBcolour space [82], and joint distribution of calddDC) in theL*a*b*
colour space [72]. Further details regarding ccelexture descriptors are presented in
Xie [130].

The lesion’s diameter is another feature that @anded for skin lesion diagnosis. This
feature is examined according to the size of te@ite which is defined by the greatest
distance between any two points of a lesion’s §8§¢ This feature is not commonly
applied to skin lesion classification due to iteardependence on the image resolution
[88], since the image size affects the numberalpifor each segmented lesion’s region.
An application of this feature is presented in Maen et al. [102], in which the diameter
of a lesion is defined as the length of the mayas af the best-fit ellipse. The differential
structures of skin lesions may also be assessa@, specifically in dermoscopic images.
For example, in Torre et al. [126] multidimensionateptive field histograms (MFHS)
were obtained by means of Gaussian derivativesadraplacian Gaussian operator, in
order to reproduce features of the local differdrgtructures of skin lesions.

Elevation and evolution features can be assessasstst in skin lesion classification
process [66,133]. The former is a morphologicaltdea that may be measured
considering its surface. The latter may repredemtistorical evolution of the lesion in
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order to diagnose it, including changes in its ghaize, shades of colour, or surface
features. To the best of our knowledge, few previonage analysis systems of skin
lesions surveyed in the literature have used seatufes [127,128]. One of the reasons
may be related to the complexity of feature exioacfrom the elevation criterion, or even

the unavailability of a database with at least tmages of the same lesion that must be

taken over time to assess its evolution.

Three-dimensional digital imaging may be desigredxtract information about the
elevation feature of skin lesions. For example, iHdral. [134] and Fadzil et al. [135]
proposed a method to measure the thickness of skimkesion types from the 3D surface
image. Lesion’s thickness is the elevation prebetween the base and the surface of the
lesion. In addition, registration methods may bplieg to track skin lesions in images
[136], or to detect changes in their structure diree, as the algorithm introduced by
Huang and Bergstresser [127]. The authors propaseelv method for the melanoma
registration, based on bipartite graph matching,oider to find sufficiently good
correspondences between successive images of laudkim lesions. The authors used
the Voronoi cells and distances between pointsattstorm the point registration problem

in images to a bipartite graph-matching problem.
2.3. Feature selection

A feature selection step [137] has been used fdtenma analysis and skin lesion
classification in order to select the most relevfaatures and reduce the dimensionality
of the feature space so that irrelevant and/or médnt features are removed
[93,98,108,121]. Moreover, such features may imfbge the performance of the
classification process, i.e., render it a slowecpss [138]. Several benefits are associated
with the application of feature selection schensesh as [88]: 1) to reduce the feature
extraction time, 2) to decrease the classificatmmmplexity, 3) to improve the
classification accuracy rate, 4) to decrease tgiaind testing time, and 5) to simplify
the understanding and visualizing the data.

Essentially, the feature selection process hadalh@ving steps: 1) feature subset
selection, 2) feature subset evaluation, 3) stappiiterion, and 4) validation procedure
[139]. Search strategies may be applied to defmmadiclate subsets from extracted
features of skin lesions, which are evaluated awmdpared to the previous best subset

until a given stopping criterion is reached. Thiegess is iterative, and it only finishes
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when it reaches the established stop criterionsTthe selected best subset should be
verified for the specific problem, i.e., the ska&sion classification.

Feature subset selection step consists of finddagufes through a given process of
heuristic searches in order to identify a candidesture subset for evaluation. Several
search algorithms, such as best-first [108], rafik2r108], incremental stepwise [93,98]
and random [87,88], have been used for the featuliset selection process. Exhaustive
and genetic searches are other examples of suchthaigs that may be applied [140].
These algorithms influence the search direction execution time of the selection
process depending on the adopted search stratégh may be complete, sequential, or
random [139,141]. Another model to establish auasubset is applying embedded
methods such as decision-tree algorithms, whicbrpuarate the feature selection in its

training process [138].

In evaluation step, the selected feature subdbers evaluated according to the type
of search algorithm applied before. The filter middd1] has been commonly used for
the evaluation process of skin lesion feature selecThis model allows for evaluating
the goodness of selected features without using cdassification algorithms. Each
candidate subset is evaluated by means of appéyingdependent criterion, which may
be based on distangénformatiorf, dependendy or consistendymeasures, in order to
compare it with the best current subset previoastgblished. If the evaluated subset is
considered the best, it becomes the best currbeeslExamples of filter methods applied
in the literature based on the aforementioned iaddent measures are: gain ratio feature
selection (GRFS) [12], information gain measure],[Xhi-squared [12], correlation-
based feature selection (CFS) [10,12,61], Reli¢f,§8], mutual information-based
feature selection (MIFS) [88], sequential featumdestion (SFS) [80], generalized
sequential feature selection (GSFS) [108], anddastlation-based feature filter (FCBF)
[110].

Wrapper [142], hybrid [141] and embedded [138] nisdan also be used to evaluate

the selected feature subset by a search stratbgyevaluation of feature subsets based

! These measures try to find the feature that mpgirsge the classes as far as possible by greatande
between them.

2 These measures establish the information gain &rdeature.

3 These measures are also known as correlation nesaspplied to evaluate the ability to predictihkie

of one feature from the value of another.

4These measures consist of finding a minimum numabferatures that may separate classes as conbisten
as the full set of features may.
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on the wrapper model is similar to the filter modehe main difference between these
two models is the use of classification algorithtmsevaluate each candidate subset in
order to determine the most relevant subset, foctwthe classification algorithm tends
to perform better when searching for such a suldget]. The hybrid model combines
properties of filter and wrapper models to evalde&ture subsets in order to consider the
advantages of both models, as well as to deal laige data sets. The embedded model
has a built-in mechanism to perform the featuredin; it incorporates the feature
selection as part of the training process. Thesiatitree induction algorithms, such as

classification and regression tree (CART), are epdamof such a model [137].

Feature selection methods based on a filter mddHl][are more often preferred to
other models due to the following advantages: cdatmnally efficient, simpler and
faster methods, independent evaluation criteria alpility to overcome over-fitting
[10,12,98]. Nevertheless, the features selectagsing a filter model may not be the most
relevant for the application, whereas the wrappedeh[142] may be applied to search
for the most relevant features based on classicatlgorithms to improve the
performance of the feature selection. The wrappmtehis not commonly applied due to
the high computational time, as demonstrated beladt al. [88]. However, efficient
search strategies may be proposed for this modaVvaa the time-consuming task of
classifying skin lesions. Although the hybrid mod#ierits the advantages of both filter
and wrapper models, this model may be complex &aliaherits the disadvantages of
wrapper model. Methods based on an embedded moalatle simplicity and a faster
solution for the feature selection step comparech&édhods based on the filter model
[137].

The stopping criterion determines the situatiowinch the feature selection process
must stop. Some examples of such criteria occunwhgethe search is complete, 2) the
predefined minimum number of features is achie@gthe predefined maximum number
of the process is achieved, and 4) addition or keihaf any feature occurs that worsens
the outcome of the best found subset until that erdrfii41]. The validation procedure
consists of verifying the best feature subset éistadal by the previous steps. Hence, the
validation process may be performed upon applylagsifiers from a new set of features
in order to measure the classification performamrcerror rate of the selected feature

subset.
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Principal component analysis (PCA) [143] and lindacriminant analysis (LDA)
[62], which are methods for space dimensionaliuation, have also been applied to
feature selection [24,70,73]. Maglogiannis and Dxsuk[108] applied several
classification methods to evaluate the obtainedsetsbby using feature selection
algorithms such as the CFS, PCA and GSFS. Furthretntbe achieved results are
compared to the ones obtained from all featureBowit applying any feature selection
algorithm. The authors concluded that the appbecatif feature selection algorithms may
reduce the complexity of the classification. On tikeer hand, the performance is not
always good, and is highly dependent upon theifilassT herefore, they opted to use all
features for the skin lesion classification. On dlieer hand, Ma and Staunton [61] used
a feature selection scheme based on correlatiolyssmdor skin lesion classification
based on a neural network, since it achieved betwilt than original feature-based
classification. Arroyo and Zapirain [111] analysih@ relevant features based on the
minimum number of samples per leaf by using denisiee classifier. Several other study

have achieved good classification results by uaifeature selection scheme [80,84,110].

Another means of determining the most discernirgjui@s based on colour and
texture was addressed by Barata et al. [11], whopewed the features performed by
using each individual feature, all the colour feasy both texture and colour features, and
the best texture and colour features. The authorgleded that the colour features
provide better results than the use of texturaufeatwhen used individually. On the other
hand, Rastgoo et al. [84] evaluated the most chaugifeatures between shape, colour
and texture features and the evaluation revealegdkential of texture features for skin

lesion classification.

3. Skin lesion classification

The classification step consists of recognizing iaterpreting the information about the
pigmented skin lesions based on features extraitted images. The classification
process generally occurs by randomly dividing thailable image samples in training
and test sets. The training step consists of dpueda classification model to be used by
one or more classifiers based on the samples afaimeng set. Each sample is composed
of features extracted from a given image and itsesponding class value, which are
applied as input data to the classifier for theresy process. The testing step consists of

measuring the accuracy of the model learned byrthiring step over the test set. In
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addition, such a process may present several pnsbé®ncerning the dataset, such as
features containing different ranges, unbalanceéasgaregarding the number of samples,
and/or a large number of features. Therefore,fdtosess may require pre-processing of

data, in which several methods may be applied ésamme these problems.

Feature normalization is a pre-processing stegyhith methods may be applied in
order to solve the problem of different ranges. Z¥seore transformation is a common
method used for data normalization, which allovesm$forming all numeric features in
values within the same range, as discussed by Cetlet. [88] and by Cavalcanti and
Scharcanski [70]. Therefore, this procedure prevéin¢ feature with range of values
greater than other features from influencing ttsilts, since several classifiers may not

deal properly with different ranges.

Unbalanced datasets concerning the number of sampleach class is also a
classification problem that may decrease the acgusthe evaluation result, since the
classifiers tend to be based on classes with tjieebt occurrence. Sampling techniques,
such as over- and under-sampling [140,144], hawn hesed to solve this problem
[88,110]. Nevertheless, random under-sampling neagove important samples, and
random over-sampling may lead to over-fitting. 3watic minority oversampling
technique (SMOTE) [145] is an over-sampling teche&|for overcoming the over-fitting
and expand the decision region of minority clasamas. Such techniques can also be
combined with ensemble methods for addressing anbatl classes [110]. Another
method to solve the unbalanced dataset problenusexs by Barata et al. [11], in which
the dataset is composed of 25 samples of melanochal samples of nevi. The authors
repeated the melanoma features belonging to eaitting set until the same number of
samples for both classes was obtained. Furtherrtteeg,added Gaussian noise to each

repeated feature set in order to prevent equal lesnpthe training set.

As mentioned previously, feature selection [137hjcl is a pre-processing step in
machine learning, can be addressed to deal withsdet contain a large number of
features for skin lesion classification (SectioB)3The classification methods used for
skin lesion diagnosis, as well as its evaluatiascedures, are presented with details in
following sections. Furthermore, some results okrg studies for classification of skin

lesion and its patterns are also provided.
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3.1. Methodsfor classification

Classification methods based on instance-baseditenf140], decision trees [138],
Bayesian learning [146], artificial neural network&NNs) [147], support vector
machines (SVMs) [148], and ensemble methods [1#]e been commonly applied to
discriminate skin lesions in images. A descriptiand the main advantages and
disadvantages of such methods are summarized ifoltbesing, while their algorithms

applied to the learning objective are presenterhinle 5.

Table 5: Classification methods applied to discniaté skin lesions from images.

Classification Method

References

Instance-based learning
KNN
KStar
LWL

Decision tree
NBTree
AD-Tree
CART
J48/ C4.5/ C5.0
C&R
LMT
Decision Stump

Bayesian network
BayesNet

NBL
HNB

ANN

MLP architecture
RBF network

SVM

Linear kernel
RBF kernel
Polynomial kernel
PUK kernel

Ensemble of classifiers

Homogeneous ensemble
Heterogeneous ensemble
Bagging

Random forest

Boosting

AdaBoost

Other methods

Linear classifier
Regression analysis
Prototype-based
Discriminant analysis
Maximum likelihood

[11,63,70,73,83,109,149]
[108]
[108]

[64,108]
[64]

[70,80,102,108]
[10,64,77,87,106,111,150]
[106]

[10,12,24,79,151]

[10,64]

[10,62,82,108]
[108]
[12]

[61,63,81,94,97,99,106,117]
[108]

[125]

[11,12,73,88,90,108,109,152]
[63,110,123]

[63]

[110,112,153]

[82,109]
[110]
[12,63,64,83,84]
[84,100,101,154]
[73,83]

[93,96,105]
[104,108]
[82]
[80,102,155]
[62,109,149]

KNN: k-nearest neighbour; LWL: locally weighted fieng; NBTree: naive Bayes/decision tree; AD-Traéernative decision
tree; CART: classification and regression treesRC&8lassification and regression; LMT: logistic nebttee; RF: random forest;
NBL: naive Bayes multinomial; HNB: hidden naive BayANN: artificial neural network; MLP: multilaygrerceptron; RBF:

radial basis function; SVM: support vector machiRe)K: Pearson VIl function-based universal kernel.

In instance-based classifiers [140], a distancetfan is used to assess which sample
of the training set is closest to an unknown sangpléd then assigning the unknown

sample to the class with the majority of the ndanesgghbours. These classifiers have
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been applied due to their simplicity of implemeimtatand their facility to deal with the
existence of correlated features. In addition, samples can be added to the training set
at any time. However, they are sensitive to theterce of irrelevant features, and they
require a great deal of time for classifying ladpgasets. Barata et al. [11] used the k-
nearest neighbours (KNN) algorithm to classifyldsons and compared several distance
functions, such as Euclidean, Kolmogorov and Kuksd.eibler, in order to measure the
distance of k-nearest neighbours from differenakigs. The authors concluded that it is
not clear which of these three used distance®ibaist for such a problem, since all were
considered to be the best for certain test sitnati®n the other hand, Rahman et al. [109]
used the Bhattacharyya distance measure, sinceasuelsure is based on the correlation

between the colours and may perform better thatraigitional Euclidean distance.

A decision tree [138] has a structure similar flmachart, in which each internal node
(non-leaf) represents a test of a feature, eaahchreepresents a result of the test, and
each external node (leaf) indicates a predictiothefclass. Several methods based on
decision trees have been frequently applied taiflaskin lesions [10,12,24,77,106,108].
Understanding such a structure, as well as easdecfeneration, is quite straightforward.
However, the excess of adjustments (over-fittingdl ¢he difficulties in dealing with
correlated features are the major drawbacks okaercirees.

Bayesian learning-based methods [146] compute thbapility of a given set of
features to belong to each class, assuming thafetlteires are independent. These
methods have been applied to classify skin lesmarsicularly because of their fast
training [10,12,108]. Although Bayesian methodsvie fast training and no sensitivity
to irrelevant features, they assume that the featneed to be independent, which can be

a disadvantage of these methods.

ANNSs [147] are parallel distributed systems complostlayers of input and output
elements linked by weighted connections. During ldening phase, the weights are
adjusted to predict the correct class based omput samples. The multilayer perceptron
(MLP) is one of the most applied architectures biiVs [81,106], since such architecture
presents good capability and flexibility to solveveral non-separable problems. This
architecture may include one or more layers of @seing, also called hidden layers,
placed between the input and output layers. Thk-peapagation is a supervised learning
algorithm widely used in the MLP architecture [6%]hich consists of forward and

backward processes applied to adjust the weightegabf the connections. Although
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ANNSs have been proposed to solve many pattern rewoig problems, these classifiers
may have long training time depending on the sfzéetraining set.

SVMs [148] involve a method based on statisticatrieng applied to building a hyper-
plane to separate the data according to the defilasdes. This kind of classifier has been
commonly applied to classify skin lesions due ® gbod generalization properties.
Furthermore, kernel functions simplify the proce$separating the non-linear data by
using a simple hyper-plane in a high dimensionuieaspace. However, these classifiers
are sensitive to noise and the classification @E®¢& based on a binary class. The radial
basis function (RBF) kernel have been commonly setbm several studies [11,12,108]
due to the several advantages compared to otheelkersuch as: greater stability
compared to the polynomial kernel and reduced numibteyper-parameters that need to

be established compared to the polynomial and sijkernels [88].

The ensemble methods [140] have been recently addpdiagnoses skin lesions [82-
84,110,156]. Ensemble models may be constructed gither several classification
algorithms, classified as heterogeneous, or onlih wane classification algorithm,
classified as homogeneous, which can be develdpedgh data manipulation [157].
Average, weighted average, sum, product, maximuminmam and median are some
examples of integration strategies based on theutaiof classifiers. Voting methods
from the candidates of a rank may also be usedhisrsame purpose. The common
algorithms applied to manipulate the training sasphre the Bagging and Boosting
algorithms [157]. Random Forest [158] and AdaBd&58] are also popular ensemble
methods. Random Forest is a variation of the Baggigorithm that is used to create
individual decision trees, whereas AdaBoost is pupar boosting algorithm that
maintains a set of weighting systems over theitrgisamples. Ensemble methods consist
of combining the results of several classificatiodels in order to develop a more robust
system that provides more accurate results thanstng a single classifier. However,
such methods can present a high computational @xityl

3.2. Evaluating the classification

The main objective of the classification processlon lesions is to achieve good results
for distinguishing between different lesion classesrder to fulfil this purpose, several
classification models based on different featurbssts, samples and classifiers are

evaluated by using test sets. Therefore, new sanapéeclassified and the predicted class
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iIs compared to the known class to evaluate thsibleation performance. Among several
evaluation procedures, the cross-validation (XVAlocedure [140] is the most
commonly used in the literature to evaluate thealte®f skin lesion classification, since
it avoids over-fitting while testing the capacitiytbe classifier to generalize. The k-fold
cross-validation [12,108] and leave-one-out [11,88% examples of cross-validation
procedures proposed for classifying skin lesionsmages. The half-and-half test is
another evaluation procedure, which was applieti/aiomi et al. [96]. In addition, the
authors evaluated the performance of classifiensgus0-fold cross-validation, leave-
one-out cross-validation and half-and-half tests| #they concluded that the results are
almost equivalent and may be considered reasonable.

Statistical measures based on performance met6€§ fpre computed to compare the
performance of one or several classification modslsording to the outcomes of
classifiers. Some possible outcomes of classibasgd on the predicted class and known
class are: 1) true positive (TP), 2) true negative), 3) false positive (FP), and 4) false
negative (FN). These outcomes represent the nuofloerrect (true) and incorrect (false)
classification for each class (positive and negati\vor example, in a classification
process between two classes, one class may beleoedipositive and another negative.
Usually, the positive samples represent the mopbitant class to classify (e.g., skin
cancer), and benign lesion stands for the negativeples. Therefore, the TP rate is the
number of correctly classified positive sampleg, TN rate is the number of correctly
classified negative samples, the FP rate is thebeurmof incorrectly classified negative
samples, and the FN rate is the number of incdyreldssified positive samples.

The aforementioned rates may be represented hyfasion matrix, which is the basis
for several metrics used by researchers to medisengerformance of the classification
[10,12,81], such as: 1) the precision that is te@ntage of correctly classified samples
for each given class with respect to its true aaldef predictions, 2) the recall or
sensitivity, which is the percentage of correclgssified positive samples with respect
to all positive samples, 3) the specificity, whishthe percentage of correctly classified
negative samples with respect to all negative sesp@nd 4) the accuracy that is the
percentage of correctly classified positive andatieg samples based on all samples.
Area under the ROC curve (AUC) is an additionaimteassociated with the receiver
operating characteristics (ROC) graph [160], whishalso used to compare the

performance of the classification, since it is ayvaseful tool for visualizing and
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evaluating classifiers [10,11,81]. Currently, snokasure is commonly used and are able
to provide a more robust classification performamceasure than other evaluation

measures [160].
3.3. Skin lesion classification performance

For the skin lesion classification process, onsemeral techniques have been evaluated
to achieve the best results. The performance d¢f ayrocess depends on several issues,
such as the segmented image, and extracted orteskléeatures, as well as the
classification method used. The classification psscmay be binary or multi-class, and
includes different classes according to the clasgibn goal, such as: 1) malignancy of
the lesions (benign versus malignant) [12,106], ahdlistinct types of skin lesions
(melanoma versus nevus [94,108], melanocytic venmsois-melanocytic [93], and
dysplastic versus non-dysplastic versus melandt@8]). Furthermore, skin lesion
features are also classified in terms of: 1) bor@atures (regular versus irregular
[90,106] and irregularity level [95]), 2) presenafemain colours existing in malignant
lesions [81,112], 3) presence of features of thesrsgooint checklist [24,79,161], 4)
presence of global patterns [72,73,162] and 5)gmes of local patterns [71,128].

Table 6 summarizes the best results of recent egudoncerning skin lesion
classification. The table indicates the number Bp@& of image used, the techniques
employed in the segmentation step and feature tsmle¢he number of extracted and
selected features, the classification algorithntsthe values of the evaluation measures
used. The performance of several classifiers has lgempared, e.g. in terms of the
discrimination between benign lesions and melanpimaseveral authors.

Zortea et al. [80] compared the classification genfance of quadratic discriminant
analysis (QDA), linear discriminant analysis (LDAhd classification and regression
trees (CART), and obtained the best results witiAQD the study of Rastgoo et al. [84],
better results were achieved using a random fdhest a gradient boosting and SVM
classifier. Likewise, Barata et al. [83] have atdiiained the best results by applying a
random forest than using AdaBoost, SVM and KNN.&&dér et al. [110] proposed an
ensemble method based on a SVM (polynomial kermed)-pairwise measure of
diversity (fuzzy Shannon), and neural network bamedlassifier fusion, which obtained
the best results when compared with other ensemeéethods, as well as with individual
SVM classifier.
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Table 6: Results of recent studies focused onkimelssion classification.

Ref.  Number Segmentation Feature selection Classifier Classification Mean results
of image (EF/ SF) (Evaluation
(Type) measures)
[112] 200 - - Ensemble method Malignant/ benign 91% (ACC), 97%
(Derm.) (NM/ -) (SVM) (SE), 65% (SP),
92% (Prec.), 94%
(FM), 95% (AUC).
[82] 170 K-means - Ensemble method Melanoma/ nevus 81% (ACC), 0.741
(Macro.)  Clustering (NM/ -) (CLAM, CIA- (PPV), 0.859
LVQ, Naive Bayes) (NPV).
[105] 968 Thresholding Incremental Linear classifier Melanoma/ nevus/ Melanoma: 90.48%
(Derm.) Stepwise BCC/ SK (DR);
(828/ 25) Nevus: 82.51%
(DR);
BCC: 82.61% (DR);
SK: 80.61% (DR).
[84] 180 Thresholding PCA Ensemble method Melanoma/ 98% (SE), 70%
(Derm.) (NM/ NM) (Random forest) dysplastic nevus (SP).
[83] DB1: NM Fusion strategies Ensemble method Melanoma/ nevus DB1: 98% (SE),
200 (NM/ NM) (Random forest) 90% (SP);
DB2: DB2: 83% (SE),
482 76% (SP).
(Derm.)
[102] 210 NM Feature analysis/ Discriminant Not-cut/ cut 81% (CR), 83%
(Derm.) wrapper + filter  analysis (benign lesion/ (SE), 80% (SP).
(59/19) suspicious lesion
and melanoma)
[125] 206 - - SVM Melanoma/ non- 83.59% (ACC),
(Macro.) 62/ -) melanoma 91.01% (SE),
73.45% (SP).
[80] 206 NM SFS Discriminant Melanoma/ benign 86% (SE), 52%
(Derm.) (53/7.6) analysis (SP), 63.3% (CR).
[110] 564 Thresholding, FCBF Ensemble method Melanoma/ benign 93.83% (ACC),
(Derm.)  region-growing (437/ 74) (SVM) 93.76% (SE),
and merging 93.84% (SP).
[61] 134 - Correlation ANN Melanoma/ benign 0.83 (SE), 0.90
(Macro.) analysis (SP), 0.89 (AUC).
(257 13)
[149] 152 Thresholding - Stage one: KNN; Malignant/ benign 99.34% (ACC),
(Macro.) (Stage one: 52;  Stage two: 100% (SE), 97.78%
stage two: 12/ -) maximum (SP).
likelihood
[11] 176 Thresholding Individual and Ensemble method Melanoma/ nevus 96% (SE), 80%
(Derm.) combined feature (AdaBoost) (SP).
analysis
(NM/ -)
[103] 120 Dynamic SFFS SVM Melanoma/ nevus Melanoma: 88.2%
(Derm.)  programming (NM/ NM) (SE), 91.30% (SP),
0.880 (AUC);
Nevus: 86.5% (SE),
88.2% (SP), 0.824
(AUC).
[12] 289 Thresholding GRFS Ensemble method Malignant/ benign 91.26% (ACC),
(Derm.) (35,455/ 23) (random forest) 0.937 (AUC).
[70] 152 Thresholding - KNN/ KNN-DT Malignant/ benign 96.71% (ACC),
(Macro.) (527 -) 96.26% (SE),
97.78% (SP).
[104] 167 Ncut - Regression analysis  Melanoma/ benign 70.5% (ACC),
(Macro.) (NM/ -) 71.8% (SE), 69.8%
(SP).
[93] 655 Thresholding, Incremental Linear classifier Melanocytic/ 97.99% (SE),
(Derm.)  morphological  Stepwise non-melanocytic 86.64% (SP).
operations (428/ 2)
[10] 152 Thresholding CFS LMT Melanoma/ nevus 86% (ACC), 94%
(Macro.) (451 5) (SE), 68% (SP),
0.890 (AUC).
[106] 30 - - C5.0 Malignant/ benign 93.30% (ACC),
(Derm.) (NM/ -) 80% (SE), 96%
(SP).
[108] 3639 NM - MLR/ SVM/ LWL/ Melanoma/ nevus 100% (ACC), 1.0
(Derm.) (31/-) CART (AUC).
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Table 6: Continued.

Ref.  Number Segmentation Feature selection Classifier Classification Mean results
of image (EF/ SF) (Evaluation
(Type) measures)

[108] 3639 NM - ANN/ SVM/ Dysplastic/ 73.29% (ACC),
(Derm.) (31/-) Bayes networks non-dysplastic 0.688 (AUC)/

76.08% (ACC),
0.607 (AUC)/

68.94% (ACC),
0.663 (AUC).
[108] 3639 NM - SVM Melanotic/ 77.06% (ACC), 1.0
(Derm.) (31/-) dysplastic/ (AUC).
non-dysplastic
[94] 1258 Thresholding,  Incremental ANN Melanoma/ nevus 94.10% (ACC),
(Derm.)  region-growing Stepwise 85.90% (SE), 86.0%
(428/ 72) (SP), 0.928 (AUC).
[96] 199 NM Incremental Linear classifier Melanoma/ 100% (SE), 95.9%
(Derm.) Stepwise nevus (SP), 0.993 (AUC).
(482/ 10)
[109] 358 FCM, PCA Ensemble method Malignant/ benign/ 75.69% (ACC).
(Derm.)  thresholding (128/ 10) (KNN, SVM, dysplastic
GML)
[88] 564 Region- CFSs SVM Melanoma/ 92.34% (SE),
(Derm.)  growing and (473/ 18) benign 93.33% (SP), 0.966
merging (AUC).

Ref.: reference; Macro.: macroscopic; Derm.: decopi; BCC: basal cell carcinoma; SK: seborrhei@atasis; EF: extracted
features; SF: selected features; NM: non-mentioA&LC: accuracy; SE: sensitivity; SP: specificitye®: precision; FM: F-
Measure; AUC: area under the ROC curve; PPV: pasjiredictive value; NPV: negative predictive valD®: detection rate;
CR: correct rate; DB: database; Ncut: normalizeg BGM: fuzzy c-means; GRFS: gain ratio featurestbn; CFS: correlation-
based feature selection; PCA: principal componeatyais; SFS: sequential feature selection; SFeE§uential floating feature
selection; FCBF: fast correlation-based featurterfilLMT: logistic model tree; MLR: multinomial l@gtic regression; SVM:
support vector machine; LWL: locally weighted ldéagy CART: classification and regression trees; ANittificial neural

network; GML: Gaussian maximum likelihood; KNN: learest neighbours; KNN-DT: k-nearest neighbourssi®t tree;

FKNN: fuzzy k-nearest neighbours; CLAM: cluster-bdsadaptive metric; CIA-LVQ: colour image analylaning vector
quantization.

Ensemble methods have performed better than indviclassifiers in several studies
[11,109], whereas Alcon et al. [10] obtained thstlesults in both the individual logistic
model tree (LMT) classifier and AdaBoost ensemblkethnad. Meanwhile, the authors
considered the LMT classifier more useful due te tomplexity computation of the
ensemble model. Consequently, there is no idedhadeto solve all problems in skin
lesion classification, as may be observed in figdim the literature. The performance of
the classification relies on several conditions,intyaon discriminative features, as

previously discussed.

The features extracted from the lesion have alem hesed for pattern detection or
classification in order to assist in skin lesiomaghosis. Table 7 summarizes the best
results of recent studies concerning global andllpattern classification in dermoscopic
images. The table indicates the number of imagd,ube target of the detection or
classification, and the values of the evaluatioasoees.

84



COMPUTATIONAL METHODS FOR PIGMENTED SKIN LESION CLASSIFICATION IN IMAGES: REVIEW AND FUTURE TRENDS

Table 7: Results of recent studies focused onltteagjand local pattern analysis in dermoscopic

images.
References Year Number Detection/classification Mean results
of images (Evaluation measures)
Global pattern
[73] 2013 350 Reti./ Glob./ Cob./ Homo./ Paral./ Starb./  89.28% (SE), 93.75% (SP), 0.986 (AUC).
Mult.
[162] 2012 180 Reti./ Glob./ Cob./ Homo./ Paral./ Starb./  93.08% (SE), 91.45% (SP), 0.948 (AUC).
[72] 2012 325 Reti./ Glob./ Cob./ Homo./ Paral./ 86.8% (ACC).
[74] 2011 160 Reti.; Glob./ 89% (ACC); 95% (ACC).
[71] 2011 360 Mult. NM
[98] 2009 100 Reti./ Glob./ Cob./ Homo./ Paral./ 94% (ACC)
[124] 2009 100 Reti./ Glob./ Cob./ Homo./ Paral./ 86% (ACC)
[96] 2008 213 Paral. ridge; paral. furrow; fibrillar 0.985 (AUC); 0.931 (AUC); 0.890 (AUC).
[121] 2008 44 Reti./ Glob./ Homo./ 94% (ACC)
Pigmented network
[112] 2015 NM Typical 74% (ACC), 0.82 (AUC), 79% (Prec.).
[163] 2014 122 Present/ absent; typical/ atypical 85% (ACC), 0.821 (AUC); 100% (ACC).
[111] 2014 220 Present/ absent 86% (SE), 81.67% (SP).
[100] 2012 200 Present/ absent 86.2% (ACC), 91.1% (SE), 82.1% (SP).
[62] 2011 734 Present/ absent 0.922 (AUC)
[71] 2011 360 Melanoma/ benign NM
[24] 2010 115 Atypical/ absent 80% (SE), 82% (SP).
[128] 2010 NM Present/ absent NM
[101] 2010 436 Present/ absent; absent/ typical/ atypical 93% (ACC), 0.935 (Prec.), 0.933 (Rec.);
82% (ACC), 0.820 (Prec.), 0.823 (Rec.).
[64] 2010 106 Melanoma/ benign 95.4% (ACC)
[164] 2008 173 Typical/ atypical 85% (ACC)
[165] 2006 60 No network/ partial/ complete 88.3% (ACC)
[166] 2006 30 Typical/ atypical NM
[122] 2004 155 Present/ absent 80% (ACC)
[155] 1998 NM Present/ absent NM
Dots/globules
[112] 2015 NM Absent; typical; atypical 47% (ACC), 0.53 (AUC), 47% (Prec.);
70% (ACC), 0.55 (AUC), 39% (Prec.);
61% (ACC), 0.51 (AUC), 29% (Prec.).
[63] 2015 108 Malignant/ non-malignant 0.903 (ACC), 0.884 (SE), 0.923 (SP).
[128] 2010 NM Present/ absent NM
[71] 2011 360 Melanoma/ benign NM
[155] 1998 NM Present/ absent NM
Streaks
[112] 2015 NM Absent 85% (ACC), 0.79 (AUC), 95% (Prec.).
[154] 2013 945 Present/ absent; regular/ irregular; absent/ 78.3% (ACC), 83.2% (AUC); 83.6%
regular/ irregular (ACC), 88.9% (AUC); 76.1% (ACC),
85% (AUC).
[152] 2012 99 absent/ regular/ irregular 91% (ACC)
[151] 2010 53 Present/ absent 86% (SE), 88% (SP).
[24] 2010 200 Irregular/ absent 86% (SE), 88% (SP).
[78] 2005 10 Present/ absent NM
Blue-whitish veil
[112] 2015 NM Absent 90% (ACC), 0.96 (AUC), 99% (Prec.).
[118] 2013 200; 100 Present/ absent 87% (ACC); 67% (ACC).
[150] 2011 887 Present/ absent 80.50% (SE), 90.93% (SP).
[74] 2011 160 Present/ absent 86% (ACC)
[71] 2011 360 Melanoma/ benign NM
[24] 2010 110 Present/ absent 90% (SE), 93% (SP).
[151] 2010 135 Present/ absent 87% (SE), 85% (SP).
[77 2008 100; 545 Present/ absent; Melanoma/ benign 84.33% (SE), 96.19% (SP); 69.35% (SE),

89.97% (SP).

85



COMPUTATIONAL METHODS FOR PIGMENTED SKIN LESION CLASSIFICATION IN IMAGES: REVIEW AND FUTURE TRENDS

Table 7: Continued.

References Year Number Detection/classification Mean results
of images (Evaluation measures)

Blotches

[24] 2010 110 Irregular/ absent 87% (SE), 90% (SP).

[99] 2009 424 Melanoma/ benign 81.2% (ACC)

[120] 2009 50 Present/ absent NM

[117] 2005 512 Melanoma/ benign 77% (ACC)
Hypopigmentation

[97] 2011 244 Melanoma/ nevus 0.952 (AUC)
Regression structures

[112] 2015 NM Absent 89% (ACC), 0.86 (AUC), 98% (Prec.).

[24] 2010 110 Present/ absent 80% (SE), 83% (SP).

[151] 2010 80 Present/ absent 80% (SE), 83% (SP).
Vascular structures

[166] 2006 NM Present/ absent NM

The references of research about local featuresratfude the works focused on the seven-pointidistanethod.

NM: non-mentioned; ACC: accuracy; SE: sensitiv{: specificity; AUC: area under the ROC curverPrerecision; Rec.:
recall; Reti.: reticular; Glob.: globular; Cob.:btglestone; Homo.: homogeneous; Paral.: parallehbStstarburst; Multi.:
multicomponent.

Several methods have been proposed for the padigatysis task in skin lesion
diagnosis. Some of these methods have also ustddeselection techniques, and the
performance of several classifiers has also bekentinto account [62,63,73]. One
concern in this task is in identifying the presentglobal patterns, since few studies
have been done on such patterns in automatic dseégyabskin lesions. To the best of our
knowledge, only one study dealing with the clasaifon of all global patterns of skin
lesions has been proposed [73], and no previouly $tas addressed the issue to identify
the absence of such patterns. Indeed, it shouftbteel that the multicomponent pattern

and the absence of patterns can indicate a highbability of being a malignant lesion.

Abbas et al. [73] proposed the classification dhdksion global patterns by using
AdaBoost algorithm based on colour and texture gnigs from a perceptually uniform
colour space. Furthermore, the authors developeduli-label learning algorithm
(AdaBoost.MC) to solve the problem of multicompongrattern. This pattern is
determined by fusing the results produced by AdaBbAC based on maximum a
posteriori (MAP) and robust ranking principles. Timethod achieved superior results
compared with the multi-label SVM and KNN.

Local pattern detection of dermoscopy images ishallenging task to assist in
discriminating between benign and malignant skéoles. The presence of local patterns,
such as blue-whitish veil and regression structiunesven some patterns considered
atypical, irregular or asymmetric, may identify alignant lesion. To the best of our

knowledge, no previous study has dealt with alh$&sion local pattern&eo et al. [24]
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proposed a method based on LMT to classify fivallpatterns based on the seven-point
checklist method. The authors segmented the lesitmur by using PCA, 2D histogram
construction, peak-picking algorithm, and histograma lesion partitioning, in order to
detect a blue-whitish veil, irregular pigmentatiamd regression structures. In addition,
the authors combined structural and spectral msthmeéxtract texture features, such as
median filter, close-opening operation, fast Faumansform (FFT), high-pass filtering,
inverse fast Fourier transform (IFFT) and suitatbieesholding, in order to detect the
atypical pigment network, and irregular streakse @hthors achieved good results in the

detection of such local patterns.

Most studies have been proposed for the pigmergdonk detection [100,111,163].
In addition, other studies have considered feataréracted from patterns for
discriminating between benign and malignant skanoles [63,64,77]. Maglogiannis and
Delibasis [63] classified the skin lesion into ngant and non-malignant and achieved
superior results with inclusion of the dot-relafedtures to the lesion-related features.
The SVM classifier (polynomial kernel) yielded lttesults than MLP, KNN, random
forest and SVM (PUC kernel) based on dot-relateduies. The dots were segmented
using a circularity function and definition of difivity after enhancing dark circular

structures using inverse non-linear diffusion.
4. Discussion

Dermoscopic images have been widely used for dsignaf pigmented skin lesions
[167,168], since they allow suitable visualizatisith more details of pigmentation
patterns on the surface of the lesion. Furthermpreyious clinical studies have
addressed an increase of sensitivity of the melandiagnosis by dermoscopic compared
to diagnosis by macroscopic image [169]. Among $beeral skin lesion diagnostic
methods using dermoscopic images [67], the ABCP hals been commonly applied to
extract features for computational analysis [84]14bhis rule allows for easy
understanding and provides simplicity of applicatishile showing reliable results for
the melanoma diagnosis. On other hand, previouscali studies [69] reported that
methods based on pattern analysis performed hie&ethe ABCD rule for the diagnosis
of melanocytic skin lesions. In recent years, dpsmrs mainly based on shape, colour
and texture have been proposed to identify andifjgsatterns in skin lesion images, as

well as to discriminate benign and malignant lesidPattern analysis of pigmented skin

87



COMPUTATIONAL METHODS FOR PIGMENTED SKIN LESION CLASSIFICATION IN IMAGES: REVIEW AND FUTURE TRENDS

lesions has shown promising results and may coatinlbe the focus of intense research
in the coming years [73,81]. Figure 4 illustrates tistribution of the methods that have
been proposed for skin lesion classification re@éwn this article according to the main

feature used.

= Shape

= Colour
Texture
Other features

Figure 4: Distribution of the reviewed skin lesidiassification methods according to the main
feature used.

The classification process of skin lesions in insageist be effective, since it is crucial
to assist dermatologists in the diagnosis of thesens by means of CAD systems. In
addition, the evaluation and improvement of théqrarance of classifiers are essential
for the pattern recognition research field [58].rélevant problem that affects the
performance of classifiers is the definition of theaningful features for representing the
classes. Consequently, the feature extraction alett®n steps are very important to
achieve better performance for the computatiorsgmsis of skin lesions in images. The
application of several descriptions may be requredsidering the large number of
features extracted from images. For dealing witk tbsue, feature selection methods
have been applied to establish the most relevaiurfes [61,80,84,110], since these
methods allow removing the redundant and/or ir@heveatures. As a consequence, the
feature extraction time, the training and testiogputational load and the classification
complexity are all reduced, while the classificatfwerformance may be improved. The
result of the feature selection process depentissosearch strategy and evaluation model
applied as well as their established parameterggdard to the classification process, the
performance depends on several factors, such aextingcted and selected features,
established parameters and chosen classificatidhogsheThe classification algorithms

should be chosen based on the classification proldad available data regarding
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advantages and disadvantages of each algorithmre=tgillustrates the distribution of
the classification algorithms used in the methasemwved in this article for skin lesion

classification.

= Instance-based learning
= Decision tree
= Bayesian network

ANN

SVM

10%
10% Ensemble of classifiers
Other methods

Figure 5: Distribution of the classification algbrins used by the reviewed methods for skin
lesion classification.

Classification methods based on a decision tree baen used by many authors for
the skin lesion classification [10,12,24]. The slicify of the structure in terms of ease
of understanding and visualization, as well asdhsy rule generation, is one of the
important advantages of this method. Ensemble rdethp40], which aim to combine
the strengths of different classifiers, have alserbcommonly proposed to improve the
performance of the classification of skin lesionsese methods have performed better
than individual classifiers [11,110]. The SVM clidies [148] has also been applied to
discriminate skin lesions due to its good geneasitm and simplification of the non-
linear data separation by means of kernel funct{68s73]. Despite the long training
time, ANNs have been proposed in various studiés8fg106] to deal with complex
pattern recognition problems. Recently, the linelassifier [93], regression analysis
[104], prototype-based classifier [82], discrimihaanalysis [80] and maximum

likelihood [149], have also been proposed to sphablems of skin lesion classification.
5. Conclusion and futuretrends

Pigmented skin lesion classification is an areagidat research interest due to its

importance in skin cancer prevention, as well ashm early diagnosis. This review
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provides an overview of current developments of motational methods for skin lesion
image classification. Studies specifically addmegsautomatic methods applied to the
feature selection and extraction steps, based wopraeclinical approaches, were
presented in this review. In addition, the skindeslassification step was addressed by
including classifiers and evaluation proceduresyal as some performance results for

pattern and lesion classification.

From this review, one may conclude that severatlistufocused on skin lesion
classification have been proposed for use in CABtegys. Such systems aim at an
effective computational diagnosis of pigmented dksions to assist dermatologists in
their diagnosis. Although this research topic hasnbaddressed in several studies,
resulting in successful systems, new methodolagigbe proposed to fill gaps that still
have not been fully addressed, as well as to ingtloe performance of existing methods.
Most studies involve extraction of several featufemn dermoscopic images and
comparison of two or more classification methodsdentify benign and malignant
lesions. However, some studies used feature satectiethods to achieve a better
classification performance. Detection and classifan of skin lesion patterns have also
been the goal in several studies. Recently, glabdllocal pattern recognition has been

of great interest to researchers.

In conclusion, future trends regarding image comapaohal analysis of pigmented skin
lesions involve searching for new methods aimingeieelop more efficient and effective
expert systems for the computational diagnosisasemacroscopic and dermoscopic
images. Hence, several issues may be addresseldi¢gvathis goal, in particular: 1) the
evolution features may be better explored in otdelevelop methods to analyse changes
in size, shape, shades of colour and surface Bsatur skin lesions - extracted features
based on evolution criterion along with the otheteda features may complement the
diagnosis; 2) the development and evaluation of cemvputational methods to identify
the presence of global patterns, mainly the stattamd multicomponent patterns, since
few studies have explored such patterns; 3) tHedhcomputational methods to detect
some skin lesion local patterns and access thegutarity that can also be important to
assist in diagnosis of specific lesions; 4) theeligyment of new approaches for colour
and asymmetry patterns, and positive feature aisab@ased on Menzies’s method is
important for future applications of this method fmmputational diagnosis of skin

lesions; 5) in order to find more relevant featuieghe given problem, different feature
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selection models may be compared; and 6) the en@uaf new classifiers, ensemble
models and parameter optimisation need to be agkttas order to classify skin lesions

and to improve on the current results.

Computational methods based on the issues aforemedtmay perform better and
more effectively in diagnosing skin lesions in ireagln addition, such methods may
cover several problems regarding skin lesion diassion, which convert CAD systems
into more complete expert systems for diagnositeg $esions based on macroscopic and

dermoscopic images.
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Abstract

Skin cancer is considered one of the most commpestpf cancer in several countries
and its incidence rate has increased in recensy&€umputational methods have been
developed to assist dermatologists in early diaignot skin cancer. Computational

analysis of skin lesion images has become a clgatigmesearch area due to the difficulty
in discerning some types of skin lesions. A nowwhputational approach is presented
for extracting skin lesion features from imagesedlagn asymmetry, border, colour and
texture analysis, in order to diagnose skin ledipes. The approach is based on an
anisotropic diffusion filter, an active contour nebavithout edges and a support vector
machine. Experiments were performed regarding éigengntation and classification of

pigmented skin lesions in macroscopic images, \hth results obtained being very

promising.

Keywords: Image pre-processing; Image segmentation; Imagsiéication; Anisotropic

diffusion filter; Active contour model without edgieSupport vector machine.

1. Introduction

Computational analysis of skin lesion images isaa of great research interest due to
its importance in skin cancer prevention, partidylan achieving a successful early
diagnosis [1-3]. Such lesions, which can be clasbés benign or malignant, are mainly
due to abnormal production of melanocyte cellsipatyng from factors such as excessive
sun exposure. Melanocyte cells are responsibler&ating the substance melanin, whose
main function is to provide skin pigmentation. Imetcase of malignant cells, i.e.
melanoma (Figure 1a), such cells divide quickly aray invade other parts of the body.
An increasing number of deaths due to melanoma haga observed worldwide, since
this type of malignant lesion is the most aggressmwmpared to other lesion types due to
its high level of metastasis [4]. Benign lesionspiiy a more organized structure than
malignant lesions, since the former are unabledbfprate into other tissues. Seborrheic
keratosis (Figure 1b) and melanocytic nevus (Fidu)eare examples of benign lesions.
However, these skin lesions have also been of btayacern, since some types of nevi
may become melanoma; moreover a melanoma may résamsbborrheic keratosis or a

nevus in its initial state.
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Figure 1: Three examples of pigmented skin lesifasmelanoma, (b) seborrheic keratosis and
(c) melanocytic nevus.

Different non-invasive imaging techniques have beemployed to assist
dermatologists in diagnosing skin lesions [5]. Mescopic images, commonly known as
clinical images, are normally used in computaticarzlysis of skin lesions [6,7], since
such images may be obtained using common digiteovior image cameras. Figure 1
presents examples of macroscopic images. Howeteilr tmaging conditions are
frequently inconsistent; for example, images aguaed from variable distances and/or
under different illumination conditions. Furtherraprthe images may have poor
resolution, which may be challenging when the lesioder study is small. An additional
problem with clinical images is related to the prese of artefacts, such as hair,
reflections, shadows and skin lines, which may @mablequate analysis of the imaged

skin lesions.

Pre-processing, segmentation, feature extractiot,céassification are fundamental
steps commonly found in computational systems aigenanalysis. In terms of skin
lesions, the image pre-processing step is an irapbaspect for good segmentation, i.e.
identification, of the image’s pigmented skin leso Effective approaches based on
colour space transformation [8], contrast enhancef® and artefact removal [10] have
been proposed for this step in order to improve #teuracy of the following
segmentation step. Segmentation allows for extrgdtie region of interest (ROI) from
the macroscopic image under analysis. Previousiestuj®,11,12] have shown that
computational methods for image segmentation mayige suitable results for the

identification of skin lesions in images.

The feature extraction of skin lesion images isallgubased on methods used by
dermatologists in their clinical routine diagnosiH. these methods, the ABCD rule is
mostly used, being a criteria based on the Asymym&order, Colour and Diameter

characteristics of the lesion under study [13]. &kgmmetry criterion may be examined
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by dividing the region of the lesion into two sudgions by an axis of symmetry, in order
to analyse the similarity of the area by overlagpime two sub-regions along the axis.
The lesion is considered symmetric when the twaregions are highly similar, which
is prevalent in benign lesions. Otherwise, theoless considered asymmetric which is
associated with malignant lesions. The borderroitecorresponds to the measure of the
regularity of the lesion’s shape. According to thigerion, a border of regular shape is
associated with benign lesions while a border odgular shape is associated with
malignant lesions instead. The colour criterionsists of analysing the tonality variation
of the pigmented skin lesions in order to identlig¢ malignant lesions, which usually
present non-uniform colours. The diameter criteti®m@associated with the size of the
lesion and is defined by the greatest distance detvwany two points of the lesion’s
border. As such, a diameter equal to or greater thésix) millimetres may indicate
malignancy. Texture analysis may also be perforfoeinage-based examination of skin
lesions, since it assists in discriminating berfrgmn malignant lesions by assessing the

roughness of their structure [7].

Several computational solutions [1,14] have beapgsed for extracting features
from pigmented skin lesions in images in orderdpresent them according to certain
criteria. Then, the classification step consistsreftognizing and interpreting the
information about the pigmented skin lesions based these features. Hence,
computational classifiers are important tools wisishe computational diagnosis of skin

lesions in macroscopic images [15-17].

The objective of this work was to develop a nowvahputational approach based on
the ABCD rule and texture analysis for the ideaéfion and classification of pigmented
skin lesions in macroscopic images, in order tovioi® information that may assist
dermatologists in their diagnosis. In this approashanisotropic diffusion filter [18] is
applied to reduce the noise present in the imagkerustudy. Then, the active contour
model without edges [19] is employed in the seget@m of the lesion in the pre-
processed image. Afterwards, features related eoadymmetry, border, colour and
texture of the lesion are extracted from the sedgeteimage. Finally, the features are

used as input to a support vector machine (SVMystli@r [20] to classify the skin lesion.

This paper is organized as follows: a review of cbmputational methods that have
been applied to classify pigmented skin cancersahdr skin lesions is provided in

Section 2. A novel approach for detecting and digeg skin lesions in macroscopic
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images is proposed in Section 3. The results agid discussion are provided in Section
4. Finally, conclusions drawn and proposal for fatstudies are in the last section.

2. Related studies

Computer-aided diagnosis (CAD) systems for skimolesin images have been proposed
in order to assist dermatologists, predominantipheearly assessment of skin cancer. In
these systems, image filters are commonly applbedré-process the input images in
order to increase the accuracy of the segmentatem A median filter, which is a non-
linear image filtering algorithm, has been appldign to smooth images of skin lesions
as well as to remove artefacts, preserving thedyatithe lesion, which is imperative to
assure adequate segmentation [1,11,21]. An anmotaiffusion filter has also been
regularly used for smoothing skin lesion imagestigalarly to remove artefacts with
good results and without losing relevant informatabout lesions [22]. Based on set
theory, morphological filtering [23] enables remayiimage noise [11,24], and may also
be used to enhance skin lesions in images [25}edlsas to include areas with borders

of low contrast in previously detected lesion regi¢24,26].

Algorithms of image segmentation have been develty@sed on several techniques
to assist the diagnosis of skin lesions from im&@&3. From these, threshold-based
algorithms have been widely used, mainly becausiesif simplicity. Thus, thresholding
algorithms, such as the Otsu [1,24,26,28], typaz2y logic [29] and the Renyi entropy
method [25], aim to establish the threshold valimesrder to separate the regions of
interest (ROIs) in the input images. However, thésehniques may reveal some
problems; for example the segmented lesions teme t&maller than their real size, and

the segmentation process may lead to highly iregdakion borders [29].

Algorithms based on active contour models (ACM)éhbeen frequently proposed for
the segmentation of skin lesions in images [8,11 [h2these algorithms, initial curves
move toward the boundaries of the objects of istetterough appropriate deformation.
The algorithms of active contour may be classiiscedge- or region-based models [30]
according to the technique used to track the cumesement. Additionally, mixed
models have been also adopted, see, for exampé,dli [31]. The edge-based models
include classic parametric models [32], gradierdteeflow (GVF) [33] and geometric
(or geodesic) active contours (GAC) [34]. Howewatsissic parametric models and GVF

have difficulty in dealing with topological changasd large curvatures. On the other
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hand, GAC models, such as level-set-based algasitiolm not present such problems.
The region-based active contour model proposedhian@nd Vese [19] has been used
in the segmentation of skin lesions [11] due to attvantages relatively to other
segmentation algorithms based on ACM [19], such pthe initial curve may be defined
more freely in the input image, 2) the inner conscare automatically detected without
the need to define additional curves in the image, 3) the segmentation is successfully
carried out even in the presence of intensity wana, very smooth boundaries and
boundaries not successfully detected by gradiesrtadprs. Region-based algorithms, like
the region growing, splitting and merging methodsehalso been used to segment skin
lesions in images [1,11,17,35]. These methods sbo§igrouping similar neighbouring
pixels, or sub-regions, into larger homogeneoumnsgaccording to a growing criterion.
Such methods have shown successful performanceusnit complex conditions such
as great variations of illumination and colour. Hwer, some of these methods may not
adequately identify lesion regions that present loentrast relatively to the skin

background.

The wide use of algorithms based on artificial liigence (Al) is justified by the
advantages they offer [11], such as the possilafitgarning from sample cases provided
by artificial neural networks (ANNs) [9], the selarand optimization for the best
segmentation results provided by techniques basegetic algorithms (GAs) [36], and
the capability of dealing with imprecise valuesypded by fuzzy logic, e.g., by applying
the type-2 fuzzy logic technique [29]. In additiduzzy logic combined with clustering
techniques have been employed in the image segtmentd skin lesions, such as the
fuzzy c-means (FCM) algorithm [37] and the anispitanean shift approach based on
the FCM algorithm (AMSFCM) [38]. The hill-climbinglgorithm (HCA) is a technique
based on the clustering of points on an image, wisialso applied to detect ROIs in skin
lesion images [39]. In Abbas et al. [40], a newnsegtation method based on dynamic
programming was proposed to overcome the limitatibthresholding, region-growing
and clustering, as well as level-set-based segiti@mtanethods. However, some
algorithms based on Al may also present disadvasteggarding the complexity of their
implementation and the presence of unnecessarys,stefich requires high
computational efforts [36].

The ABCD rule and texture analysis are exampleappfroaches employed in the

literature for the computational analysis of skisibns in macroscopic images. However,
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other descriptors have also been extracted forctiagacterization of skin lesions in

images:

* Asymmetry (A): asymmetry index descriptors baseaxis of symmetry [41,42],

and geometrical descriptors [7];

« Border (B): geometrical descriptors based on ttst-fieof ellipse axes [41,42], and

statistical descriptors based on border gradietiteige regions [7];

e Colour (C): statistical descriptors based on coloadels [7,41,42], amount of

colour pixels [7], and relative colour descriptpt4];

* Diameter (D): semi-major axis of the best-fit edg[42]; and

Texture (T): statistical descriptor based on thensity of the pixels inside the

lesion regions [7].

For the classification process, one or several auslnave been evaluated to achieve
the best results. The performance of this procepgmtls on several issues, such as the
guality of the segmented image and extracted fesfwas well as on the classification
method used. The output of the skin lesion clasifbn process may be binary or multi-
class, and concern different classes accordinggalassification goal, e.g., malignancy
of the lesions (benign versus malignant) [43], distinct types of skin lesions (melanoma
versus nevus [16,17], melanocytic versus non-melgio[14], and dysplastic versus
non-dysplastic versus melanotic [16]). Furthermsken lesion features, such as border

features (regular versus irregular) [44] can alselassified.

Classification methods based on a decision tree haen used in the classification of
skin lesions by many authors [15,16,41]. The siomgliof the classification structure in
terms of ease of understanding and visualizatisiwell as the easy rule generation, is
one of the important advantages of this approadweyer, the difficulties in dealing
with correlated features and the possibility ofesgive adjustments (over-fitting) are its
major drawbacks. Bayesian learning-based methods &lso been applied to classify
skin lesions [16,43]. Although Bayesian methodsv/ge fast training and no sensitivity
to irrelevant features, they assume that the featare independent. Despite the long
training time, artificial neural networks have bgeoposed in various studies [16,17] to
cope with many complex pattern recognition problesisce such classifiers present
good capability and flexibility to solve several mseparable problems. The SVM
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classifier [20] has also been applied to discrit@gnakin lesions, due to its good
generalization and simplification of the non-linetta separation by means of kernel
functions [1,16]. The SVM performed better thanesthomputer classifiers in several
studies [16]. However, this classifier may be s@resito noise and the classification

process is binary.
3. Proposed approach

In this section, a computational approach for idieation and classification of
pigmented skin lesions in macroscopic images isented, in order to provide
information that may assist dermatologists in tlieagnosis. Figure 2 illustrates the
pipeline of the proposed approach, which involves following steps: 1) image pre-
processing, 2) image segmentation, 3) image pestegsing, 4) feature extraction, and
5) lesion classification. The first step is maialyplied to deal with noisy images based
on an anisotropic diffusion filter [18]. The secaostep is responsible for identifying the
lesion presented in the image being studied byguamactive contour model without
edges, known as Chan-Vese’s model [19]. The thed sonsists of the post-processing
of the segmented image based on morphologicatififg23] in order to improve the
qguality of the segmentation result. In the fourtbps features are extracted from the
identified lesion, including the lesion’s asymmetogrder, colour and texture properties.
Finally, the last step concerns the lesion clasaifon based on the extracted features that
are inputted into an SVM classifier [20]. In thexheections, each step of the proposed
approach is detailed.

3.1. Image pre-processing

As mentioned previously, the image under analysig aontain several artefacts that can
affect the accuracy of the image segmentation stepce, an anisotropic diffusion filter
[18] is applied to smooth the input image, maimyrder to reduce the presence of hairs.
Hence, initially, the originaRGB (red, green, blue) image is converted into a deegt
image, since the segmentation method used is dpyligrey-level images. Afterwards,
the anisotropic diffusion filter is applied to tbenverted image according to the solution
proposed by Barcelos et al. [18], which aims ataimog very noisy images without

removing relevant borders.
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Image

databases

Q) Image pre-processing } Anisotropic diffusion filter
G) Image segmentation } Chan-Vese's model
G) Image post-processing } Morphological filtering

4) Feature extraction Neahaee veotors

(Asymmetry, Border, Colour and Texture)
G) Lesion classification } SVM classifier
Classification
results

Figure 2: Pipeline of the proposed approach foeatetg and classifying pigmented skin lesions
in images.

The implementation of this filter is based on thkoiwing equations:

. \%
w = g(1(Go * Vul) [Vul div (7o) = A (1= ) =1, (1)
1
9(1(Gg xVul) = 1+k|(Go*Vw)|2’ and (2)
1 —|x2+y?|
Gt(xr Y) = 2mot? e 20t? ’ (3)

whereu(x,y,0) =I1(x,y),x € Q,t > 0, I(x,y) is the original image to be processed,
the smoothed image at scaleliv the divergence operatdfyu the gradient oft, andA a
parameter related to the diffusion speed. The tg(hiG, * Vu|) is used for border
detection, wher& is a parametef;, the Gaussian function, amdhe standard deviation
of G,. The convolutiorG, * Vu is a Gaussian scale spacgyafiven by.T, (x,y,t) = g *
G:(x,y) whereg, is given by Eq. (3) andis the scale. Considering a neighbourhood of
a pixelx, when the gradiert has a low average value; i.e., there are few nuissls in

the input imagey is considered an inner pixel (homogeneous regrasylting ing =
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1. Otherwisex will be a pixel of a contougg = 0. The moderation selectét — g) [18]
allows a balanced diffusion of the input image,, ithe homogeneous regions are
smoothed even more with respect to the borderbeofagions. This filter is iteratively
applied to the image, such that the number oftitara (V/) is determined according to
the amount of noise presented in the input imagevev¥er, relevant borders may be

removed when the number of iterations is too large.
3.2. Image segmentation

The segmentation process should be effective, nmation of the lesion may be
extracted with high confidence. In addition, thectaacy of this process directly
influences the feature extraction step, which ¢uned to suitably represent the lesion
for its classification process. Therefore, an appate segmentation technique is crucial
to obtain good classification results for the pewblin question. The Chan-Vese model
[19] is based on the average of the intensitideeimage’s pixels, and not on the image’s
gradient. This model uses the concepts of the Muin&ihah and level-set segmentation
models. Essentially, Chan-Vese’s model consideffittang” term F for the energy
minimization, which allows the deformation of theree toward the boundary of the
object to be segmented, in which the inside andid@tintensities are constant and
similar. In order to identify whether the objectinferest is inside or outside the curve,

the energy minimizatiof (c,, c,, ¢) is calculated as:

F(cy,c,¢) = lifQ 5(¢(x,y))|V¢(x,y)|dxdy + VfQ H(d)(x,y))dxdy +Xq fQ lug(x,y) —
c1lPH(9 (e, ) dxdy +x f, Tuo@y) — e *(1 = H($(x,¥))) dxdy , (4)

whereu, is a pre-processed image, as a bounded functiéham with real values. The
fixed parameterg, v > 0, andx; andx,> 0 are weights for the fitting term. The terms
H andé are the Heaviside and Dirac delta functions, retsygady, used in order to obtain
the level-set energy functiafi(c,, c,, ). The constants; andc,, which are based on
the Mumford-Shah segmentation model, are the aeeraggeu, inside and outside

curveC, respectively. Such constants are given by:

Jo wo(xy)H (¢ (x,y))dxdy
Jo H(@(x,y))dxdy

c1(¢p) = %)

Jo wo(x,y)(1-H(p(x,y)))dxdy
Jo A-H(@Cey)dxdy

c,(¢) = (6)

117



A COMPUTATIONAL APPROACH FOR DETECTING PIGMENTED SKIN LESIONS IN MACROSCOPIC IMAGES

3.3. Image post-processing

Frequently, the segmentation results are post-psacketo improve the accuracy of the
obtained lesion region. In many cases, morpholdgiparations [23] are employed for
this purpose [21,26,38]. Here, a morphologicaéfilig, presented in Eq. (7), is applied
to the segmented imadeby using a structuring elemeht This process allows the
smoothing of borders, the removing of isolatedaagj and/or even filling the segmented
lesion region. This filter consists of the openigeration/ o E, defined by Eq. (8),
followed by the closing operation of the resulthydefined by Eq. (9), respectively:

(I-E)-E, (7)
I-E=(IOE)DE, (8)
I'E=(I®E)SE, (9)

wherel @ E is the dilation operation given by Eq. (10) dr@ E is the erosion operation
given by Eq. (11). Therefore, the opening ofiskey E is the erosion of by E, followed
by the dilation of the result by. The closing of the sdtby E is the dilation off by E,

followed by the erosion of the result By
1@ E={x||(E),n 1|<1}, (10)
IOE ={x|(E)y <1}, (11)

whereE is the reflection of sef (structuring eIement{,E")x is the translation of sét by

pixel x, and(E), is the translation of sé&t by pixelx.
3.4. Feature extraction

After the ROI identification, the next step is tetract a lesion’s features based on the
ABCD rule in order to numerically describe its peojies. The clinical assessment is
usually based on all of the rule’s criteria to diage the malignancy of lesions in images.
However, the diameter criterion was not applieceldre to its great dependence on the
image resolution [1], since the size of the imagghly affects the number of pixels of

each segmented lesion regions. Instead, a texhakysis is performed to assess the
surface roughness of the lesion. Therefore, asymymbbrder, colour and texture

properties are extracted from the origifbBimage using the segmented image after

post-processing as a feature extraction mask.
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3.4.1. Asymmetry
In order to extract features based on the asymnueiigrion, the region of the lesion
under analysis is dividing into two sub-regio@®,, R,) by an axis according to the

longest diagonad defined by Euclidian distance [23]:

Doy = V0 — %)% + (31 — ¥2)2, (12)

where (x;,y;) and(x,,y,) are the coordinates of the border’s pixelandgq. All the

border’s pixels are analysed in order to find wipelir has the greatest distarng ).

Perpendicular lines from the pixels of the longikagonald are computed to analyse
the similarity between two sub-regions of the lasidhe number of perpendicular lines
may be different for each image, since it depenushe size of the diagonadl of the
lesion. Thereforel = T /P is computed to determine the number of perpenalidiries
for all images to be classified; i.e. it determiaeset of perpendicular linds whereT is
the total number of perpendicular lines along tlagonald, andP is a pre-defined fixed
number of expected perpendicular lines. In ordedd¢termine an adequate sgtthe
following values forP have been experimentally establishBds {10, 20, 30, 40, 50}.
Ten perpendicular lingd = 10 obtained the best results in experimental teststesent
the size of the set of perpendicular lines for eawmge. Afterwards, two semi-lines were
determined from each perpendicular line of theSsatne semi-line represents the sub-
regionR,, and the other represents the sub-regipr-or each perpendicular, the distance
D(p,q) Of the semi-line for both sub-regioGRy, R;) is computed, wherg is a pixel of

the diagonall andq is a pixel of the border.
Eleven features are extracted to represent therasymy criterion:

e The ratio between the shortest and longest distabesed on the semi-lines

(R4, R,) from each perpendicular line of $£¢10 features);

e The standard deviation from ratios based on alpgdicular lines of sef (1

feature).

The ratio between the two semi-lines allows fored®ining whether the lesion area
may be more symmetric or more asymmetric to aqaér pixel of the longest diagonal,
l.e., the area is either more asymmetric whenoefficient is closer to zero, or more

symmetrical when its coefficient is closer to one.
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3.4.2. Border

A border is represented by pixels comprising tts#ol®&s boundary, obtained as a result
of the lesion segmentation process. A one-dimeasibarder [23] of the lesion under
analysis is defined to extract features basedisrctherion. The number of peaks, valleys
and straight lines of the border is extracted bgtae product and inflexion point
descriptors by means of the one-dimensional borerinflexion point descriptor is
applied to measure small irregularities in the bBordvhereas a vector product descriptor

is applied to measure substantial irregularitiethenborder [45].

The inflexion point descriptor aims to analyse lawisipixelsP; to define which pixels
show a change of direction. Therefore, a four-pagighbourhoodV; for both left and
right directions is considered for each borderiepP;. In order to detect if a given pixel
P; is an inflexion, weightsy; are assigned to its neighbour pixels. From theyaisaof
the y axis of a system of coordinates, each neighboxel pi; that is below the pixel
under analysi®; receivesw; = 1. Otherwise, each neighbour pixel receivgs= —1.
Afterwards, the weights/; corresponding to each direction (lefff, and right,D,.) are
added separatelyd;, D, = }.; w;. Pre-defined threshold§ = 2 andT, = —2 [45] are
considered to analyse small irregularities in tbedbr, based on the sum of the weights
D;,D;. An inflexion pixel P; is achieved whe, andD,. > T; or D; andD, < T,. The
sum of the weights for both left and right neighbpixels S; = D, + D,. identifies the
inflexion pixel P; as a peak whef; > 0, as a valley whefy; < 0, or as a straight line

whens; = 0.

On the other hand, the vector product descriptmisdb analyse a border’s pixels to
identify peaks and valleys with substantial irregities. The vector produ®t is based
on three border pixe}s,, p,, and p; established according to a difference of fifteeels
between them, totalling a difference of thirty psxbetweerp,; andp; [45]. The vector

productV; is computed for each border’s pixels as:

Vi= (2 —x)3 —y1) — (2 — y1)(x3 — x1), (13)

where ,y;), (x2,y,) and s, y3) are the three aforementioned pixpisp,, and p;.
Such points determine whether a segment belongs fieak, valley or straight line.
Therefore, a border’s pixé is identified as a peak whéh > 0, as a valley wheli; <

0, or as a straight line whéf = 0.
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Six features are extracted to represent the barterion:

* The number of peaks, valleys and straight line8an small irregularities of the

border by using the inflexion point descriptor €atures);

* The number of peaks, valleys and straight lineg8an large irregularities of the

border by using the vector product descriptor Buees).

The peak, valley and straight-line values may betively different for each image,
since they depend on the size of the lesion’s oldeorder to solve the problem of
different ranges that may influence the classiftcatesults, such values are adjusted into
an interval between 0 (zero) and 1 (one). Theretheevalues obtained by the inflexion
point descriptor are divided by the total numberpofels obtained, and the values
obtained by the vector product descriptor are édidthy the total number of border’s
pixels. These features allow the assessment aéthdarity or irregularity of the lesion’s
border.

3.4.3. Colour

TheRGBcolour model is commonly employed to representtileurs of skin lesions in
images [1,14,17,41,42]. Therefore, statistical mezsbased on this model are applied
to represent the colour criterion. The mean, vaeaand standard deviation values for
eachRGB channel were extracted (nine features). Theseirfestallow for analysing

tonality changes of pigmented skin lesions in otdadentify malignant lesions.

3.4.4. Texture

In order to extract texture properties of the dksions, fractal dimensions are computed
from the image under study by using a box-countiregghod (BCM), since it is simple
and effective [43,46]. A fractal dimension [47hiprocedure for splitting the input image
into several quadrants to quantify the irregulal@yel or self-similarity of the image's

fractals according to:

_ log(N)
" log(1/T)’ (14)

whereN represent the number of elements of the self-ampérts that reconstruct the
original image, andl' is the amount of quadrants corresponding to atifnacof its

previous size.

The BCM method demarcates a grid over the image; it. divides the image into
several squares. The process is iterative, in wihielsize of each square decreases and
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the amount of squares that covered the fractabisited at each iteration. The box-
counting algorithm uses a least squares errorrmote the fractal dimension:

e= Yi(fi— ﬁ)z,withi =12, ..,N, (15)

whereN is the number of elements and the tgrmwhich is an approximation to function

fi, 1s defined as:

—~

fi=Bxi+c, (16)

where the slopg and intercept of the linef, are computed as:

_ NXifixi—Qi f)Qixy)
F="s xp-@ix? (7
c = W (18)

The image-based fractal dimensibg is computed individually for each row and

column of the image. Afterwards, the final fraaddahension is defined as:

Dy = (329 4 1, (19)

t

whereD; is the fractal dimension obtained at each iteraéindt is the total amount of

fractal dimensions.

Eighteen features are extracted to represent gteréeproperties of the lesion under
analysis:

* The fractal dimension of the lesion’s area (1 fegtu
» The fractal dimension of the original image (1 teaj;

» The fractal dimension of sixteen parts of the imagh the original image divided

into parts of the same size to measure their frdateension (16 features).

The fractal dimension is a value between two ameethwhich allows for measuring

the irregularity level or self-similarity of the egye surface.

Overall, the number of features extracted from each image under study is 44 (11
asymmetry, 6 border, 9 colour and 18 texture fegfufrom this set of features, datasets
are constructed with a set of samples), according to the number of imagedor a

given classification probleni,= 1, ...,n. Each samplex{) is composed ofn features
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(x;;n) and the class to which it belongsg)( Such datasets are used for the classification

process.
3.5. Lesion classification

After building the set of features, the next stephie lesion classification based on the
extracted features. The classification processradoy randomly dividing the available

image samples into training and test sets. Thait@istep consists of developing a
classification model based on the training sampisch are applied as input data to the
classifier for the learning process. The testimgp stonsists of measuring the accuracy of
the model learned in the training step over theo$dests. The classification process
should have high performance and robustness, #gicesults are often used to assist
dermatologists in their diagnosis. Therefore, th&ISlassifier [20] was used mainly due

to its good generalization properties.

The SVM classifier involves an algorithm based @tistical learning applied to build
a hyperplane that separates the data accordirgetddfined classes. Such data may be
linearly separable or linearly non-separable. Isatansider the training dafa;, y;}, with
x; € X andy; € Y, whereX is the set of samples aiids the class to which they belong
{—1,+1}. A separating hyperplane may be defined@9 = w - x + b. Then, the points
x that lie on the hyperplane satisfyx) = 0, wherew is the normal distance to the
hyperplane, antb|/||w|| is the perpendicular distance from the hyperptartae origin,
with b € R and||w|| being the Euclidian norm of. Therefore, the(x) dividesX into
two regions: positive samples fi{x) > 0, and negative samples fi{x) < 0. For the
linearly separable case, the algorithm is usedetoch the data with largest distance

(“named as largest margin”) from the hyperplanestdam the following constraints:
yiw-x;+b)—1>0, withVv;=1,...,n, (20)
wherew - x; + b > +1fory; = +1,andw-x; + b < —1fory; = —1.

The largest border is represented by a pair ofliphtayperplanesH, andH,. The
points defined for these hyperplanes are the trgipoints used for classification, called
support vectors. The pair of hyperplanes is obthimeminimization of|jw||? based on
the constraints defined in Eq. (20). Such miniiarais given by the Lagrangian

function subject to the conditions = Y, a;y;x; and Y-, a;¥; = 0, whereq; are
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positive Lagrange multipliers for each of the coasts (Eg. (20)). The Lagrangian
function is defined as:

1 :
Li=Y"a — EZZ‘]-:l a;a;y;yix;x;, witha; > 0. (21)

For the linearly non-separable case, positive skakablesé;, i =1,...,n, are

introduced in the constraints:
yilw-x; +b) =1—¢§;,with §; >0,andV;=1,...,n, (22)

wherew x; +b > +1-¢; for y; =41, andw-x; + b < -14+¢; for y; =—1. In
order to deal with noise and outliers, paraméterintroduced for assigning a penalty to

errors, which becomes:

1
L,=%"a — 52&:1 Qi yiYiXiX; (23)
subjecttdd < a; < C,V;=1,..,n,andy}L, a;y; = 0.

In order to simplify the process of separating tio@-linear data, a kernel function
may be applied to map the set of samples of thggnali spaceX to a new space with
infinite dimensionaly, defined ash: X — 3. The kernel function receives two points of
the original spacex(, x;), and computes the scalar product in the new spiefmed as
K(x;,x;) = ®(x;) - ®(x;). The mapping, by using kernel function based odual

problem presented in Eq. (23), is defined as:
1
Ly=Y"a; — 52&:1 a;a;y;y;iK (x1,%;) , (24)

subject to0 < a; < C, and}.*, a;y; = 0. The application of kernel functions for non-
linear data makes the algorithm efficient, so taiple hyperplanes are constructed in a

space with high dimensions.

In this study, the histogram intersection kern&|| 4 adopted, as defined by Eq. (25),
since such a kernel is proposed especially for endgssification and it has achieved
superior results compared to other kernels. Thodyiam intersection kernel has been
proposed for colour-based image recognition [48lereas in this study it is based on all

extracted lesion features, i.e., asymmetry, boi#our and texture:
K(x;, %) = Xt min(x;, x;) . (25)

Here, the classification algorithm is based on stiped learning and the classification
process is binary, since the SVM classifier isioadly binary. The image classification
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is divided into two steps: feature classificatiom akin lesion classification. The feature
classification step consists of analysing the feifgy classification processes: 1) region
asymmetry (symmetric or asymmetric), 2) bordergutarity (regular or irregular), 3)

colour uniformity (uniform or non-uniform), and 4gxture irregularity (regular or

irregular). Each process takes into account orgyfélatures related to the classification
goal, i.e., a subset of features. The skin lesiassdication step consists of distinguishing
the following types of skin lesions: 1) nevus amtha@rheic keratosis, 2) nevus and
melanoma, and 3) seborrheic keratosis and melanimnthis case, each classification

process considers the entire set of features.
4. Experimental Results and Discussion

In this section, segmentation and classificaticGuits are described and discussed. First,
the image databases used to evaluate the resaltescribed. Second, the experiments
for border detection, regarding the pre-processsggmentation and post-processing
steps are presented. Finally, the experiments erfdhature extraction of skin lesions,

which correspond to the lesion’s asymmetry, bordaiur, and texture, are presented as

well as those for lesion classification.
4.1. Image databases

The databases used to evaluate the proposed appaioacomposed of macroscopic
images of pigmented skin lesions. Examples of soyges are shown in Figure 1. A
great deal of information concerning the diagnadishe imaged lesions provided by
expert dermatologists is available in these dagyascluding among them, diagnostics
on the lesions and their features (i.e., asymmdioyder, colour and texture). All the
information contained in the datasets has been fasdtie development and evaluation

of this work.

The used databases have a total of 408 imageshwiece collected from Loyola
University Chicago [49], YSP Dermatology Image Dese [50], DermAtlas [51],
DermlS [52],Saude Tota[53], Skin Cancer Guide [54], and Dermnet - Skiilsdase
Atlas [55,56]. Of these, 62 images were melanoay&ei, 86 images were seborrheic
keratosis, and 260 images were melanoma. In retgatde asymmetry criterion, the
lesions were symmetric in 137 images and in 27gesavere asymmetric. In regard to

the border criterion, the lesions have regular edn 77 images and irregular borders
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in 331 images. In regard to the colour criteridr, kesions present uniform colours in 32
images and non-uniform colours in 376 images. yareé to the texture criterion, the
lesions present regular texture in 224 images antB# images they present irregular
texture. The images of the databases have beaedes200 x 200 pixels to simplify

their processing.
4.2. Border detection

In order to remove noise and enhance the lesiangn&otropic diffusion filter was
applied to the input images according to the distagon of Eq. (1). The parameters were
defined by experimental tests, based on paramstggested by Barcelos and Pires [22],
with the following valuesAt = 0.1, 6 =1, A =1, k = 0.0008, andNI = 100. The
smoothing results obtained by applying the anigatraliffusion filter to grey-level
images are shown in Figure 3(a-c). The resultaages in (d-f) indicate that the filter
has successfully reduced the presence of hairsekiawthis filter may not remove other

artefacts, such as, reflections and shadows.

@ @ (® ® (m)

’

Figure 3: Image processing results for each stefh®fproposed approach: (a-c) grey-level
images, (d-f) smoothed images, (g-i) segmented esia@-|) post-processed images, and (m-o0)
original images with the detected borders (whitetcors) overlapped.

Afterwards, Chan-Vese’'s model was applied to segntbe smoothed image
according to Eq. (4). The parameters were definedXperimental tests, based on the
parameters proposed by Chan and Vese j1€]:0.2,v = 0,4, and1, = 1,h = 1,At =
0.1, and 500 iterations were established for the ewmiwf the curve. In order to define

an appropriate curvé, several initial shapes and sizes were tried asuhlly assessed.
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A square-shaped curve was defined and positiorosa ¢b the image’s centre. However,
the imaging conditions are usually inconsistend, @@ clinical images are acquired from
variable distances, implying that the size of tesidns may be different as they are
dependent on the distance adopted in the imagasitoou Therefore, two curves,
andC,, with different sizes were established: for snedlons,C; = 40 x 40 pixels, and
for large lesionsC,, = 140 x 140 pixels. Examples of the segmentation results nbthi
by applying the Chan-Vese model to the smoothedjy@ndd-f) are shown in Figure 3.
Although the resultant binary images (g-i) are obd quality, some binary images
presented holes in the interior of the segmentsidneregion and/or split regions, which
were mainly caused by reflections and shadows.

A morphological filter [23] was applied to the segmied binary images to achieve
better segmentation results. In order to defineappropriate structuring element
several shapes and sizes were tested. Ellipseghstpecturing elements with radii
r, T, = 4, presented the best results according to a viagaéssment. The post-
processing results obtained by applying the mogdiodl filter to the binary images (g-
1) are shown in Figure 3. The resultant image9 @enfirm the removing of isolated
regions and the filling of hole regions, as welltlas smoothing of the borders without
losing their important characteristics. Afterwartte borders found were overlapped on

the original images (m-0) based on the post-pracgssiage results (j-1).

A subjective evaluation [57] was applied to evadutite proposed approach, which
included a visual assessment of the border detecésults by a specialist. The first
evaluation analysed whether the lesions were dtyrecincorrectly segmented; Figure
4 includes some example results. The evaluatidgheofesults obtained revealed that the
proposed approach is effective in detecting slsioles and extracting their contours from
clinical images. The proposed approach adequadekted the noisy images. However,
some images with low contrast boundaries, shadowlsreflections were incorrectly

segmented.

The second evaluation compared the segmentatiotgestained by the proposed
approach against the threshold-based segmentasuits achieved by using Otsu’s
method [58], since this method has been widelyiagph this domain [1,24,26,39].
Figure 5 presents examples of the segmentationtseshtained by applying both
segmentation methods to the original images (a-e¢ evaluation performed on the
results obtained revealed that the proposed appmeftned the border of the lesion in a
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more effective way than Otsu’s method in severaesa Furthermore, the proposed
approach also achieved better results when deaithgmages of low contrast, and with
shadows and reflections. The percentages of ctrreeigmented images for both
segmentation methods, based on the visual assessindme resultant borders by a
specialist, are shown in Table 1. It may be seen tire proposed approach obtained
significantly superior results compared to the $ha#d-based method. The quality of the
detected borders of the 385 images correctly setpddyy the proposed approach was
also visually evaluated by the specialist, with43% of these considered having good

quality and the remaining ones having acceptabdditgu

Figure 4: Example of border detection results aletdiby applying the proposed approach: (a-d)
examples of correctly segmented images and (edrppbes of incorrectly segmented images.

Figure 5: Comparison of the two segmentation methd@a-e) original images, (f-j) borders
detected by Otsu’s method, and (k-0) detected &ypthposed approach.
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Table 1: Skin lesion segmentation results.

Segmentation

method Melanocytic nevus (%) Seborrheic keratosis (%) Metaa (%) All (%)
Thesholding 80.65 81.40 80 80.39
Proposed approach 96.77 93.02 94.23 94.36

4.3. Skin lesion classification

In order to differentiate types of skin lesions atod detect their features, several
classification experiments were performed. The g#tdraining and test for the
classification process were randomly defined fromdvailable image samples, i.e., from
the 385 correctly segmented images. In order tmée@fdequate training sets and test for
each classification problem, several sizes fortth&ing set were assessed, with the
remaining ones employed as test sets. The sizewvahnsidered for the training set were
Ts = {10, 20, 30,40,50} (in percentage). Each classification model wasiobtl by
applying the SVM classifier [20] by using a histagr intersection kernel [48] based on
the set or subset of features and on the sampthks tfaining set. Afterwards, the samples
of the test set were classified based on the @leestson model and the predicted classes
were compared to the known classes. Classificgienfiormance metrics, such as the
precision for each class and the accuracy for eamtiel, were measured to assess the

quality of the results obtained.

The following experiments for feature classificatiovere performed: 1) the first
experiment involved asymmetry classification, inetiils = 10 was considered the best
training set, 2) the second experiment comprisedtrder classification, in which =
50 was considered the best training set, 3) the tixpleriment comprised the colour
classification, in whichHlx = 50 was considered the best training set, and 4) dbe |
experiment was the texture classification, in whigh= 30 was considered the best
training set. The feature classification results shown in Table 2. The asymmetry
classification obtained good results for both aassn contrast, the texture and colour
feature classifications have not led to good gdizateon between the classes, whereas
border feature classification has resulted in aaraye distinction between the two

classes.
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Table 2: Feature classification results of the psmgl approach.

Classificatiol Radial basis function Histogram intersection

Class 1 Class 2 Class 1 Class 2

7 . Accuracy (%) . ) Accuracy (%)

Precision (%)  Precision (%) Precision (%)  Precighn
Asymmetr Symmetric Asymmetric Symmetric Asymmetric

60.71 73.62 69.4¢ 89.2¢ 10C 96.5¢
Bordel Regula Irregulal Regula Irregulal

22.8¢ 94.3( 81.3¢ 71.4¢ 74.6¢ 74.0¢
Coloui Uniform Non-uniform Uniform Non-uniform

43.7¢ 75.71 73.0¢ 56.2¢ 75.1¢ 73.5¢
Texture Regula Irregulal Regula Irregulal

61.6¢ 64.1( 62.7¢ 60.3¢ 69.27 64.21

The results obtained for the skin lesion clasdiiicaare shown in Table 3. The
following experiments for skin lesion classificatiovere performed: 1) the first
experiment involved classification between nevussaborrheic keratosis, in whith =
40 was considered the best training set. Althougkdheio types of lesions are benign,
the classification model had an average separbgbmeen the two classes, 2) the second
experiment was determined by the classificatiomwbeh nevus and melanoma, in which
Ts = 50 was considered the best training set. The claasidin result between these two
types of lesion has not been quite expressivegessegeral samples of the database are
composed of skin lesions that do not exactly follth& rule that distinguishes these
lesions, and 3) the last experiment was based emlssification between seborrheic
keratosis and melanoma, in whith= 20 was considered the best training set. In this
case, such lesions are usually too similar, wiiute being the main feature used to
differentiate them. Therefore, the outcome of thdure classification properly explains
why the classification results between seborrheiatosis and melanoma were not so

expressive.

Table 3: Skin lesion classification results of gneposed approach.

Classificatiol Radial basis function Histogram intersection
Class 1 Class 2 Accuracy (%) Class 1 Class 2 Accuracy (%)
Precision (%)  Precision (%) y % Precision (%)  Precigidn y e

Nevus- Keratosi:

(Class 1 — Class 2) 72.22 73.33 72.84 77.78 80 79.01
Nevus- Melanom:

(Class 1 — Class 2) 56.67 73.02 69.87 76.67 73.81 74.36
Keratosis— Melanom: 60 7264 69.73 80 2264 433

(Class 1 — Class 2)

The classification results obtained by applying tirtogram intersection kernel for
the SVM classifier were compared with the resulitamed by applying the radial basis
function (RBF) kernel [1,16,37]. The comparisorutesbetween the two kernels for both
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feature and skin lesion classifications are showhable 2 and Table 3, respectively. The
application of a histogram intersection kernel sbdvsuperior performances for the
image classifications. Although the border clasatibn by using an RBF kernel had

better accuracy than the classification by usingistiogram intersection kernel, the

precision of the regular border classification wamewhat low (22.86%). On the other
hand, the border classification by using a histognatersection kernel achieved a more
balanced classification result between the regamar irregular classes. In regard to the
colour and texture classification, the results wenglar for both kernels. In contrast, the
asymmetry classification presented significanB8yperior results. Moreover, the

application of a histogram intersection kernel prded much better results for all skin

lesion classifications than the RBF kernel.

The proposed approach has been developed usingMdtlab 8.4.0.150421
environment for the algorithms of pre-processinggnsentation, post-processing and
feature extraction; and 2) Dev-C++ 5.11 environmfamt the algorithms of texture
extraction and classification. The pre-processieg 0ok 63.76 s in smoothing the 385
images. As to the segmentation step, the algorittmk around 49.12 min to segment the
images. The post-processing step required 5.0®8hance the segmented images. The
extraction of the image features from the enhamoedes required 1.54 min: asymmetry,
48.65 s; border, 7.35 s; colour, 6.53 s; and text2®.44 s. Finally, the classifier required
a total of 4.48 s for the training and testing stépom these values, which are the average
times over 10 runs, one can note that the segnn@mttep was the most time-consuming;
however, the computation time required by this si&p be considerably decreased by
using optimized C/C++ implementations. All algonitk were performed on an Intel(R)
Core(TM) i5 CPU 650 @ 3.20 GHz 3.33 GHz with 8 GBRAM, running Microsoft

Windows 7 Professional 64-bits.
5. Conclusion and futureworks

There are several approaches in the literaturgifgmented skin lesion classification.
Nevertheless, most of the studies involve only aetopy images, in which these images
may be more difficult to obtain, since they requirelermoscopy devicén contrast,
macroscopic image®may be obtained using common digital video or imeg@eras, so
that many computational methods to process therornbe@ccessible to dermatologists

in several regions of the world. Furthermore, thatdre classifications in macroscopic
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images are still little explored in research oroawdted diagnosis, and most studies do
not deal with the classification of all featuresisigered in this paper.

An approach was presented for the segmentatiomlassification of pigmented skin
lesions in macroscopic images. This approach isas an anisotropic diffusion filter,
Chan-Vese’s model and a SVM classifier to allowdgtracting lesion features and the
distinguishing between some types of skin lesiam®yrder to assist dermatologists in
their diagnosis. Asymmetry, border, colour anduexproperties were considered for the
classification process. Although the proposed aggroachieved good segmentation
results, mainly with noisy images, it may not pemiowell on images with too low
contrast boundaries, shadows and reflections. Batture and skin lesion classification
presented significant results. However, some dlaasbn results were not expressive,
e.g., the colour and texture based classificatidfisereas these features were extracted
from the originaRGBimages of the databases, in which some imagesioawio much
hair and too many reflections and shadows. Thegefsuch artefacts may harm the
assessement of the colour and texture propertifsedesions. In addition, the features
of some images of the databases are too heteragerieo both classes, which can
adversely affect the classification results. Unbedall databases regarding the number of
samples for each class may have decreased thaeagairthe classification results, since

the classifier tends to be based on classes wathitihest occurrence.

In conclusion, future studies regarding the segatemt and classification of
pigmented skin lesion images should involve seagtior new methods aiming to
develop more efficient and effective systems fdtdsecomputational diagnosis based on
macroscopic images. For example, the developmenmethods for dealing with
reflections and shadows may be considered, in dadsplve the previously discussed
problems concerning the image segmentation stéyer@atures and types of pigmented
skin lesions may also be approached for the purpdsesions classification from
macroscopic images. The skin lesion classificatesults can be improved using deep
learning architectures, since these architectusge presented excellent performances in
different applications, including of Computationvasion. From the advantages that these
architectures have revealed, one can stress tlaeibapf learning from large amount of
data in an unsupervised way [59]. Therefore, deaming architectures should be taken

into account in future works related to the clasatfon of skin lesions in images.
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Abstract

There has been an alarming increase in the nunflekiro cancer cases worldwide in
recent years, which has raised interest in comipui@tsystems for automatic diagnosis
to assist early diagnosis and prevention. Featxraction to describe skin lesions is a
challenging research area due to the difficultyatecting meaningful features. The main
objective of this work is the find the best comlioa of features, based on shape
properties, colour variation and texture analysgisbe extracted using various feature
extraction methods. Several colour spaces arefosdide extraction of both colour- and
texture-related features. Different categorieslassifiers were adopted to evaluate the
proposed feature extraction step and differentifeagelection algorithms were compared
for the classification of skin lesions. The devedskin lesion computational diagnosis
system was applied to a set of 1104 dermoscopigesiaising a cross-validation
procedure. The best results were obtained by amuopt-path forest classifier with very
promising results. The proposed system achievedcauaracy of 92.3%, sensitivity of
87.5% and specificity of 97.1% when the full seffeditures was used. Furthermore, it
achieved an accuracy of 91.6%, sensitivity of 8#d specificity of 96.2%, when 50
features were selected using a correlation-basgdrieselection algorithm.

Keywords: Feature extraction and selection; Fractal dimenaralysis; Discrete wavelet

transform; Co-occurrence matrix; Skin lesion imalgssification.
1. Introduction

Dermoscopic images are widely applied for automatedjnosis of pigmented skin
lesions. Such images can be acquired from dermatestevices or specific cameras to
provide a better visualization of the pigmentatmattern on the skin surface. Several
computational systems have been proposed to admistatologists in obtaining an
effective diagnosis [1]. These systems can be ts@donitor benign skin lesions, and
malignant lesions may be diagnosed at an earlyestgthat the patient has a higher

probability of being cured with less aggressivadpees.

The features extracted from skin lesion images mamesent their class, e.g., benign
or malignant. Several methods to extract shapéeucoand texture-related features for

the automated diagnosis have been proposed intéhatlre [2,3]. Such features can
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represent skin lesion properties adequately. Negkass, few of them combine different
methods to extract features in a similar categexy., texture analysis. The assessment of
classifiers is an important issue for pattern redtgn processes [4]. Other difficulties
involve defining which features are meaningful é&scribe the skin lesions, including the
presence of highly correlated, redundant and wegle features. Some studies have
proposed feature selection methods [5] to overcthrage problems [2,3]. An overview
of the computational methods for pigmented skimleslassification in images, which
addresses the feature extraction and selectionthanclassification steps, is presented in

Oliveira et al. [6].

The aim of the present study is to find and exttlhetmost relevant features for skin
lesion computational diagnosis based on shape giregecolour variation and texture
analysis using different techniques. Figure 1 pesian overview of the skin lesion
classification approach proposed in this study. iaén contribution of this study is the
texture analysis based on twelve colour channahgestexture features are usually
extracted using grey-level images or few coloumcteds [3,7]. In addition, these features
are combined with shape and colour features totaarisa set of features. A dataset is
constructed from this set of features with a nundfesamplesx;). According to the
number of imagesa for a given classification problem= 1, ..., n. Each samplex{) is
composed oin features %;,,,) and the class to which it belongg)( Such a dataset is
used in the image classification process of bewigmalignant lesions using different

classifiers and feature selection algorithms.

EEE—
Image dataset __,| Shape feature
R extraction ] Feamures Classes
il - I i L
'  EEEE——

! Benign
Colour feature
extraction

Classification

Malignant

._

T
Texture featurs

extrachon
L —

Binary masks

Figure 1: Overview of the proposed approach forskie lesion classification.
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This paper is organized as follows: The proposatufe extraction system, based on
shape, colour and texture properties, is explainegsection 2. The algorithms used for
selecting features and classifying skin lesiongiénmoscopic images are detailed in
Section 3. The experimental results and their disicn, are presented in Section 4.
Finally, the conclusions drawn and the proposalsfiiture studies are expressed in
Section 5.

2. Proposed feature extraction

In this section, a combination of features to repne the skin lesion images is proposed.
These features are based on clinical approachesioan used by dermatologists when
diagnosing skin lesions. Various features have lpgeposed in the literature for skin
lesion diagnosis in dermoscopic images [6]. Theufeaextraction step is based on the
intensities of the pixels in the regions of inté(@0Is) defined by specialists, i.e., binary
images, where the non-zero pixels belong to theresnd the others to the background
skin. The features described are categorized ipesipaoperties, colour variation and

texture analysis in Table 1.

Table 1: Features extracted from skin lesion imdgeed on shape properties, colour variation
and texture analysis.

Number of
Skin lesion features Denotation features
(channels)
Shape properties
Geometrical properties A,P,ED,CO,CI,S,R,AR,e 9
Lesion asymmetry Us, S2, 5 3
Border irregularity ps, Vs, ls, p1, v, 1, 6
Colour variation
dCé)\I/(i);tgoe:]verage, variance and standard U2, 5, 3 (x 12)
Minimum and maximum colours min,, max, 2 (x12)
Colour skewness SK, 1(x12)
Texture analysis
Fractal dimension analysis D? 1(x12)
Discrete wavelet transform E(Sb)., H(Sb):;Sb =10 20 (x 12)
Co-occurrence matrix ASM,,C,,CRL,VAR,,IDM,,SA,,SV., 14 (x 12)

SH,, H,, DV, DH,, CRL1,, CRL2,, MCC,

2.1. Shape properties

Shape properties provide measures of the lesiosedban their geometrical properties,
their asymmetry or irregularity of their bordersheEe features are important for skin

lesion diagnosis, as an asymmetric shape, bonegyuiiarity or ill-defined structure can
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characterize malignant lesions. Other geometricgbgrties of the lesion area which are
commonly computed include the number of pixelsdaghe lesion region, aspect ratio,
compactness, perimeter, greatest and shortest theneequivalent diameter,

eccentricity, solidity, rectangularity, and circutg [2,3,8].

The lesion asymmetry can be evaluated by dividivegregion of the lesion under
analysis into two sub-regions using an axis of syt and thereby analyse the
similarity of the area by overlapping the two selgions of the lesion along the axis. In
some studies, the axis of symmetry is based bofbrraad minor axes [2,3]. Features
extracted from a wavelet transform [3,9], Fourransform [10], fractal dimension [11],
and irregularity index [3] have also been usedsteas border irregularity. In this study,
18 lesion shape features were extracted from eaabe under analysis. These features
are based on some of the standard features prévimestioned and some new features

presented in a previous study [12].

2.1.1. Geometrical property measures

These measures can provide the geometrical prepe@ita lesion by comparing the shape
of the lesion with geometrical objects, e.g., aleior a rectangle. However, some of these
features depend on the image resolution and frelyutre properties of the images are

different as they may have been acquired from wffe distances and therefore, have
different resolutions. Consequently, a normalizagwoocedure is required. This will be

considered in the following sections.

a) Lesion area and border perimeter: The lesion dresathe number of pixels within
the lesion border, and the border perim&és the number of pixels along the lesion
border.

b) Equivalent diameter, compactness and circularityeSE measures are based on a

circle. The equivalent diamet&D is the diameter of a circle whose area is same as

the lesion ared, which is given byeD = \/4 A/m. The compactnes&0 measures
the ratio of the lesion area to a circle with tlane perimeter. Nonetheless, an
alternative version based on the perimeter caralmilated as the ratio between the
equivalent diamete£D and maximum diameteMD of the lesion [2],C0 =
ED/MD. The circularityCI is the measure of how closely the lesion areacauies
that of a circleCI = 4 A /P2.

c) Solidity and rectangularity: These measures aredas a convex hull (it checks a
curve for convexity defects and corrects them) arlibunding rectangle from the
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lesion area. The solidity is computed by the ratio of lesion ar#o its convex hull
areaCH, S = A/CH. Rectangularityr is the ratio of the lesion area to the bounding
rectangle are&A4, i.e., a bounding-box® = A/BA, whereBA = width * height.

d) Aspect ratio and eccentricity: These measures @mased on the structure of
moments, up to the 3rd order of a lesion shap€elf#. aspect ratidR is determined
by the ratio of the length of the major adisto the length of the minor axis,, AR =
A;/A,, whereA; andA, are given by:

1/2

A A, = {8{"1“02 + muyo & [(Mmuy, — muzo)2 + 4mu11]1/2}} (1)

wheremu,;, defined in Eq. (2), is th(i, j)th order of central moments of the lesion
shape. The reIation(cx, cy) denotes the lesion shape centroid given dy=

my/Mmyo andc,, = myy/mgyo, Which is computed from the geometric momeni;;,

given by Eq. (3).

i J
mug; = Y2 (e — ) (v —¢y) (2)
my; = Y2 Y xt -y 3)

The eccentricitye is a measure of the shape elongation of the lagigion, which
can be computed as:
e = [(mug, — muyp)?*4muy 1/ (Mg, + muyg)?, (4)

wheremu;; is the central moments defined in Eq. (2).

2.1.2. Lesion asymmetry
In order to extract features based on the asymnpetryerties, adapted from Oliveira et
al. [12], the region of the lesion under analysislivided into two sub-regior(®,, R,)

by an axis, according to the longest diagomaldefined by the Euclidian distance:

D) = V(1 — %)% + (31 — ¥,)?, where(xy,y,) and(x,,y,) are the coordinates of
the border pixelp andq. All the border pixels are analysed in order talfvhich pair
has the greatest distang, ,y. Perpendicular line$; from the pixels of the longest

diagonald are computed to analyse the similarity betweendumregions of the lesion.
Afterwards, two semi-lines are determined from gaatpendicular line of the s&t, one

semi-line represents the sub-regi®n and the other represents the sub-regign

The distanc®, 4, of the semi-line for both sub-regio(®,, R ) is computed for each

perpendicular, wherg is a pixel of the diagonal andq is a pixel of the border. The

ratio between the shortest and longest distancesdban the semi-line&R;, R,) from
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each perpendicular line of sgtare computed. The ratio between the two semi-lags
determine whether the lesion area is more symmeitnaore asymmetric to a particular
pixel of the longest diagonal. Three features atBaeted to represent the lesion
asymmetry: average,, variances? and the standard deviatiepfrom the ratios between

the two semi-lines based on all perpendicular |wfesets;.

2.1.3. Border irregularity

The border is represented by pixels that make @petion boundary. A one-dimensional
border of the lesion under analysis is definedxtimaet features based on this property.
The number of peaks, valleys and straight linde@border is computed using the vector
product and inflexion point descriptors from theeatimensional border, according to
Oliveira et al. [12]. The inflexion point descriptaims to analyse border pixeaPs to
define which pixels show a change of direction. ta other hand, the vector product
descriptor aims to analyse the border pixels tatiiepeaks and valleys with substantial
irregularities. Six features are extracted to repné border irregularities: 1) the number
of peaksps, valleysvs and straight linegs based on small irregularities of the border
using the inflexion point descriptor; and 2) thentner of peakg, , valleysy, and straight

linesl; based on large irregularities of the border usigvector product descriptor.
2.2. Colour spaces

Several different colour spaces, described in itezature, are used to obtain more
specific information about the colours of a lesj6h Here, for the extraction of colour
and texture features, four colour spaces were IR HSV, CIE LabandCIE Luy
which correspond to 12 channels= 12. These colour spaces are commonly used to
represent the colours of skin lesions [2,8,13 H&]V, CIE LabandCIE Luvcolour spaces
represent colours based on human perception. Fortine, CIE Lab andCIE Luv are

unified colour spaces and can simplify the idecsifion of colour properties [15].

a) RGBcolour space: This colour space represents thencahvalues of the red, green
and blue channels, and is widely used, since tlagés are originally obtained with
this colour space. Moreover, the origindlGB colour image can be used for
conversion to other colour spaces. Although thisowo space presents some
disadvantages such as high correlation betweercthenels and no perceptual

uniformity [16], several studies have achieved gaesilts from it [2,8].
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b) HSV colour space: This colour space represents the $ateration and value

channels, which define the perceived colour of aathe purity of colour and the
brightness of colour, respectively. The convergiom theRGB colour space to the
HSV colour spaces is given by:

V = max(R,G,B) ,

¢ (V—min(R,G,B)/V, if V#0
_{0, ifv=0"

60(G — B)/[V — min(R, G, B)], if V=R
H=1{120+60(B —R)/[V —min(R,G,B)], if V=G ,
240 + 60(R — G)/[V — min(R, G, B)], if V=B

H=H+360, if H<O0, (5)
where0 < H <360,0 <S5 <1and0 <V <1, and the separation of each channel
corresponds tél = H/2,S = 2555 andV = 255V.

CIE Lab and CIE Luv colour spaces: These colour spaces were proposédeb
International Commission on llluminatio@kE, in French), whose main goal was to
provide a uniform colour space. This means thatiteance between two colours in
such a colour space is strongly correlated withhiln@an visual perception. Another
advantage of these colour spaces is the sepadidtiba luminance componehntrom
the chrominance channels, p) and (i, v). A difference between these two colour
spaces is that thélE Lab colour space normalizes the values by divisiorh e
white colour point of the€CIE XYZcolour space, whereas tldE Luv colour space
normalizes the values by the subtraction of sugthiée colour point [15,16]. The
conversion fronRGBcolour space to thelE LabandCIE Luvcolour spaces is based
on theCIE XYZcolour space. Considering the valugs Y,,, andZ,, as being the
white colour points, th€IE Labcolour space is computed by the following equation
- {116(Y/Yn)1/3 — 16, forY > 0.008856

903.3Y/Y,, forY < 0.008856
a = 500[(X/X)Y3 - (Y/v)Y?3],
b =200[(Y/Y)Y3 - (Z/Z)Y?], (6)

where0 < L <100, -127 < a <127 and—127 < b < 127, and the separation of
each channel corresponddite- L * 255/100,a = a + 128 andb = b + 128. And

finally the CIE Luvcolour space is computed by the following equation
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_ {116(Y/Yn)1/3 — 16, forY > 0.008856
903.3Y/Y,, forY < 0.008856

u=13L(u" —u,),v= 13L(v' —v,),

u' =4X/X+15Y+3Z,v' =9Y/X + 15Y + 3Z,

u, = 4X,,/X, + 15Y, + 3Z,,, v,, = 9Y,,/X,, + 15Y,, + 3Z,, , (7)
where0 < L <100, —134 < u < 220 and—140 < v < 122, and the separation of
each channel corresponds fto= L * 255/100, u = 255/354(u + 134) andv =
255/262(v + 140).

2.3. Colour variation

Statistical measures based on several colour spaeemmonly applied to the feature
extraction from the lesion region [2,8,14]. Furthere, these measures are also applied
to other regions associated with the lesion borddére background skin [8] and
surrounding skin (inner or outer peripheral reg)d@$are examples of such regions that
are considered for feature extraction. Skin le$gatures based on relative colours have
been proposed [2,8] in order to assess colourresftom the different regions associated
with the lesion. Basic colours in the skin lesibase also been considered and computed
[17].

In order to analyse the colour variation, six statal measures are computed for each
colour channek of the lesion region using the four-colour spaassdefined earlier,
with ¢ = 1,2, ...,n, wheren is the number of channels used for the colourufeat

extraction.

a) Colour average, variance and standard deviatiores@hmeasures evaluate the

average and the variation of a set of lesion intgnaluesl,, of each colour channel
c. The averageu., variances?, and standard deviatios). are computed by the

following equations:

He = 201 (1) (8)
g2 =_L yN (1 _ )2 (9)
c N—14&p=1\P Ue ’

Se = /s, (10)

whereN is the number of pixels of the ROI in the image.
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b) Minimum and maximum colours: These measures defimree minimum value,
min, = min(1,), and the maximum valuepax, = max(I,) of the set of lesion
intensity valued,,, of each colour channel

c) Colour skewness: This measure computes the asymSgietrof the data around the

set of lesion intensity valuds:

1 3
SK. = [ﬁ2g=1(1p - :uc) ]/503 ) (11)
whereu, s are the average and the standard deviation o$d¢hef lesion intensity

valuesl,, andN is the number of pixels of the ROl in the image.

2.4. Textureanalysis

Texture analysis methods are usually categorizestrastural, statistical, model-based
and transform. Although the structural approachviges a good symbolic description,
some extracted features can be more useful fohegist rather than an analysis task [18].
Among the various statistical methods, the co-aerwe matrix has shown potential for
effective texture discrimination of dermoscopic gea [8,14,19]. Fractal dimension is a
model-based method, which is also potentially uskfutexture analysis [3]. Fourier
[20], Gabor [21] and wavelet [3] transforms areoapplied to extract texture features in
skin lesion images. Texture analysis methods baseke Fourier transform may present
poor performance, due to its lack of spatial laalon, whereas a Gabor filter allows a
superior spatial localization. However, the wavéiabsform presents several advantages
compared to the Gabor transform, i.e., varyingsipettial resolution allows it to represent
textures using the most suitable scale, and thexesen several possibilities for the
wavelet function, in which is possible to choose blest wavelets for a given application
[18].

In order to obtain the best features to represenskin lesion texture in this work three
different texture analysis methods were chosen. t€kture features are computed for
each colour channel using the four-colour spacetefised earlier. Thus, a total of 420
texture features are extracted: 12 features franfréctal dimension analysis [22], 240
features from the discrete wavelet transform [23)i 468 features from the single-

channel co-occurrence matrix [24].
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2.4.1. Colour image-based fractal dimensional analysis

In order to extract the texture properties of then desions, fractal dimensions are
computed from the image under study using a boxvbog method (BCM), since it is
simple and effective for skin lesion analysis [8]fractal dimension [22] is a procedure
for splitting the input image into several quadsatd quantify the irregularity level or
self-similarity of the image fractals, according b= log(P)/log(1/T), where P
represents the number of elements of the self-ainpidirts that reconstruct the original
image, andl is the number of quadrants corresponding to difraof its previous size.
The BCM projects a grid over the image; i.e., tidiés the image into several squares.
The process is iterative, in which the size of esghare decreases and the number of

squares that covered the fractal is counted at iaxettion.

The bi-dimensional fractal dimensidd¢, which is computed individually for each

channelk of the colour spaces, is defined as:

1 .
D = ;(zyg;” YD)+ 1, withe=12,..,n, (12)
where D; ; is the fractal dimension obtained at each itematice., it is computed

individually for each row and columry of the imageN is the total number of fractal

dimensions, and is the number of channels used for the textureifeaxtraction.

2.4.2. Colour image-based wavelet transform

In this work, a bi-dimensional wavelet transformused to decompose a 2-D image, to
which one-dimensional transformations are appinelividually along the horizontal and
vertical directions of an image [23]. The decomposiof a one-dimensional signg(t)

is based on a family of wavelet functions that llgua defined as complete and with an

orthogonal base:

Wap = [ fF(O)Pap(t)dt . (13)

This family is obtained by dilating and translatiagsingle function defined as the

mother waveletp:

Yo (®) = =0 (5), (14)

wherea andb are the parameters of dilating and translatingpeetively. Whem andb

are defined for discrete signals, a discrete wawedasform (DWT) is obtained.
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The DWT, based on a multi-resolution, decomposesaurt signal in two new signals
with different frequencies using quadrature mifieers. Such signals correspond to low-
and high-pass filters that represent the wavelettians (mother wavelet)(t) and
scaling functions (father wavelep)t), respectively. The low-pass filter corresponds to
approximation coefficients, whereas the high-padterf corresponds to detalil

coefficients.

The decomposition of a bi-dimensional signal udDWT yields a sub-sample with
four sub-bands for one-level of decomposition #rat LL, LH, HL, HH. The sub-band
LL corresponds to the clustering of low-pass fitigrin the lines and columns. The sub-
band LH corresponds to the clustering of low-pal$sring in the lines and high-pass
filtering in the columns. The sub-band HL corresp®no the clustering of high-pass
filtering in the lines and low-pass filtering ingtlcolumns. The sub-band HH corresponds
to the clustering of high-pass filtering in thedsand columns. These sub-bands have an
equal number of pixels as the original image. A tivlalel decomposition can be
considered, when the decomposition is applied sdoely to the LL sub-band. The result

of such decomposition is standard pyramidal wawd#ebmposition.

A problem in this wavelet decomposition approadhéslarge number of features that
can be obtained depending on the number of leagld and it can give the classification
a high computational cost. Here, a-three-level dgmusition was used to decompose the
colour images, which is considered sufficient toresent the image texture. Therefore,
ten sub-bands were obtained for each channel aidloeir spaces. A Haar wavelet filter
was used to implement the DWT, with the coefficsetefined ag = (1.0/v2,1.0/v2).
This filter was used since it is simple and hasmb@eviously applied to extract texture

from skin lesion images [25].

The energyE (Sh),. and entropyH (Sh),. measures for the feature extraction from the

coefficients obtained by DWT are computed for eaab-bandSh and each colour

channek:
E(Sb), = \/%z;g;vs cols(sb?,) (15)
H(Sb)e = 3 B12y° 525 [sb?; x log(sb7))] (16)
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whereSb; ; corresponds to the sub-band coefficient for theelpi,j andN is the total

number of pixels in the sub-band. These measueesanmonly used to represent the
texture of skin lesion images [3].

2.4.3. Colour image-based co-occurrence matrices

The grey-level co-occurrence matrices (GLCMs) repné the relationship between the
intensities of neighbouring pixels to charactetiize texture of an image [24]. Such a
matrix m(i, j,d,0) is obtained by the joint probability of occurrenct grey-levels
considering each pair of neighbour pixglsof an image, where these pixels are separated

by a distancel and in a specific directiof.

In this study, co-occurrence matrices (CMs) weredu®r the colour channels. The
single-channel co-occurrence matrices (SCMs) wppdied separately to each colour
channel, withc = 1,2, ..., n, wheren is the number of colour channels. The parameters
used to set up the matrices are based on Hardliek §€4]. The intensities of each
channel are quantized by an equal probability qmagt algorithm, withg = 16. The
distanced between one pixel and its neighbourslis- 1, and four orientation§ are
consideredd = (0°,45°,90°,135"). In order to extract rotation invariant features,

normalized SCM is obtained from the SCMs correspuantb the four orientations.

From the normalized SCM, 14 statistical measurssdban Haralick’s texture features
[24] were extracted from the image: angular secommment ASM,., contrastC,,
correlationCRL,, variancelV AR, inverse difference momenbM,, sum averagéA,,
sum varianceSV., sum entropysH,, entropyH,, difference variancdV,, difference
entropy DH,., information measure of correlation ARL1., information measure of
correlation 2CRL2., and maximal correlation coefficieCC,.. These features are
expressed in Eq. (17)-(30), whene, ; is the entry value in the positiapj of the

normalized matrix, anf¥ is the number of different intensities containethie quantized

image:

ASM, = S, SN (my )", (17)
Ce = XLy X[m0 = N7 (18)
CRL, = [ZiL ZJa(i X J x myj) — wetty] /020y, (19)

152



COMPUTATIONAL DIAGNOSIS OF SKIN LESIONS FROM DERMOSCOPIC IMAGES USING A COMBINATION OF FEATURES

wherepu,, u,, o, ando, are the averages and standard deviations,of Z?’zl(mi, j)

andm,, = ¥, (m;;); and:

VAR = XL, XV, [G — w)*my;] (20)
IDM; = EiLy B)os[m;/1+ (= D] (21)
SAc = Y X Myiy@py) s (22)
SVe = B[ = SEcn)*Maryo)] (23)
SEc = = ZE Mty 10g(Mary)] . [24
He = YN, X q[m;;log(m; ;)] (25)
DV, = variance(m,_, ), (26)
DE; = — Y55 My log(my—y )] » (27)

where my,yi = Loy XV1(m; ), with k=23,..,2N, i+j=k, and my_,q) =

N3N (my), withk = 0,1, .., N — 1, |i — j| = k; with:

CRL1, = (HXY — HXY1)/max(HX, HY) , (28)
CRL2, = (1 — exp[—2.0(HXY2 — HXY)])'/?, (29)
where HX and HY are entropies ofn,, andm,,, HXY = =%, ¥V, [m;;log(m, )],

HXY1 = — Zév=1 Z?’zl[m” log(mx(l)my(]))] ’ and HXY2 = — Zév=1 Zyzl[mxa)my(]) 10g(mx(l)my(j))] ’

and:

MCC, = (second largest eigen value of Q)/?, (30)

whereQ; ; = XX [(mimj )/ (Maymyae) ]
3. Skin lesion classification

Here, first the set of features for skin lesiormgdiasis are constructed, and then classified.
The classification process must be accurate, stnseused to assist dermatologists in
their diagnosis; however, the accuracy of the diaaton depends on several factors,
such as a reliable dataset. The pre-processing istethis study included data
normalization, dataset balancing and feature gelecthe classification was carried out
using the Weka library [26].
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3.1. Data pre-processing

The data pre-processing step, which precedes #ssifitation process, normalizes the
dataset values from the feature extraction proasshey contain different ranges, and
some classifiers cannot handle such differences.niimalization procedure scales all

numeric values in the dataset to within the sartexval [0,1] by computing:
XN = [Xim — min(x;,)]/[max(x;m,) — min(x;,)] (31)

wherex;,, is the actual value of the featurein the samplée, with the minimum and
maximum values of features of all the samples,sang is the normalized value of the

same featuren in the same sampie

Another problem is unbalanced datasets. Here th@setawas composed of 916
samples of benign lesions and 188 samples of naaliglesions. These unbalanced
datasets with different numbers of samples in etats can decrease the accuracy of the
evaluation result, since classifiers tend to piimei classes with the highest occurrence.
Sampling methods are used to overcome such probJ&ifjs and in this work a
resampling procedure was applied to the datas¢tTh& procedure produced a random
subsample of the dataset using sampling with rept@nt and a uniform distribution of

the samples was made.

Another problem that also affects the performantelassifiers is the choice of
meaningful features to represent the images. Thexefeature selection algorithms that
aim to find the best feature subset are used. Thlgeeithms are usually a combination
of both search and evaluation methods. Searchegiest can be applied to select a
candidate subset from extracted features of skinmes, which is evaluated and compared
to the previous best subset until a given stoppirigrion is reached. The feature subset
selection consists of finding features through &ear ranking methods in order to

identify a candidate feature subset for evalugpimtess.

The ranking method produces a ranked list of festbased on the evaluation process.
The search method influences the search directidneaecution time of the selection
process depending on the search strategy adoptéch wan be complete, sequential, or
random [28]. The sequential search strategy is llysuged for skin lesion feature
selection and it can be by the forward, backwardidatirection selection. The forward
selection process starts with an empty set, andekefeatures are gradually added to the
set, according to the performance obtained frometveduation method, whereas the
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backward selection process starts with all feataresthe worst features are removed at
each iteration. The bi-direction selection combitesgh the forward and backward

searches.

The evaluation process using filters allows foeassg the quality of selected features
without using any classification algorithms. Eadindidate subset is evaluated by
applying an independent criterion, which can beetlas several measures to compare it
with the best current subset previously establishiedhe new evaluated subset is
considered better then it becomes the best custdrset. These measures can be defined
as [29]:

» Distance measures that try to find the featuredhatseparate the classes as far as
possible from each other;

* Information measures that establish the informagiam from a feature and the
feature with the most information is preferred; and

* Dependency measures that are also known as cmrelaeasures applied to
evaluate the ability to predict the value of oretdee from the value of another, or

how strongly a feature is in regard to the class.

In this study, six feature selection algorithmssdzhon the measures discussed above
and on a feature transformation algorithm, weredusegenerate different subsets of
features. These six algorithms are commonly usethéoselection of skin lesion features
[6], since they present several advantages overgteuch as computationally efficient,
simpler and faster algorithms, independent evaluatriteria, and ability to overcome

over-fitting.

a) Relief-F feature selection [30]: This algorithmais extension of the relief algorithm
to deal with noise and multi-class problems. Théaslst samples are randomly
defined. For each sample that is defined, the stasmmples of the same and different
classes are selected using a nearest-neighbourtlatgd31]. The quality of each
feature is estimated, according to its value irarddo these closest samples.

b) Information gain-based feature selection [32]: Tigorithm estimates the quality of
a feature, according to its information gain inaeebto the class. The information gain
between each featufé and the clas§ is measured by the entropl; according to
the information theory criteria [33]. Thereforegtfeatures that have high information

gainlg r are considered the most relevant, whgge ) = H(C) — H(C|F).
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c) Gain ratio-based feature selection (GRFS) [26]sTdigorithm is also based on the
entropyH and it estimates the quality of a featuteaccording to its gain ratio in
regard to the clas§. Therefore, the features that have high gain rétig ) are
considered the most relevant, whérg; ) = [H(C) — H(C|F)]/H(F).

d) Correlation coefficient-based feature selection]:[3his algorithm estimates the
quality of a feature, according to its Pearsontseadation coefficient in regard to the
class. The correlation coefficient is computed lmp@ariance and variance between
the features and the class.

e) Correlation-based feature selection (CFS) [34]sTdlgorithm tries to find a set of
features that are highly correlated with a clagswaith low inter-correlation between
them. The degree of correlation between the featisreomputed by a symmetrical
uncertainty, which is a modified version of theorhation gain measure.

f) Principal-component analysis (PCA) [35]: Here thatfires are transformed to a PC
based on a correlation matrix, where eigenvectagstérs of features) are defined,
according to some percentage of the variance inotiginal data. The worst
eigenvectors are removed and the new featuresaaieed, according to the best

eigenvalues.

All feature selection algorithms discussed abowe single-feature evaluators, with
exception of CFS that is a feature subset evalu@te single-feature evaluators are used
with a ranking method, where the features are mnkdividually, according to their
evaluation, i.e., the most relevant. The numbédeatures to retain is previously defined.
The feature subset evaluators measure a subssdtafés and they return a value that is
used in the search [26]. In this study, both theedy stepwise and best first search
methods were applied. The greedy stepwise methaxtises feature subsets in either
forward or backward directions in a greedy way. $hkection process must stop when
the addition or removal of any feature worsenstliteome of the best-found subset until
that moment. The best first method searches thareeaubsets by greedy hill-climbing,

and the search direction can be forward, backwahi-direction.
3.2. Classification

In this study, the focus is on models with a singkssifier that can choose the best
classification using different datasets, e.g., gisin stratified k-fold cross-validation

procedure [26]. This approach splits the trainiegis k subsets of equal size and the
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procedure is repeated k times. In each procedume sabset is employed as a test set
while the others are used as the training set.bEs¢ model is chosen, according to its
performance, which is measured by averaging theracg obtained from each trial. This
procedure can be applied to avoid over-fitting whédsting the capacity of the classifier
to generalize. In addition, this approach has shgawod results compared with other

procedures [36].

Six different categories of classifier were appliedhis work to evaluate the dataset
from the extracted features: the k-nearest neigtstNN) [31], Bayes networks (Bayes
Net) [37], C4.5 decision tree [38], multilayer peptron (MLP) [39], support vector
machine (SVM) [40] which is the most commonly us#dssifiers, according to the
categories presented by Oliveira et al. [6]. Inigdid, the optimum-path forest (OPF)
classifier [41] was also used in this study. Tolllest our knowledge, no previous study

has used this later classifier to identify skindas in images.

a) kNN: Here, a search algorithm and a distance fanctre used to assess which
sample of the training set is closest to an unkneaumple and then assigning the
unknown sample to the class with the majority afdarest neighbours. The main
advantages of these classifiers are their simplioiimplement and the possibility to
add new samples to the training set at any time.

b) Bayes Net: This is a Bayesian learning-based dlguri[37] that computes the
probability of a given set of features to belong&ch class, assuming that the features
are independent. The Bayes Net learning uses salga@tithms and quality measures,
which provide a network structure and conditioralgability distributions.

c) C4.5: This algorithm is used to create a decisiea [42] that has a structure similar
to a flowchart, in which each internal node (noablgepresents a test of a feature,
each branch represents the result of the testearid external node (leaf) indicates a
prediction of the class. A complete decision trae contain unnecessary structures,
and strategies of pre-pruning and post-pruning lwarperformed to simplify its
structure. Pre-pruning involves decision makingiryrthe tree building process,
whereas in the post-pruning this is done afterwartie C4.5 algorithm divides the
features at the nodes based on information gapreitents overfitting which is also
a form of pre-pruning. The post-pruning in C4.5lgsea dense decision tree very
quickly. It can also deal with situations in whigbo features that individually present

no contribution, but are powerful predictors whembined [26].
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d) MPL: This algorithm is one of the most commonly disechitectures of artificial

f)

neural network (ANNS) [39] that are parallel distried systems composed of layers
of input and output elements linked by weightednamions. During the learning
phase, the weights are adjusted to predict thecioetass based on the input samples.
The MPL can include one or more layers of processatso called hidden layers,
placed between the input and output layers. Baokguation is a supervised learning
method widely used in the MLP architecture, whiohgists of forward and backward
processes applied to adjust the weight valueseo€timnections. The MLP algorithm
has good capability and flexibility to overcomeivas non-separable problems.
SVM: This classifier is used to build a hyper-plaaeseparate data, according to the
defined classes. This kind of classifier has beamroonly applied to classify skin
lesions due to its good overall properties. Furtiae, kernel functions simplify the
process of separating the non-linear data usingm@le hyper-plane in a high
dimension feature space. The radial basis fungiRiBF) and polynomial kernels
have been frequently used in several differentistufb]. For the SVM classifier,
Platt's [43] sequential minimal optimization algbm was used.

OPF: This is applied to solving pattern recognitmoblems as a graph based on
prototypes to represent each class by one or nprswam-path trees, considering
some key samples. The training samples are nodasomplete graph; whose arcs
are the link of all pairs of nodes. The arcs argghted by the distances between the
feature vectors of their corresponding nodes. Tassdication of a new sample is
defined, according to the strong connectivity & gath between the sample and the
prototype. Therefore, the path with minimum-costpag all paths, is considered the
optimum one. The OPF classifier shows some int@gegtroperties, such as speed,
simplicity, ability to deal with multi-class clagisation and overlapping between
classes, parameter independence and no assumatehsised on the shape of the
classes. For the application of the OPF classitievas used the Weka library based
on LibOPF [41] as proposed by Amorim et al. [44].

The performance of the classification was evaluataag accuracy (ACC), sensitivity

(SE) and specificity (SP) measures, which are basexlitcomes of classifiers, according

to the predicted class and known class. These masaepresent the number of correct

(true) and incorrect (false) classification for leadass, positive and negative. These

measures are commonly used according to Oliveiaa 8] and they are defined as:

158



COMPUTATIONAL DIAGNOSIS OF SKIN LESIONS FROM DERMOSCOPIC IMAGES USING A COMBINATION OF FEATURES

TP+TN

ACC =2 X 100%, (32)
TP

SE = ——x 100%, (33)
TN

SP = ———x 100%, (34)

where P is the number of positive samples and thasnumber of negative samples of
the dataset. Here, the positive samples reprekenbénign lesions and the negative
samples the malignant lesions. Therefore, TP (phasstive) is the number of correctly
classified benign lesions, TN (true negative) ig thumber of correctly classified
malignant lesions, FP (false positive) is the numddencorrectly classified malignant

lesions, and FN (false negative) is the numbenadirectly classified benign lesions.

A cost functionC adopted from Barata et al. [13] is used to de#hhe trade-off

between SE and SP, which is defined as:

C = €10(1-SE)+co1 (1-SP) , (35)

C10+Co1

wherec,, is the cost of an incorrectly classified benigside (FN), and,, is the cost of
an incorrectly classified malignant lesion (FP).eTlkosts used to evaluate the
classification were;, = 1 andcy; = 1.5, since an incorrect classification of a malignant
lesion is more critical. The lower the value of ttestC, the better is the classification

performance.
4. Experiment and Discussion

In order to evaluate the proposed feature extnagticthe classification of benign and
malignant skin lesions, two experiments were penés. First, the experiments for the
skin lesion classifications using all features lo¢ ataset are presented. Second, the
experiments for the feature selection of skin lesiare presented as well as these for the
lesion classification. In this section, classifioatresults are described and discussed. In
addition, the image dataset used to evaluate thaltseis presented, as well as the

computational time of the system.
4.1. Der moscopic image dataset

The dermoscopic images of pigmented skin lesiorsl is evaluate the extraction of
features were collected from the International Sikaging Collaboration (ISIC) dataset
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[45]. Examples of these images are shown in Figuia addition, the images are paired
with the expert manual that contains the skin lesliagnoses, as well as the ground-truth
lesion segmentations in the form of binary masksthis study, a feature extraction
approach, based on shape properties, colour @ariatid texture analysis, is proposed.
Moreover, since the shape properties are obtained the lesion borders, only the
images where the lesion fitted completely withie tmage frame were selected so that
the features could be extracted with greater pi@tisA total of 1,104 images were
selected from the original dataset. Of these, 9iéges were benign lesions and 188
images were malignant lesions. The images of tli@sdawere resized to an average

resolution of400 x 299 pixels to simplify their processing.

@ “®

© "\ (]

Figure 2: Four examples of dermoscopic imagesai(a) (b) are benign lesions, (c) and (b) are
malignant lesions.

4.2. Evaluation of the proposed feature extraction

The performance of the classification using allr&stied features was evaluated by
different classifiers, which were described in firevious section. Each classifier was
used with different parameters to find the bestlteswith a ten-fold cross-validation
procedure. A set of parameters was defined basgdemious studies that had used these
classifiers for skin lesion classifications [1348+48]. The best parameters from each
classifier, according to the experiments are sunz@adrin Table 2, and consequently,

these parameters were used for all other expersnerthis study.

The kNN classifier used a linear nearest neighBearch algorithm and three distance
functions were compared, i.e., Euclidean, ChebysimeVManhattan, to find the nearest
neighbours. Different values of k were applieddach distance function and the number

of neighbours used wds= {5,7, ...,25}. The Bayes net classifier used a hill-climbing
160



COMPUTATIONAL DIAGNOSIS OF SKIN LESIONS FROM DERMOSCOPIC IMAGES USING A COMBINATION OF FEATURES

search algorithm to find the network structures] amrsimple estimator to estimate the
conditional probabilities of a network. The paraenetipha for the simple estimator was
settled with the following valuegt = {0.1,0.2, ...,0.9}. The C4.5 classifier used two sets
to define the minimum number of samples per lédf,= {2,4,...,20} and M, =
{82,84,...,100}, and the values of the confidence factor usedpfaning wereCF =
{0.1,0.2, ...,0.9}.

Table 2: The best parameters for each classifier.

Classifier Parameters
k-nearest neighbours k:5
search algorithm: Linear NN Search (distance famctManhattan)
Bayes networks estimator: Simple Estimator (alfh®)
search algorithm: hill-climbing
C4.5 decision tree confidence factor: 0.3
minimum number: 2
Multilayer perceptron one hidden layer(features + classes) /2

learning rate: 0.3
momentum: 0.2

Support vector machine complexity parameter: 10
kernel: RBF (gamma: 0.1)
Optimum-path forest distance function: Euclidean

The MPL classifier analysed two values: one hiddgar of the neural network, with
H, = (features + classes) /2 and the otheH, = classes. The learning raté = 0.3
is the number of the weights that were updated tla@dnomentun = 0.2 was applied
to the weights when updating. The SVM classifiealgsed two kernels: the polynomial
and RBF kernels. In the RBF kernel, the parametsrga was carried out with different
values of¢ = {0.001,0.002, ...,0.1}, and the complexity parametér= {1,2, ...,10} was
applied to both kernels. And finally the OPF cléiessicompared three distance functions:
Euclidean, Chebyshev and Manhattan, in order @ the distances between the feature
vectors. Table 3 shows that good results were aetlieising the proposed extracted

features, mainly for the specificity of the maligh#esion classification (SP).

Table 3: Performance results for each classifigrguall features.

Classifier ACC SE SP C
kNN 75.8% 69.4% 82.2% 0.229
Bayes Net 68.2% 54.0% 82.4% 0.290
C4.5 86.9% 82.2% 91.5% 0.122
MLP 74.5% 61.2% 87.7% 0.229
SVM 91.7% 87.1% 96.2% 0.074
OPF 92.3% 87.5% 97.1% 0.067
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The best results were obtained by the OPF and Skbsifiers as shown in Table 3
(in bold), where both classifiers achieved a goedegalization between the classes.
Despite the fast training of the Bayes Net classitihe classification results were not so
expressive, as this classifier is sensitive to mednt features as it assumes that the
features should be independent. The kNN classifiernot make a good distinction
between the benign and malignant classes. Thisifitass sensitive to the existence of
irrelevant features, which explains these resuftéhough the MLP classifier is
competent to solve several non-separable problénvgas not able to make a good
distinction between the classes. Furthermore tyipis of classifier needs a long training
time for the size of the feature set. The C4.5sifi&s, on the other hand, resulted in a
more balanced classification result between thedlasses. However, this classifier can
have difficulties in dealing with correlated feaar All these classifiers can achieve

superior results using feature selection algorithms
4.3. Performance evaluation using featur e selection

In order to improve the classification results amdvoid over-fitting caused by a large
number of features, different feature selectiomatgms were performed to find the best
features for the classification process. The sHigg¢ure evaluators that use a ranking
method, i.e., the correlation coefficient, GRF$oimation gain, relief-F and PCA, apply
a certain number of features empirically defined\by: {25,50,75}, with the exception

of the PCA that chooses enough eigenvalues tottenkew transformed features. The
maximum number of featureB =5 was used in order to include the transformed
features, and the proportion of variarkte= 0.95 was used to retain a sufficient number
of PC features. Accordingly, 31 eigenvalues areciet by the PCA algorithm to
represent the vector with the new features. Thebmurof nearest neighbours for the

relief-F was defined as = 10 for the feature estimation.

In the case of the feature subset evaluator, CES, the greedy stepwise search
method, in either forward or backward directiongswapplied until the addition or
removal of any feature caused a lower evaluatibs fesulted in 37 features selected by
the forward direction and 50 by the backward dicectThe best first search method was
also performed in the directions: forward, backward bi-direction. However,
experimental results, using the classifiers disetiss the previous section, showed that
this second method did not improve the classiticaperformance over that obtained
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using the stepwise search method alone. Therefafg the stepwise method was used
with CFS for comparison with the other feature i@ algorithms.

Figure 3 shows the percentage of selected fediuresach feature selection algorithm.
The features were divided into five categories:pghaolour, fractal texture, wavelet
texture and Haralick’'s texture; the percentage wasiputed individually for each
category. Only the best configurations achievethénclassification results were used for
each feature selection algorithm. Therefore, 75ufea for the correlation coefficient,
GRFS, information gain and relief-F algorithms,f8atures for the PCA algorithm, and
50 features for the CFS algorithm were selectedused.
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Figure 3: Percentage of selected features aftetyiagpfeature selection algorithms: (a)
correlation coefficient, (b) GRFS, (c) informatigain, (d) relief-F, (e) PCA, and (f) CFS.

There were large differences between the featleets®n algorithms. The correlation
coefficient and information gain were the only algons that did not select features from
all the categories. The PCA algorithm selectedgiteatest percentage of features from
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the shape and colour categories, whereas the iafmmgain algorithm selected the
greatest percentage of texture features. The {€leforithm selected over 80% of the
fractal texture, but it did not select the wavebetd Haralick's texture features
proportionally. On the other hand, the GRFS and @lg8rithms selected features from

amongst all the categories in a more uniform way.

Table 4 shows the best classification results uature selection algorithms. These
results, show that the OPF classifier with theue=d selected by the CFS algorithm and
the MPL classifier with the features selected by @RFS algorithm achieved superior
results compared to the others, as presented i@ Bialn bold). In addition, the features
selected by the CFS and GRFS algorithms obtaingdrlyesults for the classifiers than
the other algorithms. As mentioned earlier, thdgerahms selected the features more
uniformly, which explains these results. The feasuselected by the PCA algorithm also
obtained good results among the classifiers, defipé fact that it selected fewer features
and with the C4.5 classifier it had a high SP rtesidwever, this classifier did not stand
out as much as the OPF and MPL classifiers, ite,@4.5 classifier had a higher

classification cost.

Table 4: The best classification results usinguieaselection algorithms.

FS algorithm

Classifier Features ACC SE SP C
(Search)

kNN CFS (Backward stepwise) 50 75.8% 67.8% 83.9% 229).
Bayes Net CFS (Forward stepwise) 37 74.4% 64.3% 49%4. 0.236
C4.5 PCA (Ranker) 31 89.7%  83.5% 95.8%  0.091
MLP GRFS (Ranker) 75 90.6% 86.6%  94.6% 0.086
SVM Relief-F (Ranker) 75 80.1% 76.1% 84.1% 0.191
OPF CFS (Backward stepwise) 50 91.6% 87.0% 96.2%  0.075

The classification results are presented in motailden Figure 4, where it is possible
to analyse the variation of the accuracy, sengitignd specificity, according to the
number of ranked features defined by the corretataefficient, GRFS, information gain
and relief-F algorithms. Figure 5 shows the vaoiatf the results for the features selected
by the PCA and CFS algorithms. In addition, thessifécation results for each feature
selection are compared with the results using thieeeset of features. From the feature
selection, the OPF and kNN classifiers maintaireir tresults, but they did not achieve
better results. The MPL, C4.5 and Bayes Net cli@ssihad better results with the feature
selection, whereas the SVM classifier achieved nhetter results with the entire set of

features.

164



COMPUTATIONAL DIAGNOSIS OF SKIN LESIONS FROM DERMOSCOPIC IMAGES USING A COMBINATION OF FEATURES

09
0.8
07
& gg R T
04 04
0.3 0.3
0.2 02
. 0.1 0.1
25 50 75 510 25 50 75 510 25 50 75 510
Number of features Number of features Number of features
——KNN —# BayesNet 4 C45 MPL —#%-SVM —e—OFF

. A .
25 50 75 510 25 50 75 510 25 50 75 510
Number of features Number of features Number of features
——kNN & BayesNet & C45 MPL —#—SVM —e—OFF
(®)
1
09 -
osf——§— & *
0.7 ] —e
06F—— .
%05 B
04
0.3
0.2
. 01 0.1
25 50 75 510 25 50 75 510 25 50 75 510
Number of features Number of features Number of features
——kNN —#® BayesNet & C45 MPL —#-SVM —e—OFF
(©)
1
09 ”—
0.85 : 4 A
0.7 r_’____.___,_,_.o——%
067 &% —F@m
% 05 "
04
0.3
0.2
. 0.1 0.1
25 50 75 510 25 50 75 510 25 50 75 510
Number of features Number of features Number of features
——KNN & BayesNet 4 C45 MPL —#—SVM —e—OFF
@

Figure 4: Variation of the classification measuseg;ording to the number of features defined by
the ranker of each feature selection algorithmdibrfeatures of the dataset: (a) correlation
coefficient, (b) GRFS, (c) information gain, and (elief-F.
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Figure 5: Variation of the classification measues;ording to the automatic number of features
established by the feature selection algorithmslideatures of the dataset: (a) PCA and (b) CFS.

Several automatic diagnosis systems have been ggdpgsing models with a single
classifier for the skin lesion classification, agsaused in this study. In Celebi et al. [2],
the proposed classification model based on the $Mbkifier achieved SE = 93.33% and
SP = 92.34% in a dataset of 564 dermoscopic imagdes.authors extracted 11 shape,
354 colour and 72 texture features. In Abbas d7$lthe proposed system obtained SE
= 88.2% and SP = 91.3% in a dataset of 120 dermpasounages. These authors applied
the SVM classifier to distinguish between benigd aralignant lesions using asymmetry,
border quantification, colour and differential stiwre features; however, the number of
features was not mentioned. Zortea et al. [49] gsed a computational system to
differentiate benign lesions and melanoma usingerichinant analysis classifier, which
achieved SE = 86% and SP = 52% in a dataset ofi@ffoscopic images. The feature
extraction in this later work used 6 asymmetrycblour, 3 border, 3 geometry and 30
texture features of skin lesions. Moreover, thevabmentioned studies also presented

the lesion segmentation processes.

The lack of a lesion segmentation process may bgidered a limitation of the present

study; however ground-truth lesion segmentationks\agere used in order to obtain a
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more accurate computational system. A segmentappnoach as presented by Ma and
Tavares [50] can be used to evaluate the effeas®mf the proposed classification
model in the segmented images. However, this stlidiynot use all the images of the
original dataset as mentioned earlier, the residtsnot be compared with the results
obtained in the studies using this same datasethenground-truth lesion segmentation
masks presented in Gutman et al. [45]. These sumhasidered a set of 1279 images
partitioned into training and test sets. The bestlts were achieved by Lequan et al.
[51], with ACC =0.855, SE = 0.547 and SP = 0.931e authors proposed a novel method

for melanoma recognition by leveraging very deepvotutional neural networks.
4.4. Computational time

The proposed approach was developed using: 1) ViStadio Express 2012
environment, C/C++ and OpenCV 2.4.9 library for fib&ture extraction algorithms; and
2) Eclipse IDE 4.6.1 environment, java 1.8.0_11ad aVeka 3.8 library for the
classification algorithms. Table 5 shows the corapanhal time of the processing of all
images for each task, which includes feature etitnacand classification with and
without feature selection using the best clasgificamodel. These values show that the
feature extraction step was the most time-consunhogvever, the computation time
required by this step can be considerably decreassidg optimized C/C++
implementations. All algorithms were performed onlatel(R) Core(TM) i5 CPU 650
@ 3.20 GHz with 8 GB of RAM, running Microsoft Wiad's 7 Professional 64-bits.

Table 5: Computational time for the feature eximacind classification tasks considering all
images.

Task Features Time
Shape feature extraction 18 10.26 min
Colour feature extraction 72 10.12 min
Fractal feature extraction 12 26.79 min
Wavelet feature extraction 240 34.37 min
Haralick’s feature extraction 168 29.48 min

Classification

(without feature selection)
Classification

(with feature selection)

510 8.01 sec

50 5.91 sec

5. Conclusion and futureworks

In this paper, a combination of features basedhape properties, colour variation and

texture analysis using different feature extractioethods was presented. Geometrical
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properties, lesion asymmetry and border irregylamére used for the extraction of the
shape properties. Statistical measures were usethtgse the colour features. The fractal
dimension analysis, discrete wavelet transform @tdccurrence matrix methods were
applied to obtain the texture features. Four cokpaces, i.eRGB HSV, CIE Laband
CIE Luv, were used for the extraction of both colour aexture properties. For the
evaluation of the proposed feature extraction nubth®ix different categories of
classifiers were adopted; namely: KNN, Bayes néta,dC4.5 decision tree, MLP, SVM
and OPF. Furthermore, the classification perforrmamas also evaluated using six
different feature selection algorithms, which wegarrelation coefficient, GRFS,
information gain, relief-F, PCA and CFS.

Promising results were obtained with the proposatlire extraction for all the models
evaluated. The best classification results werenftbe OPF classifier when all the
features were used. The OPF results were: ACC3982SE = 87.5% and SP = 97.1%.
The OPF classifier also obtained the best classifio results using feature selection
algorithms for the skin lesion computational diagisosystem and achieved: ACC =
91.6%, SE =87% and SP = 96.2%, when 50 featuressedected using a CFS algorithm.
It should be noted that the OPF classifier did aadtieve better results by applying the
feature selection algorithms, but it maintained go®d results obtain when using all
features. Moreover, the feature selection stepaedithe computational time for the skin
lesion classification. Another interesting resalthat in most cases, the performance of
the classifiers tends to improve when a percentdégatures of all categories are select,
l.e., shape, colour, fractal texture, wavelet textand Haralick’s texture by feature

selection algorithms.

Future studies regarding the pigmented skin lesiassification of dermoscopic
images should involve searching for new methodsrajrto develop more efficient and
effective systems for better skin lesion diagnobiesvever, the classification results can
be improved with ensemble methods [26]. Such metltodsist of combining the results
of several classification models in order to depedomore robust system that provides
more accurate results than using a single classi#ieother solution to improve the
classification results would be using deep learnarghitectures [52], since these
architectures have shown that they have the dypaciearn from a large dataset in an

unsupervised way.
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ABSTRACT

Background and Objective$he number of deaths worldwide due to melanomaikes

in recent times, partly because this type of skamcer is the most aggressive.
Computational systems have been developed to assistatologists in early diagnosis
of skin cancer, or even to monitor skin lesionswideer there still remains a challenge
to improve classifiers for the diagnosis of suchn d&sions. The main objective of this
article is to evaluate different ensemble clasaifan models based on input feature
manipulation to diagnose skin lesioMethods:Input feature manipulation processes are
based on feature subset selections from shape riespecolour variation and texture
analysis to generate diversity for the ensembleaisod hree subset selection models are
presented here: 1) a subset selection model basespecific feature groups, 2) a
correlation-based subset selection model, and@hset selection model based on feature
selection algorithms. Each ensemble classificatiodel is generated using an optimum-
path forest classifier and integrated with a majoroting strategy. The proposed models
were applied on a set of 1104 dermoscopic imagies) @scross-validation procedure.
Results:The best results were obtained by the first enserlassification model that
generates a feature subset ensemble based onispeaitire groups. The skin lesion
diagnosis computational system achieved 94.3% acguB1.8% sensitivity and 96.7%
specificity.ConclusionsThe input feature manipulation process based ecifspfeature
subsets generated the greatest diversity for teeneble classification model with very

promising results.

Keywords: Image Classification; Feature extraction; FeatBetection; Ensemble of

Classifiers; Computational Diagnosis.
1. Introduction

Skin cancer is one of the most common cancers wail] and its incidence has
increased in recent years [1]. Computational diagnsystems have been developed to
assist dermatologists in early diagnosis of skincea from dermoscopic images. The
search for more efficient classifiers for these patational systems is a challenging task.
Several studies have proposed an ensemble off@asstommonly known as a multiple
classifier system or an ensemble classification ehotb improve skin lesion

classifications from dermoscopic images [2-4]. Ars@mble of classifiers consists of
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integrating several classification models in orttedevelop a more robust system that
provides more accurate results than by using desirigssifier [5]. Voting methods [6]
are some examples of the integration strategiesedbas the outputs of the input
classifiers for ensemble classification models,, emgjority voting that counts the votes
for each class of all the input classifiers anchtdesignates the class with the majority
votes as the classification result. Statisticalhnods, such as average, sum, product and
median can also be used for this same purposes{ith as for cases of numeric

predictions.

One important requisite for constructing ensemlidds ensure diversity between the
classification models, which can be obtained by ipwdating the modelling process or
the input data. Manipulation the modelling procesmsists of constructing the
classification models by using either differentrieag algorithms or a single learning
algorithm but with different parameters. The moopylar approaches for input data
manipulation are to manipulate the training samplas the input features. Algorithms
used to manipulate the training samples can genenattiple hypotheses, in which a
learning algorithm is applied to different subsetghe training samples. Bagging and
boosting algorithms are the traditional ways to ipalate the training samples [5], and
their hypotheses are integrated by a vote methbd. Bagging algorithm consists of
randomly splitting the original dataset in sevéraining subsets of the same size based
on sampling with replacement, which can be appbeghy learning algorithm. Likewise,
the boosting algorithm combines the classificatmrtputs using the same learning
algorithm; however, this type of algorithm is iteéva, where each new model is based on

the result of the previously built one.

Algorithms for manipulating the input features gexte ensembles based on different
feature subsets available to the learning algorithinis process can be, for example, the
random splitting of a set of features into sub$8}s or by using a feature selection
algorithm combined with manipulation of the tragisamples [4]. One challenge that
affects the performance of classifiers is how thngewhich features are meaningful to
describe the patterns of interest. Consequentitufe selection algorithms [9] can be
used for the ensemble construction in order toeaehsuperior performance for skin

lesion classifications.

This article presents ensemble classification nwdehsed on input feature

manipulation to improve skin lesion computationialgthosis from dermoscopic images.
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Two examples of pigmented skin lesions in dermosciopages are shown in Figure 1.
The main contributions of this study are the featswbset selection models based on
specific feature groups and the feature selectilgorithms for the input feature
manipulation. To the best of our knowledge, fewdsts based on ensemble models and
feature manipulation for skin lesion classificatioaive been presented with successful
results [10,11].

(@)

Figure 1: Two examples of pigmented skin lesioagbénign lesion and (b) malignant lesion.

This article is organized as follows: Studies iaato the ensemble methods for skin
lesion classification are discussed in Section fZ&e Pproposed ensemble classification
models based on input feature manipulation arespted in Section 3. The experimental
results and their discussion, which include theluataon process, feature subset and
feature selection evaluations, ensemble classicahodel evaluation and comparison
between the classification algorithms used arermginé&ection 4. Finally, the conclusions
drawn for the proposed ensemble classification nsoaled future works about the skin

lesion classification are pointed out in Section 5.

2. Related studies

An overview of computational methods for pigmentddn lesion classification in
images, which addresses the feature extractiorsaledtion, and classification steps, is
presented in Oliveira et al. [12]. The ensembleclafssifiers based on input data
manipulation has been recently adopted for skiioteslassification to achieve better
results than single classifiers. Several algoritbarsbe used for constructing ensembles;
e.g., the AdaBoost [13], which is a popular boagthgorithm that maintains a set of
weighting systems for the training samples accagrtiina computed error rate. In Barata
et al. [2], the proposed classification system gighulaBoost achieved a sensitivity of
96% and specificity of 80% using a dataset of 1@6mbscopic images. The authors
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obtained the best results by using colour featareswith combinations of two to five
base classifiers for the detection of melanomasnawd

Random forest [14] is another ensemble algoritheddsr skin lesion computational
diagnosis. This algorithm is a variation of the ¢ag algorithm that is used to create an
ensemble of decision trees that ensure the diyebsitusing a random selection of
features to split each tree node. Its error ratesamparable to AdaBoost, but are more
robust with respect to noise. Rastgoo et al. [Igppsed an automatic system to
differentiate melanoma from dysplastic nevi by gdiexture features and random forest.
This system achieved a sensitivity of 98% and djdgi of 70% in a dataset of 180
dermoscopic images. Barata et al. [10] built aeystor melanoma detection using the
random forest algorithm and obtained a sensitioft98% and specificity of 90% in a
dataset of 200 dermoscopic images, and a sengit¥i83% and specificity 76% in a
dataset of 482 images. This system is based ogltital and local feature fusion of
colour and texture properties.

The random forest algorithm also obtained the besilts in a system proposed by
Garnavi et al. [16]. The authors developed an apgoh selection and integration of
features derived from texture, border and geonatpooperties. This system achieved
an accuracy of 91.26% in a dataset of 289 dermasaoyages. Rastgoo et al. [11]
proposed an automatic framework based on ensenditeons to differentiate melanoma
from dysplastic and benign lesions. This framewas&d a random forest algorithm and
a combination of colour and texture features basedjlobal features, and obtained a
sensitivity of 94% and specificity of 92% in a dsghof 193 dermoscopic images.

Other ensemble classification models have also h@weposed for skin lesion
classification. In Abedini et al. [17], an ensemiledel, based on feature random subsets,
a linear support vector machine (SVM) classified &orward model selection for the
ensemble fusion, was proposed. The best results wlatiained by concatenating the
pattern prediction values, which are considereddfeitevel features. This model
achieved an accuracy of 91%, sensitivity of 97% spekificity of 65% for malignant
and benign lesions in a dataset of 200 dermosaoyEges. Schaefer et al. [4] proposed
a multiple classifier system to deal with imbalashcéasses. Such a system consists of a
random under-sampling method, an SVM using a patyab kernel, and a neural
network for the classifier fusion. In addition, eafure selection algorithm is applied to

each classifier, and a diversity measure is usegrianing a pool of classifiers. The
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authors used features based on shape, colour@ndet@roperties for the melanoma and
benign lesion classification, and they obtainedaaouracy of 93.83%, sensitivity of
93.76% and specificity of 93.84% in a dataset ef 86rmoscopic images.

3. Description of the proposed ensemble classification models

In this section, the ensemble classification mo#hased on input feature manipulation
for skin lesion computational diagnoses, as wethasdermoscopic image dataset used
are presented. Figure 2 gives an overview of thiéerent models for the input feature
manipulation in order to generate diversity for #gmesembles of classifiers. Given a
datasef = {xp,yp}, withp = 1,2 ..., n, according to the number of imageswherex,

is a sample, ang, is the class to which it belongs. Each samplés composed of a set
of features,,, whereq = 1,2 ..., m, andm is the number of features. An ensemble
{C1,C,, ...,C;}, withi = 1,2, ..., E, andE is the ensemble size, whefgis composed of
the classification models obtained with the inpdtéire manipulation, a base classifier
using optimum-path forest (OPF) [18] and an integrastrategy. One classification
model is obtained in each iteratiomy a subset of featut® that is sampled fronf,,
based on specific feature groups or with a featatection algorithm (Figures 2a and 2b,
respectively). The classification models are albtaimed by applying several feature

selection algorithmd; from F,, (Figure 2c).

3.1. Dermoscopic image dataset

The dermoscopic image dataset is composed of pigeskin lesions, which were
collected from International Skin Imaging Collabtwa (ISIC) dataset [19]. In addition,
the images are paired with an expert manual thatiagws the skin lesion diagnoses, as
well as the ground-truth lesion segmentations énftmm of binary masks. In this study,
the extracted features from the images are basstape properties, colour variation and
texture analysis. The images in which the lesi@hrdit fully fit within the image frame
were removed from the original dataset, since kta@e properties are obtained from the
lesion borders. In the end, a total of 1104 imagee used from the original dataset. Of
these, 916 images were benign lesions and 188 snagee malignant lesions. The
images of the dataset were proportionally resipeshtaverage resolution 460 x 299

pixels to simplify their processing.
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Figure 2: Overview of the proposed ensemble classibn models based on input feature
manipulation for the skin lesion computational diagjs: (a) feature subset ensemble (SE-OPF),
(b) feature subset ensemble with a feature sefedligorithm (SEFS-OPF), and (c) feature set
ensemble with feature selection algorithms (FEF&OP

3.2. Feature extraction and data pre-processing

The feature extraction process is based on thedities of the pixels belonging to the
binary masks defined by specialists, in which tba-mero pixels belong to the lesion,
and the others to the background skin. A combinabb features, based on shape
properties, colour variation and texture analysssng different feature extraction
methods, were used in this study. A total of 51&uUees were extracted for each skin
lesion image. Of these, 18 features were relatatidashape properties, 72 features to

colour variation, and 420 features to the texturaysis.

a) Shape properties: shape measures are computeddratieel geometrical properties,
lesion asymmetry and border irregularity. To assiesgeometrical properties of the
lesion, the area, perimeter, equivalent diamet@mpactness, circularity, solidity,
rectangularity, aspect ratio and eccentricity [2)-&ere computed. To assess the
lesion asymmetry, three features were computed ftwresion, i.e., the average,
variance and standard deviation. These featureseained from the ratios between
the shortest and longest distances of each paineokemi-lines that represent the
perpendicular lines by overlapping the two subasegiof the lesion along an axis

[23]. To assess the border irregularity, a numligreaks, valleys and straight lines
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b)

of the border were computed using the vector prbdod inflexion point descriptors
based on small and large irregularities of the boftbm a one-dimensional border
[23].

Colour variation: th&kGB HSV, CIE LabandCIE Luvcolour spaces [24] were used
to analyse the colour variation of the skin lesidiieeRGBcolour space is commonly
used, as the images are originally obtained usirggspace. Moreover, the original
RGB colour image can be used for conversion to otlésur spaces, and several
studies have achieved good results from this capace [20,25]. ThESV, CIE Lab
and CIE Luv colour spaces represent colours based on humacephen.
FurthermoreCIE LabandCIE Luv are unified colour spaces and can simplify the
identification of colour properties, as it is edeymaintain colour-difference ratios
[26]. Six statistical measures, i.e., average,avene, standard deviation, minimum
and maximum colours, and colour skewness, are ctedgdar each colour channel
in the region of the lesion using the aforementibrfeur-colour spaces that
correspond to 12 channels.

Texture analysis: three different texture analysethods were adopted to obtain the
best features to represent the skin lesion textased on colour images; namely,
fractal dimension analysis [27], discrete wavelansform (DWT) [28] and co-
occurrence matrix [29]. ThRGB HSV, CIE Lab andCIE Luv colour spaces were
also used for the texture analysis. The bi-dimeraiéractal dimension using a box-
counting method [27] is computed individually f@aod channel of the colour spaces.
The energy and entropy measures from the coeffxiebtained by DWT are
computed for each of the 10 Haar wavelet sub-baidained by a-three-level
decomposition, as well as for each channel of Wleur spaces. Co-occurrence
matrices were obtained for each channel of theut@dpaces, and the intensities of
each channel were quantized with 16 intensity Eevéhe distance between each
reference pixel and its neighbours was one pixall #our orientationsd =
(0°,45°,90°,135°) were used. A normalized matrix was obtained fromrmatrices
corresponding to the four orientations. From themadized co-occurrence matrix, 14
statistical measures based on Haralick’s textuatifes [29] were extracted from the
image. These measures are the angular second mopueitast, correlation,
variance, inverse difference moment, sum averagey gariance, sum entropy,
entropy, variance difference, entropy differencdoimation measure of correlation

1, information measure of correlation 2, and thex<imal correlation coefficient.
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Therefore, 12 features were extracted from thetdfadimension analysis, 240
features were extracted from the discrete wavedgisform, and 168 features were

extracted from the co-occurrence matrix.

As the values of the dataset obtained by featuraeion contain different ranges they
were normalized into the same interval [0,1] fa $kin lesion classification process. The

normalization procedure scales all numeric valndbeé dataset by computing:

Xpq—min(xpq) (1)

Mg = max(xpq)—min(xpq) '

wherep = 1,2 ...,n,q = 1,2...,m, n is the number of samples andis the number of
features. Thus,, is the actual value of featugan the samplg, with the minimum and
maximum values of features of all the sets of sasy@ndcn,, is the normalized value

of same featurg in the same sampje In addition, the unbalanced dataset problem is
considered in this study, since the dataset is cseghof 916 samples of benign lesions
and 188 samples of malignant lesions. These untadiatiatasets concerning the number
of samples in each class can decrease the acocoirdlog evaluation results, since the
classification tends to be based on the classds tha largest number of occurrences.
Different sampling methods [30] have been usedoteessuch classification problems
[4,31]. Here, the resampling procedure was applethe dataset [5]. This procedure
produces a random subsample of the dataset usingliag with replacement and the

class distribution is made into a uniform distribot
3.3. Feature sdection

The feature selection process aims to find the besure subsets to generate the
ensembles of classifiers. Feature selection alyonstare usually a combination of both
search and evaluation methods [9]. Search metred®e applied to select a candidate
subset from extracted features of skin lesionschvis evaluated and compared to the
previous best subset until a given stopping coters reached. In this study, six feature
selection algorithms were applied to generate whffefeature subsets for the ensemble
of classifiers; namely, Pearson’s correlation doefht [32], gain ratio-based feature
selection (GRFS) [5], information gain-based featwelection [32], relief-F [33],
principal-component analysis (PCA) [34] and cotielabased feature selection (CFS)
[35]. These algorithms have been commonly usegKuor lesion feature selections [12],

since they have several advantages, such as caiopatly efficiency, are simple and
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fast algorithms, independent evaluation criterred have the ability to overcome over-
fitting.

All feature selection algorithms mentioned eartiez single-feature evaluators, with
the exception of CFS that is a feature subset at@uThe single-feature evaluators are
used with a ranking method, where the featuresaaieed individually, according to their
evaluation, i.e., the most relevant. The numbdeatures to be maintained is previously
defined. The feature subset evaluators measuresaisof features and they return a value
that is used in the search [5]. In this study, ibthgreedy stepwise and best first search

methods were adopted.

The greedy stepwise method searches feature subsétser the forward or backward
directions in a greedy way. The selection processtistop when the addition or removal
of any feature occurs that worsens the outcomigeabést-found subset until that moment.
The best first method searches the feature subgegeedy hill-climbing, and the search
direction can be forward, backward or bi-directidhe forward selection process starts
with an empty set, and the best features are giigcadded to the set, according to the
performance obtained from the evaluation methodereds the backward selection
process starts with all features and the worstifeatare removed at each iteration. The
bi-direction selection combines both the forward dackward searches.

3.4. Base classifier and integration strategy

In this study, the focus is on homogeneous ensemébthods that are built with only
one base classifier through input feature manipaiaaind the classification model results
are combined by an integration strategy. The nurabbase classifiers used defines the
ensemble size. An OPF classifier [18] based ontifgeture manipulation for a set of

training data was used to generate the ensembssifctation models in this work.

The OPF classifier is applied to solving pattercognition problems as a graph based
on prototypes to represent each class by one oe mgiimum-path trees, considering
some key samples. The training samples are nodesomplete graph; whose arcs are
the links of all pairs of nodes. The arcs are wigidtby the distances between the feature
vectors of their corresponding nodes. The Euclideafi, j), Chebyshew,(i,j) and
ManhattanD,, (i, j) distance functions [5] were used to measure thguces between

the feature vectors:

185



SKIN LESION COMPUTATIONAL DIAGNOSIS OF DERMOSCOPIC IMAGES: ENSEMBLE MODELS BASED ON INPUT FEATURE MANIPULATION

Dg(i,)) = \/Zglzllxiq - qul2 ) (2)

Dc(i,j) = Zzn=1|xiq - qu| 1 (3)
DM(i:j) = ngl’gfim}lxiq - qul ' (4)

wherex;, is the feature value of a samplex;, is the feature value of a sampleg =

1,2 ...,m, andm is the number of features.

The classification of a new sample is defined adiogy to the strong connectivity of
the path between the sample and the prototype efdret the path with minimum-cost,
among all paths, is considered the optimum one. O classifier shows some
interesting properties, such as speed, simpliciility to deal with multiclass
classifications and overlapping between classesanpeter independence and no
assumption is based on the shape of the classesiibies of OPF classifiers for reducing
the size of the training set using under-sampligeaproposed by Ponti Jr and Rossi
[36]. For the application of the OPF classifieryias used the Weka library based on
LibOPF [18] as proposed by Amorim et al. [37].

Applying a good integration method is also importéor the performance of the
ensemble model. The challenge is how to integfagerésults produced by the base
classifiers. Here, the majority voting method [@bines the classification results to
generate an ensemble model. This method analysies wlass receives the majority
votes based on the results of all base class#iedstherefore the ensemble model must

have an odd number of classifiers.
3.5. Input feature manipulation for the ensemble classification models

The input feature manipulation process aims to geeediversity for an ensemble

classification model with the combination of thesbdeature subsets for the base
classifier. In this section, three different mod#ds the feature manipulation of skin

lesions are presented. These models are basedeoificsfeature groups and feature
selection algorithms in order to create differegatéire subsets.

3.5.1. Feature subset selection model based on specific feature groups
Different groups based on feature categories aatliife extraction algorithms are used
to select the feature subsets. The extracted fsatue divided in three categories: shape,
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colour and texture. Also the texture extractionoathms, i.e., fractal texture, wavelet
texture and Haralick’s texture, are analysed, dbasgethe colour and texture extraction
algorithms for each colour space separately. lmghidy, the feature groups constructed

for feature manipulation were:

* Group 1: shape, colour, and texture;

* Group 2: fractal texture, wavelet texture, and Hek& texture;

e Group 3: shape + colour, shape + texture, and celdexture;

e Group 4:RGBcolour,HSVcolour,LAB colour, and_UV colour;

* Group 5:RGBtexture HSVtexture LAB texture, and UV texture;

e Group 6: shape RGB algorithms, shape HSV algorithms, shape +AB
algorithms, and shapelJV algorithms; and

* Group 7:RGBalgorithms HSValgorithms LAB algorithms, and. UV algorithms.

The effectiveness of the feature groups are alsmluated individually in the
experimental resultsection. The feature subset selection model gerseadeature subset
ensemble (SE-OPF). Algorithm 1 shows the procedoreset up this ensemble
classification model, which was used for the infagture manipulation based on the

feature groups and was also used by the OPF ¢taq4i8] and majority voting [6].

Algorithm 1 SE-OPF

Require:
Ensemble sizg, training sample sét, feature seF, group-based feature subsets
S; from the feature sét

Procedure:
fori=1toE do
Select one feature subSgfrom S;
Train the OPF classifi€k usingT with the selected feature subSgt
end for
for each new samplio
Compute the majority voting of all classification models of the ensembje
end for

NogbkwNE

3.5.2. Correlation-based feature subset selection model

The correlation-based feature subsets were sesing the feature groups discussed in
the previous section and a CFS algorithm for tladuie selection. The CFS algorithm
[35] tries to find a set of features that are hygtbrrelated with the class and have low
inter-correlation between them. The degree of tatiom between the features is

computed by a symmetrical uncertainty, which isaified version of the information
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gain measure. Such an algorithm is adopted for $hisset selection model, since
experimental results using the OPF classifier gl&wed that this algorithm improved

the classification performance more than the diéstiure selection algorithms.

The correlation-based subset selection model geseadeature subset ensemble with
a feature selection algorithm (SEFS-OPF). Algorithehows the procedure to set up this
ensemble model, which was used for feature inputipodation based on feature groups

and the CFS algorithm, as well as the OPF clas$ifi] and majority voting [6].

Algorithm 2 SEFS-OPF

Require:
Ensemble sizB, training sample s&t, feature sef’, group-based feature subsets
S; from the feature sét

Procedure:
fori=1toE do
Select one feature subSgfrom S;
FS < Selected features frof; using a CFS algorithia
Train the OPF classifi€ usingT with the selected featuré&s
end for
for each new samplio
Compute the majority voting of all classification models of the ensembje
end for

Nk~ wWNE

3.5.3. Subset selection model based on feature selection algorithms

All features discussed in the previous sectionsewsed to generate the feature subsets.
The diversity for an ensemble classification madealbtained by using different feature
selection algorithms; namely, correlation coefinti¢32], GRFS [5], information gain
[32], relief-F [33], PCA [34] and CFS [35]. This Isset selection model generates a
feature set ensemble with feature selection algost(FEFS-OPF). Algorithm 3 shows
the procedure to set up this ensemble model, whiab used for the input feature
manipulation based on the feature selection alyost and with the OPF classifier [18]

and majority voting [6].
4. Experimental results and Discussion

In this section, the classification results arecdbsd and discussed. In order to evaluate
the effectiveness of the ensemble models for thssdication of benign and malignant
skin lesions, three experiments were performedst,Fihe experiments for the feature

subset and feature selection evaluations; secdred experiments for the ensemble
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classification model evaluation; and finally, theeriments to compare the results with
the classification methods reported in the litematun addition, the evaluation process

used to evaluate the results is introduced.

Algorithm 3 FEFS-OPF
Require:
Ensemble sizE, training sample sét, feature sef

Procedure:
fori=1toE do
FS « Selected features frof using one feature selection algoritidm
Train the OPF classifi€k by usingT with the selected featurés
end for
for each new sampl#o
Compute the majority voting of all classification models of the ensemije
end for

NogoghkrwNE

4.1. Evaluation process

The performance of the ensemble classification rnsobdased on the input feature
manipulation as described in the previous sectians @valuated by using a stratified k-
fold cross-validation procedure [5]. This kind ofopedure consists of splitting the
training set in k subsets of equal size; the procedbeing repeated k times. In each
procedure, one subset is used as a test set Wwhitgtiers are used as the training set. The
best model based on its performance is chosenorfehce is the average accuracy
obtained from each trial. The k-fold cross-validatprocedure can be applied to avoid
over-fitting while testing the capacity of the ddeer to generalize. In addition, it has

shown good results compared with other procedd@ls [

The measures used to evaluate the performanceeofléissification are accuracy
(ACC), sensitivity (SE) and specificity (SP), whiegre based on outcomes of the
ensemble of classifiers, according to the majoraiing. These outcomes represent the
number of correct and incorrect classifications éach class, positive (benign) and
negative (malignant). These measures are commaely [12] and they are defined as:
SE is the percentage of correctly classified posisamples with respect to all positive
samples, SP is the percentage of correctly clagsifegative samples with respect to all
negative samples, and ACC is the percentage cécityrclassified positive and negative
samples based on all samples.

A cost functionC adopted from Barata et al. [2] is used to deah\lite trade-off

between SE and SP, which is defined as:
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C — Clo(l—sE)+C01(1—SP) , (5)

C10+Co1

wherec,, is the cost of an incorrectly classified benigsida (FN), and,, is the cost of
an incorrectly classified malignant lesion (FP).eTkosts used to evaluate the
classification were,, = 1 andc,; = 1.5, since an incorrect classification of a malignant

lesion is more critical. The lower the value oftc®sthe better the classification is.
4.2. Evaluation of the feature subset and featur e selection

In order to define the best feature subsets foretheemble classification models,
several subsets based on specific feature grogpsistied in the previous section were
evaluated. Table 1 shows the results for each featubset using the OPF classifier.
Three distance functions, i.e., Euclidean, Chebysine Manhattan were compared using
this classifier, in order to find the distanceswsn the feature vectors. The Euclidean
distance was the best distance function for thasgifier, according to the experiments
using all features, which achieved an ACC = 92.@#nsequently, this distance function
was used for all other experiments in this study.

Table 1: Performance results for the feature sebsmhpared to different feature groups (best
result for each group is in bold).

Group Feature subset ACC
1 Shape 89.1%
Colour 91.0%
Texture 91.6%
2 Fractal texture 89.9%
Wavelet texture 90.7%
Haralick's texture 88.3%
3 Shape and colour 90.5%
Shape and texture 91.3%
Colour and texture 91.7%
4 RGBcolour 90.6%
HSVcolour 92.0%
LAB colour 90.3%
LUV colour 90.3%
5 RGBtexture 91.8%
HSVtexture 91.1%
LAB texture 91.2%
LUV texture 90.8%
6 Shape anBGBalgorithms 91.6%
Shape anéiSValgorithms 93.0%
Shape and AB algorithms 92.7%
Shape andUV algorithms 91.7%
7 RGBalgorithms 90.8%
HSValgorithms 91.2%
LAB algorithms 92.5%
LUV algorithms 91.4%
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The results in Table 1 show that there is diversayween the feature subsets. The
three best feature subsets were the shape combitiedhe HSV algorithms, theLAB
algorithms, and thédSV colour. The shape, colour and texture featuresiged an
improvement to the classification when they wermbimed. The texture features, i.e.,
the fractal, wavelet and Haralick’s features, agbiebetter results when the features were
combined than when they were used individually. Tdegure extraction algorithms for

each colour space provided better results when twdlwith the shape features.

The diversity for an ensemble classification madellso obtained by using different
feature selection algorithms. Such algorithms wesed to find the best features for the
classification process. The single-feature evahsatsse a ranking method, i.e., the
correlation coefficient, GRFS, information gainligEF and PCA, and a set of retained
number of features is empirically defined y= {25,50,75}, with the exception of PCA
that chooses a sufficient number of eigenvalueartk the new transformed features. The
maximum number of featurgds= 5 was used to include the transformed features, and
the proportion of variandé = 0.95 was used to retain a sufficient amount of PC festu
Accordingly, 31 eigenvalues were selected by th& BIgorithm to represent the vector
with the new features. The feature estimation @efithe number of nearest neighbours
k = 10 for the relief-F.

In the case of the feature subset evaluator, CES, the greedy stepwise search
method, in either forward or backward directiossgpplied until the addition or removal
of any feature produces a decrease in evaluatiomsé&juently, 37 features were selected
in the forward direction and 50 in the backwarcedion. The best first search method
was also carried out until five consecutive non+ioying features, in the directions:
forward (37 features), backward (50 features) editgction (37 features) were found.
However, experimental results, using the OPF diassas discussed in the previous
section, showed that this method did not improeectassification when applied with the
stepwise search method. Therefore only the stepseiaech method was used with CFS

and compared with the other feature selection dlguos.

Table 2 shows the best classification results usiegfeature selection algorithms.
Although all the feature selection algorithms oféal good results, the OPF classifier
using the features selected by the CFS algorithimewaed the best results, as shown in
Table 2. These algorithms were applied to genghatéeature subsets for the ensemble

classification models.
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Table 2: Comparing several feature selection algms (best result is in bold).

Feature selection Features ACC
Correlation coefficient 75 89.6%
GRFS 25 91.1%
Information gain 75 90.8%
Relief-F 75 91.0%
PCA 31 91.0%
CFS 50 91.6%

4.3. Evaluation of the ensemble classification models

The performance of the three ensemble classificatiodels based on the input feature
manipulation, OPF classifier and majority votinggnmely, the SE-OPF, SEFS-OPF,
FEFS-OPF algorithms, were evaluated using ten-¢abds-validation. Four ensembles
of classifiers were generated for each algorithrhene E = {3,5,7,9} describes the
ensemble size, i.e., the number of base classiftengeral subsets based on combination
of the specific feature groups were performed lierfeature manipulation using the SE-
OPF algorithm. The best subsets of the specifitufeagroups were performed for the
feature manipulation based on the SEFS-OPF algouting the CFS algorithm for each
ensemble. In addition, all extracted features wsgormed using different feature
selection algorithms for the feature manipulatiasdd on the FEFS-OPF algorithm.
Table 3 shows the combination of the subsets aattirie selection algorithms for each

ensemble that achieved the best classificatiortsesu

Table 4 shows the best classification results émheensemble model. The SE-OPF
algorithm achieved its best classification resuisigE = 9. Likewise, 9 classifiers for
the ensemble yielded the best results for the SBPB-algorithm, whereas the FEFS-
OPF algorithm obtained its best results uding 3. Although the SE-OPF algorithm did
not have all the best classification measuregsiilted in a more balanced classification
between the benign and malignant classes, i.eh aitlower classification cost. The
classification results are presented in more detaiFigure 3, which shows the variation
of the accuracy, sensitivity and specificity measuraccording to the ensemble size

defined for each ensemble classification model.
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Table 3: Combination of the subsets and featuexeh algorithms for each ensemble.

Ensemble

classification Numb_e_r of Feature subsets
classifier
model
SE-OPF 3 Shape, colour and texture

5 Shape,RGB algorithms, HSV algorithms, LAB algorithms andLUV
algorithms

7 Shape, colour, texture, shap&&Balgorithms, shape HSV algorithms,
shape 4 AB algorithms and shapel#JV algorithms

9 ShapeRGB colour, HSV colour, LAB colour, LUV colour, RGB texture,
HSVTexture L AB texture and_UV texture

SEFS-OPF 3 Shape + CFS, colour + CFS and text@eS-

5 Shape + CFSRGB algorithms + CFSHSV algorithms + CFSLAB
algorithms + CFS andUV Algorithms + CFS

7 Shape + CFS, colour + CFS, texture + CFS, shaR&B algorithms +
CFS, shape HSValgorithms + CFS, shapel#AB algorithms + CFS and
shape 4 .UV algorithms + CFS

9 Shape + CFRRGBcolour + CFSHSV colour + CFSLAB colour + CFS,
LUV colour + CFSRGBtexture + CFSHSVtexture + CFS|AB texture
andLUV texture + CFS

FEFS-OPF 3 All features + PCA, all features + CR# all features + GRFS

5 All features + PCA, all features + correlatioreffiwient, all features +
GREFS, all features + information gain and all feasut+ relief-F

7 All features + PCA, all features + correlatioreffiwient, all features +

GRFS, all features + information gain, all featuraglief-F, all features +
CFS (best first) and all features + CFS (stepwise)

9 All features + PCA + OPF (ED), all features + GFSPF (ED), all features
+ GRFS + OPF (ED), all features + PCA + OPF (C))features + CFS
+ OPF (CD), all features + GRFS + OPF (CD), altdeas + PCA + OPF
(MD), all features + CFS + OPF (MD) and all featire GRFS + OPF
(MD)

ED: Euclidean distance, CD: Chebyshev distanceMibdManhattan distance

Table 4: Classification results for the ensembéessification models (best results are in bold).

Ensemble classification model ACC SE SP C
SE-OPF (feature subsets + OPF) 94.3% 91.8% 96.7% 0.053
SEFS-OPF (feature subsets + CFS + OPF) 93.9%91.8% 96.0% 0.057
FEFS-OPF (all features + FS + OPF) 93.7% 90.4% 96.9% 0.057
96% 94% 99%
94% 92% 97%
Q 92% L 90% o 9%
< 90% ? g% ? 939
SE-OPF SE-OPF SE-OPF
88% SEFS-OPF 86% SEFS-OPF 91% SEFS-OPF
FEFS-OPF FEFS-OPF FEFS-OPF
86% 84% 89%
3 5 7 9 3 5 7 9 3 5 7 9
Ensemble size Ensemble size Ensemble size
(a) (b) (c)

Figure 3: Variation of the classification measuges;ording to the ensemble size established for
each ensemble classification model: (a) accurdgysdnsitivity and (c) specificity.
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4.4. Comparison between classification algorithms

The classification results achieved by the bestmtde model proposed here, based on
the input feature manipulation as previously diseds were compared against the ones
obtained using three different ensemble algorithFhese algorithms are commonly used
in the literature; namely, bagging [6], AdaBoosB]land random forest [14]. The
proposed ensemble model was also compared to dnadunal OPF classifier [18] to
analyse the effectiveness of the ensemble algositim addition, this classifier was
adopted as a base classifier for the bagging anaBAdst algorithms, since these
algorithms can be used with any learning algoritfitme classification algorithms were
applied with and without feature selection basedibthe extracted features. The CFS
algorithm was used in these experiments, singaptaved the classification more than
the other feature selection algorithms, as mentigmeviously. Table 5 shows the results
using different classification methods, as welttss results of the proposed model; the

best results for each measure are shown in bold.

Table 5: Comparative results between classificaglgorithms (best results are in bold).

Classification algorithms ACC SE SP C
OPF 92.3% 87.5% 97.1% 0.067
OPF (CFS) 91.6% 87.0% 96.2% 0.075
Bagging (OPF) 89.7% 85.9% 93.5% 0.095
Bagging (CFS + OPF) 91.8% 88.4% 95.3% 0.075
AdaBoostM1 (OPF) 92.3% 92.3% 92.3% 0.077
AdaBoostM1 (CFS + OPF) 91.6% 87.0% 96.2% 0.075
Random forest 93.9% 91.3% 96.6% 0.055
Random forest (CFS) 93.7% 90.4% 96.9% 0.057
Proposed model (feature subsets + OPF) 94.3% 91.8% 96.7%  0.053

The results in Table 5 show that only the bagging AdaBoostM1 algorithms
achieved better results by using the features teeldry the CFS algorithm rather than
without the feature selection. Although the AdaBdis algorithm without the feature
selection yielded a better accuracy and achievedvanage distinction between the
benign and malignant classes, the cost was highmause the specificity was not very
expressive. On the other hand, the random forgstiim was more effective without
the feature selection, since it obtained a betteuracy and a lower cost between the
sensitivity and specificity. In addition, this afgbm obtained better classification results
than the bagging and AdaBoostM1 algorithms. Likewike individual OPF classifier
without the feature selection achieved better teghbn the bagging and AdaBoostM1
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algorithms. Nevertheless, the accuracy obtainetth&YPF classifier was not better than
the random forest algorithm and the proposed maddeteover, the classification cost

was higher between the sensitivity and specificity.

The proposed model showed good generalization leetwee benign and malignant
classes. Furthermore, this model achieved a battarracy and lower cost compared to
other classification algorithms used in the litarat Since this study did not use all the
images from the original dataset as mentioned pusly, the results cannot be compared
with the results obtained in the studies usingshime dataset and the ground-truth lesion
segmentation masks presented in Gutman et al. TI#se studies used the full set of
images from the data set which consisted of 12&)an and they divided them into test
and training sets. The best results were achieydcequan et al. [39] using the whole
dataset, obtaining ACC = 0.855, SE = 0.547 and 8P31. These latter authors proposed
a novel method for melanoma recognition by leverggiery deep convolutional neural

networks.

The proposed ensemble classification model basealpo feature manipulation was
developed using: 1) Visual Studio Express 2012renment, C/C++ and OpenCV 2.4.9
library for the feature extraction algorithms; &jdEclipse IDE 4.6.1 environment, java
1.8.0_111, and Weka 3.8 library for the classifaratlgorithms. The feature extraction
times for all the images from the binary masks wehape - 10.26 min; colour - 10.12
min; fractal texture - 26.79 min; wavelet textur84.37 min; and Haralick’s texture -
29.48 min. Finally, the best ensemble classificatitodel required a total of 60.09 s to
process all the samples. These values show th&dhdare extraction step was the most
time-consuming; however, the computation time reggliby this step can be considerably
decreased using optimized C/C++ implementationsalyorithms were performed on
an Intel(R) Core(TM) i5 CPU 650 @ 3.20 GHz with 8 Gf RAM, running Microsoft
Windows 7 Professional 64-bits.

5. Conclusion and futureworks

In this article, three ensemble classification niedbased on input feature
manipulation from the shape properties, colouratenn and texture analysis, were
presented; namely, the SE-OPF, SEFS-OPF and FEFa{g@Brithms. The first model
manipulates the features by using different suldsated on specific feature groups. The

second model manipulates the features by usingC#® algorithm for the feature
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selection from the subsets defined in the first ehdéinally, the third model manipulates
the features by using different feature selectigorghms, i.e., correlation coefficient,
GRFS, information gain, relief-F, PCA and CFS, fraih extracted features. Each
ensemble model was generated by using the OPFclassifier and integrated with the
majority voting strategy. The effectiveness of thature groups and feature selection
algorithms used were individually evaluated to find best features for the classification

process, as well as to generate diversity for tisemble classification models.

Promising results were achieved with the proposestmble classification models.
The best classification results were obtained lyf¢lature subset selection model based
on feature groups (SE-OPF algorithm). Nine basssdiars were used for this model
based on shap&GB colour,HSV colour, LAB colour, LUV colour, RGB texture,HSV
texture LABtexture andLUV texture, which yielded the following results: AG(4.2%,

SE =91.7% and SP = 96.7%. The feature manipulgtiooess based on these specific
feature subsets also provided an excellent geoeraif diversity for the ensemble

classification model.

The lack of a lesion segmentation process can &e &g a limitation of the present
study, although ground-truth lesion segmentatiosk®avere used in order to obtain a
more accurate computational system. A segmentatpnoach as presented in Ma and
Tavares [40] can be used to evaluate the effeas®rof the proposed ensemble
classification model in the segmented images uaihgyel-set approach. Although the
ensemble algorithms improve accuracy by combinegdifferent classification models,
these algorithms can present a high computatiom@ptexity and are rather hard to
analyse [5]. Comprehensible models [41], whichlwamised to solve such problems, aim
to produce a single classification model from asesmble model without losing too much

accuracy compared to using the integrated hypathmesdel.

Future studies for pigmented skin lesion clasdifica from dermoscopic images
should search for new methods to develop moreieffiand effective systems. In order
to approach other challenges of dermoscopy imaggndses, the proposed ensemble
classification models should be taken into accoufiture works to identify the presence
of global and local patterns. Discriminating betwéenign and malignant skin lesions is
a challenging task for pattern analysis [42]. EBaly, the classification results can be
improved by using deep learning architectures [48jce these architectures have

revealed their capacity to learn from large amouwidtslata. Therefore, deep learning
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architectures should be taken into account in &tworks concerning skin lesion

classification in dermoscopic images.
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