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ABSTRACT 17 

 18 

 19 

The slow progress of the external sulfate attack and the large size and criticality of 20 

typical structures affected by this phenomenon establish numerical modeling as a key 21 

tool to assess the future evolution of concrete structures exposed to sulfate-rich 22 

environments. The present review examines a selection of the most relevant numerical 23 

models developed during the last two decades to identify and explain the principles and 24 

simulation approaches commonly adopted. Assumptions associated with each approach 25 

are described to fully disclose the limitations and capabilities of each model. Guidance 26 

on model selection is provided based on the outcomes required. Finally, major areas 27 

holding significant potential to improve the reliability of the predictions are identified 28 

and discussed.  29 

 30 
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1. INTRODUCTION 35 

 36 

 37 

External sulfate attack (ESA) is a degradation process that compromises the durability 38 

of concrete elements exposed to sulfate environments. There is certain controversy on 39 

which mechanisms are associated with the term ESA. In this paper, ESA refers to the 40 

degradation caused by the chemical reactions triggered by sulfate ingress that results in 41 

the mass formation of expansive products and the dissolution of calcium-bearing 42 

phases. These chemical processes might lead to cracking, progressive reduction of 43 

strength and stiffness, overall expansion and mechanical failure inside or outside the 44 



region directly affected by the sulfate penetration [1–3]. Even though surface scaling of 45 

concrete due to crystallization of water-soluble sulfate salts is an important degradation 46 

process where sulfates are involved, here are not included in the term ESA. 47 

 48 

 49 

Foundations, nuclear or industrial waste containments and tunnel linings have been 50 

affected by ESA. The large size and criticality of these structure elements limit the 51 

efficiency of common remedial actions, often placing the monitoring of the structural 52 

behavior as the only possible procedure. This scenario prompted the industry to seek 53 

ways to optimize the assessment of ESA in existing properties and established the 54 

development of reliable prediction models as a key challenge for structural durability.  55 

 56 

 57 

Several simplified empirical and mechanistic relations were developed during the 1980s 58 

and 1990s. Empirical relations refer to analytical models based on direct observations, 59 

measurements or extensive experimental data records while mechanistic relations are 60 

those procedures based on a simplified understanding of the attack mechanisms. Most 61 

of them were derived from accelerated laboratory tests performed with small-scale 62 

specimens within a framework of a limited understanding of the mechanisms associated 63 

with the attack and poor computational capabilities. In general, early models were 64 

developed to predict the penetration of the sulfate degradation depth [4–6] and later 65 

evolved towards the estimation of the evolution of expansions [7–10]. 66 

 67 

 68 

The main drawback associated with empirical models is their limited applicability, as 69 

these are only valid for elements subjected to the same conditions used in the tests 70 

(usually small specimens in highly aggressive environments). On the other hand, most 71 

simplified mechanistic models present over-simplified approaches that neglect 72 

important aspects of the attack, such as the size of the structure or the interactions 73 

between damaged and undamaged regions of the element. Consequently, empirical and 74 

simplified mechanistic relations struggle to provide reliable predictions of the long-term 75 

performance.  76 

 77 

 78 

Since the early 2000s, the efforts on numerical modeling have shifted towards a more 79 

comprehensive simulation of the different processes involved during the attack. Ionic 80 

transport, chemical reactions and micro and macro-structural damage are computed 81 

through advanced iterative calculations. The use of complex algorithms improve the 82 

capacity of the models to reproduce the specific field conditions found in practice, 83 

which allows more realistic predictions.  84 

 85 

 86 

However, discrepancies on the general perception of ESA, computational procedures 87 

and particular mechanisms of the attack (expansion mechanisms or the role of gypsum, 88 



amongst others) led to the development of a large pool of advanced numerical models 89 

based on a wide variety of approaches. The complexity inherent to the set of principles 90 

adopted by each model and the common practice of neglecting a full disclosure of the 91 

associated assumptions and limitations often confuse practitioners and prevent them 92 

from being used. 93 

 94 

 95 

The present paper aims to shed light on ESA modeling in order to inform practitioners 96 

of assessment tools and ultimately provide assistance for the selection of the most 97 

appropriate modeling alternative for each application. The understanding of the 98 

simplifications and hypotheses assumed by the models is not possible without a 99 

profound knowledge on the real phenomena. For that, the first section of this paper is 100 

devoted to describe all the processes involved during the attack and introduce the main 101 

uncertainties that have been later reflected in the models developed.  102 

 103 

 104 

A selection of the most relevant numerical models developed over the last 20 years to 105 

evaluate ESA are reviewed. The scope of this review is to emphasize the capabilities 106 

and limitations of the different models based on the simulation approach adopted to 107 

reproduce the different processes involved during the attack. Guidance on ESA model 108 

selection is provided based on the capabilities of the models in terms of the outputs 109 

provided. Finally, major areas that currently compromise the accuracy of the 110 

assessments are identified and discussed. It should be emphasized that this review is 111 

strictly limited to those numerical models that incorporate iterative calculation schemes. 112 

A survey of empirical or simplified mechanistic relations is beyond the scope of this 113 

paper and can be found elsewhere [1].  114 

 115 

 116 

2. FUNDAMENTALS OF THE EXTERNAL SULFATE ATTACK 117 

 118 

 119 

Most research on complex degradation processes is usually focused on specific aspects 120 

of the attack, as it is often unbearable to perform a meaningful study of the overall 121 

phenomenon. This necessary approach might unintentionally lead to over simplified 122 

perceptions of ESA, which is often directly or indirectly categorized as a pure chemical 123 

or physical phenomenon.  124 

 125 

 126 

This section aims to disclose the full extent of ESA in order to set the foundation to 127 

understand and discuss the simplifications or hypotheses assumed by the numerical 128 

models reviewed in the following sections. Even though ESA might compromise the 129 

durability of a wide variety of cement-based structures [1,2], Figure 1 illustrates a group 130 

of end bearing piles before and after the attack to depict a schematic representation of 131 

the different mechanisms involved, specifying the scale at which these are developed. 132 



The attack can be divided in four main processes: transport, chemical reactions, 133 

expansive forces and the mechanical response. 134 

 135 

 136 

 137 
 138 

 139 

2.1. Transport process 140 

 141 

 142 

The development of ESA requires the penetration of sulfate ions from an external 143 

source into the cement paste fraction of the concrete. For that, the open porosity of the 144 

concrete structure has to be in direct contact with a sulfate-rich media. The connection 145 

between the external aqueous media and the pore solution alter the equilibrium 146 

conditions in the liquid system, leading to a net mass flow. The characteristics of the 147 

mass flow can be described based on the saturation level of the pore structure.  148 

 149 

 150 

In saturated conditions and under no pressure gradients, sulfate penetration and other 151 

ionic fluxes are mainly driven by electrochemical potential gradients (chemical and 152 

electrical potential) [11]. The chemical potential difference, usually referred to as 153 

diffusion, transfers charged solutes from areas of high concentration to areas of lower 154 

concentration. Electrical potential gradients are generated in the pore solution due to the 155 

different speeds of the charged solutes. Faster ions create an electric field that slows 156 

these ions down and accelerates the slower ones to preserve the electroneutrality 157 

throughout the liquid system [11]. 158 

 159 



 160 

Besides the electrochemical potential gradients, there are other transport mechanisms 161 

that might also affect the movement of ionic species in saturated conditions. In non-162 

isothermal systems, temperature gradients promote ionic flux by a phenomenon usually 163 

referred to as Soret effect or thermal diffusion [12]. Finally, the flux of ionic species 164 

might be altered by chemical activity effects related to ion/ion and ion/solvent 165 

interactions when the ionic strength of the pore solution is high [13].  166 

 167 

 168 

In unsaturated conditions, ionic transport also occurs indirectly by liquid movement 169 

from the external media into the pore network. The sulfate-rich aqueous solution is 170 

absorbed into the interior of the material by capillary forces arising from the contact of 171 

the pores of the material with the liquid phase [11,14]. Notice that under full saturation 172 

conditions this phenomenon should not be considered as the velocity of the liquid is 173 

null. However, in partially saturated concrete subjected to drying-wetting cycles at the 174 

surface, the sulfate ingress caused by moisture flux should not be disregarded. 175 

 176 

 177 

2.2. Chemical reactions 178 

 179 

 180 

The reactive system of cementitious materials is composed of the aqueous pore solution, 181 

vapor phase inside the pores and the unhydrated and hydrated solid phases of the 182 

cement paste (aggregates are usually considered inert). According to the second law of 183 

thermodynamics, in isolated conditions the different components tend to be in 184 

equilibrium to minimize the internal energy of the system. However, the mass fluxes 185 

caused by the interaction between the external aqueous media and the reactive system 186 

during ESA modify the position of the equilibrium state and promote a series of 187 

chemical reactions to restore minimum energy in the system. 188 

 189 

 190 

The chemical reactions triggered during ESA vary depending on the sulfate salt present 191 

in the external media. The influence of the sulfate salt on the chemical reactions and 192 

subsequent damage generated can be explained in terms of solubility and interaction 193 

between the cation of the salt and the other reactive compounds of the system. The main 194 

salts associated with ESA are sodium sulfate (Na2SO4), calcium sulfate (CaSO4) and 195 

magnesium sulfate (MgSO4) [15]. Table 1 shows the solubility of the salts in water at 196 

20 ºC and the maximum sulfate concentration potentially reached in solutions saturated 197 

with each salt. The solubility of CaSO4 is about 100 times smaller than the solubility of 198 

Na2SO4 or MgSO4. The high stability of this salt reduces the maximum sulfate 199 

concentration in solution to about 1.5 g/l, which greatly limits the deleterious effects 200 

caused by this form of attack. On the other hand, the damage generated by Na2SO4 and 201 

MgSO4 solutions might be more significant due to the potential high sulfate 202 

concentrations and crystallization pressures developed during the attack.  203 



 204 

 205 

Table 1. Solubility in water at 20ºC and sulfate concentration in saturated conditions 206 

[16]. 207 

Sulfate salt Solubility (g/l) [ܵ ସܱ
ଶି]aq (g/l) 

Na2SO4 195.0 131.9 

CaSO4·2H2O 2.6 1.5 

MgSO4 337.0 268.9 

 208 
 209 

ESA caused by magnesium sulfate is strongly influenced by the presence of magnesium 210 

ions in solution from the sulfate salt. The formation of magnesium hydroxide lowers the 211 

pH of the pore solution, which promotes the transformation of the C-S-H gel into a M-212 

S-H phase without binding properties. This transformation causes softening and 213 

disintegration of the matrix and the formation of gypsum and brucite. A review of the 214 

chemical reactions related to magnesium sulfate environments can be found in [17]. 215 

 216 

 217 

ESA caused by sodium sulfate follows a completely different damage mechanism, 218 

characterized by ettringite and gypsum formation in such a quantity that the material 219 

sustains physical and chemical damage. Physical damage is usually related to the 220 

generation of expansive forces at the pore-level, which are explained in detail in section 221 

2.3. Chemical damage refers to the degradation of mechanical properties in the 222 

cementitious matrix of the hardened concrete caused by the chemical reactions triggered 223 

by sulfate penetration.  224 

 225 

 226 

The most commonly reported reactions are listed in Table 2 [9,18,19]. Eqs. (1) - (3) 227 

describe the reactions between sodium sulfate ions with portlandite (CH), tricalcium 228 

aluminate (C3A) and monosulfate (C4ASതH12) to form gypsum (CSതH2), ettringite 229 

(C6ASଷതതതH32) and sodium hydroxide (NaOH). Gypsum is only formed in certain sulfate 230 

concentrations and pH conditions of the solution. High sulfate concentrations lead to the 231 

precipitation of gypsum, while lower sulfate concentrations lead to no or very little 232 

gypsum precipitation [20,21]. The gypsum precipitated in Eq. (1) may react with the 233 

hydrated aluminate phases, namely tricalcium aluminate, tetracalcium aluminate hydrate 234 

(C4AH13), monosulfate and hydrogarnet (C3AH6) to produce ettringite, as summarized 235 

in Eqs. (4) - (7).  236 

 237 

 238 

Even though some researchers suggest that sodium ions in solution could modify the 239 

solubility of the silicate phases and alter the morphology of the C-S-H gel [22,23], it is 240 

generally accepted that the presence of sodium from the sulfate salt does not 241 



significantly alter the development of the attack. As described in Eqs. (1) - (7), gypsum 242 

and ettringite formation requires calcium which is mainly obtained by the dissolution of 243 

calcium hydroxide. However, at late stages of the attack or under shortage of 244 

portlandite, calcium might be obtained from C-S-H gel. The C-S-H phase is responsible 245 

for strength and stiffness in the cementitious matrix and its dissolution might cause a 246 

mechanical strength loss and micro-crack formation.  247 

 248 

 249 

Table 2. Main chemical reactions related to ESA caused by Na2SO4 salts and 250 

corresponding expansion factors. 251 

Primary 
reactive 

Chemical reaction Eq. 
Expansion 

factor 

ܪܥ ܪܥ ൅ ܰܽଶܵ ସܱ ൅ 2H → ଶܪ̅ܵܥ ൅  1.27 (1) ܪ2ܱܰܽ

ܣଷܥ ܣଷܥ ൅ 3ܰܽଶܵ ସܱ ൅ 3CH ൅ 32H → ܪ6ܱܰܽ ൅  ଷଶ (2) 2.76ܪଷഥܵܣ଺ܥ

 ଵଶܪ̅ܵܣସܥ ଵଶܪ̅ܵܣସܥ3 ൅ 3ܰܽଶܵ ସܱ → ܪ6ܱܰܽ ൅ ሻଷܪሺܱ݈ܣ2 ൅ ܪ21 ൅  ଷଶ (3) 0.52ܪଷഥܵܣ଺ܥ2

 ܣଷܥ ܣଷܥ ൅ ଶܪ̅ܵܥ3 ൅ ܪ26 →  ଷଶܪଷഥܵܣ଺ܥ (4) 1.25 

ଵଷܪܣସܥ ଵଷܪܣସܥ ൅ ଶܪ̅ܵܥ3 ൅ ܪ14 → ଷଶܪଷഥܵܣ଺ܥ ൅  ܪܥ (5) 0.48 

ଵଶܪ̅ܵܣସܥ ଵଶܪ̅ܵܣସܥ ൅ ଶܪ̅ܵܥ2 ൅ ܪ16 →  ଷଶ (6) 0.54ܪଷഥܵܣ଺ܥ

଺ܪܣଷܥ ଺ܪܣଷܥ ൅ ଶܪ̅ܵܥ3 ൅ 2Oܪ →  ଷଶ (7) 0.89ܪଷഥܵܣ଺ܥ

 252 

 253 

 254 

2.3. Expansive forces 255 

 256 

 257 

It is well established that certain chemical reactions between the pore solution and the 258 

cement paste generate expansive forces at the pore-level. These are primarily 259 

responsible for the “visible” consequences of the ESA, such as expansion, cracking and 260 

spalling of the hardened material [1]. However, there is still no agreement on the 261 

expansion mechanism underlying the degradation typically observed. Several 262 

mechanisms have been suggested in the literature to explain how some 263 

precipitation/dissolution processes are converted into actual expansions. A 264 

comprehensive review of the suggested theories can be found in [1,24]. Here, the two 265 

theories that stand as the most discussed are described in detail. 266 

 267 

 268 

2.3.1. Volume increase approach 269 

 270 

 271 

The volume increase approach assumes that the expansions observed are the result of 272 

the additional volume generated by the expansive products precipitated during the 273 

attack [9,18]. Expansive products are defined as those phases that take up more space 274 



than the volume used by the reactants consumed for its formation. Usually, the 275 

numerical expression described in Eq. (8) is adopted to quantify an expansion factor (ݒ) 276 

[9]. 277 

 278 

 279 

ݒ ൌ
ݏ݁݉ݑ݈݋ݒ	ݐܿݑ݀݋ݎ݌	݈݀݅݋ݏ∑ െ ݏ݁݉ݑ݈݋ݒ	ݐ݊ܽݐܿܽ݁ݎ	݈݀݅݋ݏ∑

ݏ݁݉ݑ݈݋ݒ	ݐ݊ܽݐܿܽ݁ݎ	݈݀݅݋ݏ∑
 (8) 

 280 

 281 

As indicated by Eq. (8), only the volume occupied by solid reactants and products are 282 

considered. This assumes that the aqueous species consumed during the reaction (e.g. 283 

water molecules) are instantly replaced by new molecules entering the system from an 284 

external source. Table 2 includes the expansion factors (ݒ) of the main chemical 285 

reactions involved during the ESA. The molar volumes of all phases considered in the 286 

calculations are shown in Table 3. The molar volumes of Na2SO4, NaOH and Al(OH)3 287 

are not considered as it is assumed that these species are dissolved in the aqueous phase.  288 

 289 

 290 

Table 3. Molar volumes of the mineral phases. 291 

Mineral phase Name 
Molar volume ( ௠ܸ) 

[cm3/mol] 
 ଷଶ Ettringite 707 [25]ܪଷഥܵܣ଺ܥ
 ଺ Hydrogarnet 150 [25]ܪܣଷܥ
 ଵଶ Monosulfate 309 [25]ܪ̅ܵܣସܥ
 ଵଷ Tetracalcium aluminate hydrate 274 [25]ܪܣସܥ
 Portlandite 33 [26,27] ܪܥ
 ଶ Gypsum 75 [26,27]ܪ̅ܵܥ
 Tricalcium aluminate 89 [25] ܣଷܥ

 292 

 293 

Linear expansion associated with each expansive chemical reaction listed in Table 2 can 294 

be estimated by multiplying the corresponding expansion factor (ݒ), the molar volume 295 

( ௠ܸ) and the molar concentration of solid reactants consumed (ܣܥ௥) [18]. Total linear 296 

expansions (ε୪) triggered during ESA are defined as the sum of expansions associated to 297 

each chemical reaction considered (Eq. (9)). In Eq. (9), the term ݊ corresponds to the 298 

number of chemical reactions considered. 299 

 300 

 301 

ε୪ ൌ෍ ቂ൫1 ൅ ௜ݒ ௠ܸ,௜ܣܥ௜
௥൯
ଵ/ଷ

െ 1ቃ
௡

௜ୀଵ
 (9) 

 302 

 303 

At present, there is no experimental evidence suggesting that expansions can be entirely 304 

explained by the additional volume generated from ettringite or gypsum formation. 305 

Even though Kunther et al. stated that there seems to be a link between the coexistence 306 



of ettringite and gypsum and the tendency for expansion [24], a direct connection 307 

between the amount of expansive phases formed and expansion generated has not been 308 

documented.  309 

 310 

 311 

2.3.2. Crystallization pressure theory 312 

 313 

 314 

The crystallization pressure theory states that expansions are caused by the 315 

crystallization pressure exerted on the pore walls due to the formation of ettringite 316 

[28,29]. In this case, the driving force promoting the degradation during the ESA are the 317 

high activities of the reactants. The pressure (݌) exerted by an ettringite crystal of molar 318 

volume ( ாܸ௧) may be expressed by Eq. (10) [30]. The term ܴ corresponds to the gas 319 

constant, ܶ is the absolute temperature and ܭா௧ is the equilibrium constant of ettringite. 320 

The ionic activity product of ettringite (ܳா௧) might be calculated as indicated in Eq. 321 

(11). 322 

 323 

 324 

݌ ൌ
ܴܶ

ாܸ௧
ln	൬

ܳா௧
ா௧ܭ

൰ (10) 

ܳா௧ ൌ ሺܥ஼௔మశߛ஼௔మశሻ
଺൫ܥ஺௟ሺைுሻరషߛ஺௟ሺைுሻరష൯

ଶ
ሺܥைுషߛைுషሻସቀܥௌைరమషߛௌைరమషቁ

ଷ
൫ܥுమைߛுమை൯

ଶ଺
 (11) 

 325 

 326 

There are two necessary conditions for expansion to occur [28,30]. First, the ettringite 327 

crystal must be growing from a supersaturated solution (ܳா௧  > ܭா௧). Otherwise, the 328 

pressure obtained by Eq. (10) equals 0 or negative. Second, the crystal must grow in 329 

confined conditions and exert the expansive forces to the pore walls in order to convert 330 

the chemical energy into mechanical work. This condition explains why not all 331 

ettringite formed is expansive, as the crystals need to be confined in order to exert 332 

pressure.  333 

 334 

 335 

The pressure at the crystal/liquid interface (݌) can be also expressed in terms of the 336 

interfacial free energy (ߛ஼௅) for a particular crystal curvature (ߢ஼௅). Eq. (12) states that 337 

at equilibrium, the energetic condition of the atoms on the surface of a crystal due to its 338 

morphology is balanced with the concentration of ions in the adjacent solution. Several 339 

researchers have used this relation to assess the influence of crystal size and shape on 340 

the potential crystallization pressure developed during ettringite growth in confined 341 

conditions [29–32].  342 

 343 

 344 

݌ ൌ ஼௅ߛ஼௅ߢ ൌ
ܴܶ

௖ܸ௥௬௦௧௔௟
ln	൬

ܳா௧
ா௧ܭ

൰ (12) 



 345 

 346 

Eq. (12) indicates that small crystals with high curvatures are in equilibrium with a 347 

higher concentration than larger macroscopic crystals. Consequently, small crystals 348 

potentially generate higher crystallization pressures as long as sulfate supply is not 349 

restricted. On the other hand, large crystals are unable to exert significant pressures and 350 

therefore, are unlikely to be the origin of damage [31,32]. Accordingly, the expansive 351 

force developed during sulfate attack is mainly determined by the locations of ettringite 352 

growth in the microstructure rather than the total volume of ettringite formed [29,33].  353 

 354 

 355 

The crystallization pressure theory has been thoroughly discussed from a theoretical 356 

standpoint in several publications (e.g. [28,29,34]). However, experimental evidences 357 

that support this theory for the specific case of the ESA are still scatter. Notice that to 358 

estimate crystallization pressures by Eq. (10), one needs to measure the composition of 359 

the pore solution at different locations within the pore network of the specimen, which 360 

is currently not possible [34]. Several authors have attempted to quantify crystallization 361 

pressures generated during ESA by alternative experimental approaches [32,34]. 362 

Despite the promising results, no author has been able to validate those pressures by 363 

reproducing the macroscopic expansions measured experimentally.  364 

 365 

 366 

2.4. Mechanical response 367 

 368 

 369 

Sections 2.2 – 2.3 described a series of processes occurring at the pore-level during 370 

ESA that leads to chemical degradation and the generation of expansive forces in the 371 

hardened matrix of the material. However, the description of these phenomena does not 372 

quantify the actual mechanical consequences associated, as chemical reactions per se 373 

are not necessarily harmful [35]. To account for that, the dissolution of calcium-bearing 374 

phases and the expansive forces generated should be translated into some sort of 375 

physical and chemical damage and macroscopic expansions.  376 

 377 

 378 

If ESA was an internal attack that affected uniformly all the element or structure, the 379 

local mechanical response of the material would be representative of the macroscopic 380 

behavior of the element. This scenario is depicted in Figure 2a, where ε୫ୟୡ୰୭ and ε୪୭ୡୟ୪ 381 

correspond to macroscopic and local expansions, respectively.  382 

 383 

 384 



 385 
 386 

 387 

However, the degradation caused by ESA progresses gradually from the external 388 

surface towards the inner layers of the material, as sulfate ions penetrate and react with 389 

compounds from the hydrated cement paste. Consequently, a multi-layered pattern is 390 

formed with an external damaged layer and an internal sound core (Figure 2b). In this 391 

case, the expansive forces generated at the pore level within the attacked region cannot 392 

be fully released by deformations since the sound core of the element acts as a 393 

restriction to maintain compatibility. Because of that, the macroscopic expansions 394 

developed are usually considerably lower than the local expansions generated. In fact, 395 

due to the large sound/attacked region ratios commonly observed in field conditions, 396 

significant macro expansions are rarely reported. Moreover, the mechanical interaction 397 

between sound and damage regions generates an auto-balanced tension state, leading to 398 

microcracking in the attacked region due to compressive stresses and possible 399 

mechanical failures outside the zone directly affected by the sulfate penetration.  400 

 401 

 402 

3. COMPUTER-BASED MODELS FOR ESA ASSESSMENT 403 

 404 

 405 

This section reviews a selection of the most relevant numerical models developed 406 

during the last 20 years that incorporate complex iterative calculation schemes to assess 407 

the deleterious effects of ESA. This review does not aim to describe in detail each one 408 

of the assessment methods. Instead, the capabilities and limitations of the different 409 



options are examined based on how the different processes involved during the attack 410 

are simulated. Table 4 lists all models evaluated in this review and classifies them based 411 

on the processes considered: transport (T), chemical reactions (C), expansive forces (E) 412 

and mechanical response (M). Pure transport or chemical models are not included in 413 

this review.  414 

 415 

 416 

Table 4 highlights that not all advanced ESA models simulate aspects related to the 417 

main processes involved during the attack (T,C,E,M). Early models focused efforts on 418 

the modeling of the reactive-transport phenomenon (identified as T-C in Table 4). 419 

Evaluations based on this approach indirectly perceives ESA solely as a chemical attack 420 

and assumes that the deleterious effects can be assessed by the study of the transport 421 

process and the chemical reactions triggered, without converting the chemical reactions 422 

into actual damage or strength loss. 423 

 424 

 425 

Table 4. ESA processes simulated by the assessment tools. 426 

Authors Year Ref. 
Transport 

(T) 
Chemical 

reactions (C) 
Expansive 
forces (E) 

Mechanical 
response (M) 

Category 

P.N. Gospondinov et al.  1999 [36] X X   T-C 

F. Schmidt-Döhl & F.S. Rostasy 1999 [37,38] X X X X T-C-E-M 

M.K. Mironova et al.  2002 [39] X X   T-C 

R. Tixier & B. Mobasher  2003 [18,40] X X X X T-C-E-M 

Y. Maltais et al.  2004 [21] X X   T-C 

E. Rigo et al.  2005 [41] X X X X T-C-E-M 

M.A. Shazali et al.  2006 [42] X X  X T-C-M 

E. Samson & J. Marchand  2007 [43] X X   T-C 

B. Bary  2008 [44] X X X X T-C-E-M 

M. Basista & W. Weglewski  2009 [45] X X X X T-C-E-M 

B. Lothenbach et al.  2010 [20] X X   T-C 

S. Sarkar et al.  2010 [19] X X X X T-C-E-M 

A. Idiart et al.  2011 [46] X X X X T-C-E-M 

X.-B. Zuo et al.  2012 [47] X X X  T-C-E 

B. Bary et al.  2014 [48] X X X X T-C-E-M 

T. Ikumi et al.  2014 [49] X X X X T-C-E-M 

Y. Yu et al.  2015 [50] X X X X T-C-E-M 

N. Cefis & C. Comi  2017 [51] X X X X T-C-E-M 

J. Zhang et al.  2017 [52] X X X X T-C-E-M 

 427 

 428 

T-C-E models incorporate the simulation of the expansive forces generated at the pore-429 

level. By that, it is acknowledged both the chemical and physical nature of ESA. 430 

However, similarly to T-C models, the chemical reactions or the expansive forces 431 

monitored are not converted into actual damage and strains. During the last decade, a 432 

significant number of models have introduced mechanical aspects to quantify the 433 

damage generated and/or the macro-scale response of the attacked element. Models that 434 

only account for the chemical damage are identified as T-C-M in Table 4. Models that 435 



quantify the degradation caused by both the chemical reactions and the expansive forces 436 

generated at the pore-level are identified as T-C-E-M. 437 

 438 

 439 

The following sections present an in-depth analysis of the modelization approaches 440 

adopted by these models to simulate the transport process, chemical reactions, 441 

expansive forces and the mechanical response associated to the ESA. 442 

 443 

 444 

3.1. Modeling of the transport process  445 

 446 

 447 

As introduced in section 2.1, ionic transport between the liquid phase in the external 448 

media and the pore solution might be caused by two main processes: electrochemical 449 

potential gradients and advection. The unidirectional flux of each ionic species present 450 

in solution (ܨ௜) can be expressed as in Eq. (13), where the first term refers to the 451 

electrochemical effects and the second term quantifies the ionic transport due to 452 

aqueous solution motion.  453 

 454 

 455 

௜ܨ ൌ െ
௜ܦ
଴

ܴܶ
ܿ௜
߲
ݔ߲

ሺߤ௜ሻ ൅ ܿ௜(13) ݒ 

 456 

 457 

In Eq. (13), ܿ௜, ܦ௜
଴ and ߤ௜ refers to the concentration, the diffusion coefficient and the 458 

electrochemical potential of the ionic species i, respectively. ܴ is the ideal gas constant, 459 

ܶ is the thermodynamic temperature and ݒ is the velocity of the liquid phase. The 460 

electrochemical potential ߤ௜ is defined as indicated in Eq. (14). 461 

 462 

 463 

௜ߤ ൌ ௜ߤ
଴ ൅ ܴܶlnሺߛ௜ܿ௜ሻ ൅  (14) ߰ܨ௜ݖ

 464 

 465 

The terms ߤ௜
଴, ߛ௜ and ݖ௜ correspond to the electrochemical potential in the standard state, 466 

the chemical activity coefficient and the valence number of the ionic species i, 467 

respectively. ܨ is the Faraday constant and ߰ is the electrical potential. Substituting Eq. 468 

(14) into Eq. (13) yields the general ionic transport equation (Eq. 15) [43]. 469 

 470 
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 472 

 473 



The mass conservation equation must be introduced into Eq. (15) to obtain the time-474 

dependent response of the system. The unidirectional mass equation for an ionic species 475 

diffusing through an infinitesimal layer of liquid phase with thickness ߲ݔ can be 476 

expressed as indicated in Eq. (16). The combination of Eq. (15) and Eq. (16) gives the 477 

complete mass transport equation (Eq. (17) [43]). Reactions taking place solely in the 478 

liquid phase (homogenous reactions) are usually neglected in ESA models and are not 479 

considered in this formulation. 480 

 481 
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 483 

 484 

Notice that Eq. (17) refers to the transport of ions in the liquid phase. However, solving 485 

the equations at the pore scale requires the consideration of the exact geometry of the 486 

pore network, which is currently impossible. Instead, Eq. (17) is usually solved at the 487 

structure level. For that, the different components within a volumetric unit of concrete 488 

are considered. Concrete is composed by a solid matrix and a pore network, which can 489 

be fully or partially saturated with aqueous phase. In the case of being partially 490 

saturated, vapor should be also accounted as a component of concrete. Samson and 491 

Marchand applied an averaging technique to cementitious materials and proposed Eq. 492 

(18) as the averaged form of Eq. (17) [43].  493 

 494 
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 496 

 497 

The uppercase parameters ܥ௜ and ܸ correspond to the average of the corresponding 498 

quantity in Eq. (17). ܦ௜ is the diffusion coefficient at the macroscopic level, which 499 

differs from ܦ௜
଴ by the consideration of the geometrical complexity of the pore network. 500 

The averaging process introduces the additional term ݓ to account for the volumetric 501 

water content. In saturated conditions this term can be assumed to be equal to the 502 

connected porosity of the material. However, the consideration of this term in non-503 

saturated conditions requires the modeling of moisture levels or the liquid water 504 

content. Details on the different approaches used to model moisture transport can be 505 

found in [15]. The term ܴ is introduced to account for the increase or decrease of local 506 

availability of ionic species due to chemical reactions (usually dissolution/precipitation 507 

processes). The different approaches to model the chemical reactions (ܴ) are explained 508 

in section 3.2.  509 



 510 

 511 

Eq. (18) provides a comprehensive mathematical framework to simulate the ionic 512 

transport associated to ESA based on the interaction of five transport mechanisms: 513 

diffusion (i), electrical potential (ii), chemical activity (iii), temperature and (iv) 514 

advection (v). However, ESA models rarely consider all mechanisms listed. Table 5 515 

examines the main characteristics of the transport modules included in the numerical 516 

models evaluated, grouped by the categories defined in Table 4. While the diffusion 517 

mechanism is simulated in all models reviewed, advection, electrical coupling and 518 

chemical activity are only considered in about 50, 25 and 20 % of the models, 519 

respectively.  520 

 521 

 522 

Table 5. Characteristics of the transport models included in ESA models. 523 

 Ref. 
Mechanisms  Saturation level  Ionic species  Diffusion coef. 

Diffusion 
Electrical 
coupling 

Chemical 
activity 

Advection  Saturated 
Non- 

saturated 
 
Single- 
ionic 

Multi- 
ionic 

 Damage 
Porosity 
change 

T-C 

[36] X     X   X    X 

[39] X   X  X   X    X 

[21] X X X X   X   X   X 

[43] X X X X   X   X   X 

[20] X     X    X   X 

T-C-E [47] X     X   X    X 

T-C-M [42] X   X   X  X   X X 

T
-C

-E
-M

 

[37,38] X X  X   X   X  X X 

[18,40] X     X   X   X  

[41] X X  X   X   X  X X 

[44] X     X    X   X 

[45] X     X   X   X  

[19] X  X   X    X  X X 

[46] X     X   X   X X 

[48] X     X    X   X 

[49] X     X   X   X X 

[50] X X X X   X   X  X X 

[51] X   X   X  X     

[52] X   X   X  X   X X 

 524 

 525 

Advection is associated to ionic transport caused by changes on moisture conditions in 526 

the pores. Therefore, models that include an advection term are able to account for non-527 

saturated conditions. The only exception is the model presented by Mironova et al. [39], 528 

which considers advection in fully saturated conditions. In this case, the advection is 529 

attributed to the movement of ions caused by liquid push out of the capillary as a result 530 

of capillary filling with solid chemical products. 531 

 532 

 533 



The fewer number of models considering the effects of electrical coupling and chemical 534 

activity is mainly explained by the complexity associated to the simulation of these 535 

phenomena, which require a full description of the ionic species in the solution. This is 536 

reflected on Table 5, where all models that simulate electrical coupling or chemical 537 

activity include multi-ionic transport modules. Reported results suggest that this 538 

increase of computational complexity might be justified in the case of the electrical 539 

coupling, as simulations made without electrical coupling showed significant 540 

discrepancies with the measurements [43,50]. However, currently there are no clear 541 

evidences that justify the consideration of the chemical activity gradients in ESA 542 

transport models. Yu et al. [50] obtained very similar results with and without coupling 543 

the chemical activity term, which might suggest that the contributions of chemical 544 

activities are not critical. 545 

 546 

 547 

The main distinctive feature between reactive-transport models (T-C) and those 548 

including mechanical considerations (T-C-M and T-C-E-M) is found on the formulation 549 

adopted to consider the diffusion coefficient(s). All T-C models listed in Table 5 alter 550 

the diffusion coefficient during the simulation based only on changes of porosity due to 551 

precipitation or dissolution of solid phases. Pore filling caused by precipitation 552 

processes are reflected by a reduction of diffusivity whereas increase of porosity caused 553 

by dissolution processes is considered through an increase of diffusivity. A review on 554 

the different approaches used to quantify the variations of diffusivity caused by porosity 555 

changes can be found in [53].  556 

 557 

 558 

On the other hand, most T-C-M and T-C-E-M models incorporate the effects associated 559 

to damage generation on the diffusion coefficient of the ionic species. Strength loss, 560 

cracking and spalling are usually reflected as an increase of diffusivity since it is 561 

considered that these might introduce easier penetration paths towards the inner layers 562 

of the material. These models quantify the diffusivity increase by simple relations based 563 

on the bulk damage [19,38,40–42,45,49,52] or the crack width [46] generated. 564 

Additionally, the model presented by Yu et al. [50] simulates the mechanism of ionic 565 

diffusion in cracked cementitious materials by a combination of a traditional approach 566 

(modification of diffusivity based on continuum damage mechanics) and the 567 

introduction of an additional term in Eq. (18) to describe the capillary suction effect 568 

brought by newly formed unsaturated cracks. 569 

 570 

 571 

3.2. Modeling of chemical reactions 572 

 573 

 574 

Table 6 summarizes the approaches used by recent advanced numerical models to 575 

simulate the chemical reactions associated to the ESA, which can be based on chemical 576 

kinetic laws (K), chemical equilibrium algorithms (E) or a combination of both.  577 



 578 

 579 

Table 6. Characteristics of the chemical modules included in advanced ESA models. 580 

 Ref. 

Species monitored  Chemical kinetics (K)  Chemical equilibrium (E) 

Ions in solution Solid phases  
1st 

order 
2nd 

order 
Multi- 
order 

 
Law of mass 
action (LMA) 

Gibbs free 
energy min. 

(GEM) 

T-C 

[36] Sulfate   X      

[39] Sulfate   X      

[21] Full composition Full composition      X  

[43] Full composition Full composition      X  

[20] Full composition Full composition      X  

T-C-E [47] Sulfate Aluminates   X     

T-C-M [42] Sulfate Gypsum    X    

T
-C

-E
-M

 

[37,38] Full composition Full composition  X     X 

[18,40] Sulfate Aluminates   X     

[41] Full composition Full composition  X     X 

[44] Sulfate,Calcium Ettringite,Gypsum  X      

[45] Sulfate Ettringite   X     

[19] Full composition Full composition      X  

[46] Sulfate Aluminates   X     

[48] Full composition Full composition  X    X  

[49] Sulfate Aluminates   X     

[50] Full composition Full composition      X  

[51] Sulfate Aluminates   X     

[52] Sulfate Aluminates   X     

 581 

 582 

 583 

3.2.1. Kinetic laws 584 

 585 

 586 

Models based on chemical kinetic laws (K) use partial differential equations with 587 

empirical reaction rate constants to estimate the precipitation of products and the 588 

consumption of reactants. Even though Table 2 describes up to seven chemical reactions 589 

typically involved during ESA, none of the models reviewed adopt this number of 590 

kinetic laws. Instead, the chemical processes are usually simplified into one or two 591 

chemical reactions to account for gypsum (ܪ̅ܵܥଶ) formation from portlandite (ܪܥ) and 592 

sulfate ions (ܵ ସܱ
ଶି) (Eq. (19)) and/or ettringite (ܥ଺ܵܣଷഥܪଷଶ) formation from the 593 

interaction of sulfates with the aluminate phases (݈ܣ) (Eq. (20)).  594 

 595 

 596 

ሾܪܥሿ ൅ ሾܵ ସܱ
ଶିሿ → ሾܪ̅ܵܥଶሿ (19) 

ܽሾ݈ܣሿ ൅ ܾሾܵ ସܱ
ଶିሿ → ܿሾܥ଺ܵܣଷഥܪଷଶሿ (20) 

 597 

 598 



The aluminate phases considered vary in each model, usually being monosulfate, 599 

tetracalcium aluminate hydrate, tricalcium aluminate or an equivalent grouping of the 600 

previously mentioned phases. The terms a, b and c included in Eq. (20) correspond to 601 

the specific stoichiometric coefficients of the aluminate phase, sulfates and ettringite, 602 

respectively. As defined by the chemical reaction described in Eq. (1), all stoichiometric 603 

coefficients in Eq. (19) are set to one. 604 

 605 

 606 

According to Table 6, the majority of models based on rate laws only consider sulfate 607 

and aluminate consumption [40,46,47,49,51,52] or sulfate consumption and ettringite 608 

formation [45]. Both approaches are equivalent as the processes simulated correspond to 609 

the same chemical reaction (Eq. (20)). On the other hand, only two models simulate 610 

gypsum formation through kinetic laws [42,44]. In the early models from Gospodinov 611 

et al.[36] and Mironova et al. [39], it is not clear which chemical phenomenon is being 612 

modelled since only sulfate consumption is accounted. Solid phase formation is 613 

indirectly quantified by the term “chemically reacted ions”, without specifying to which 614 

phase it refers. 615 

 616 

 617 

The law of mass action states that the rate of a chemical reaction at a constant 618 

temperature is directly proportional to the product of the concentrations or activities of 619 

the substances that influence the rate. The sum of the exponents at which each 620 

concentration term is raised defines the order of the kinetic law. Therefore, models 621 

based on first-order reactions describe a rate proportional to the concentration of a 622 

single reactant whereas in second-order kinetic laws the rate is proportional to the 623 

concentration of two reactants. Table 6 indicates that the majority of ESA models based 624 

on kinetic laws adopt either first or second-order equations, being the latter the most 625 

common approach.  626 

 627 

 628 

The rate law for the chemical reaction described in Eq. (19) is usually described in 629 

terms of either the consumption of sulfate (Eq. (21)) or a combination of sulfate and 630 

portlandite (Eq. (22)).  631 

 632 

 633 
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 634 

 635 

The terms ݇ଵ and ݇ଶ correspond to rate constants for first and second-order reactions, 636 

respectively. Different terminologies for the rate constants are used to emphasize that 637 

despite both parameters belong to the same chemical reaction, its values may not be 638 



equal. This is reflected on the units traditionally used, time-1 and concentration-1∙time-1 639 

for ݇ଵ and ݇ଶ, respectively. Multiplying the units of ݇ by the concentration factors 640 

(expressed as square brackets) give the rate in units of concentration∙time-1. A negative 641 

sign is placed before the rate as the concentration of a reactant decreases during the 642 

reaction.  643 

 644 

 645 

The kinetic laws used for the simulation of the chemical reaction that controls ettringite 646 

precipitation (Eq. (20)) are usually defined in terms of either the sulfate concentration 647 

(Eq. (23)) or the sulfate and aluminate concentration (Eq. (24)).  648 

 649 

 650 
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 651 

 652 

In this case, the rate law for each reactant and product is modified by the stoichiometric 653 

coefficients a, b and c according to the expression described in Eq. (25). Final 654 

formulations of first and second-order kinetic laws for aluminate consumption and 655 

ettringite formation are included in Eqs. (26) - (29). 656 

 657 

 658 
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 659 

 660 

The use of first-order kinetic laws to quantify the formation rate of ettringite and 661 

gypsum assumes that neither portlandite (calcium) nor aluminate concentrations are 662 

reaction-limiting factors. Such a hypothesis may not remain true over the whole 663 

duration of the attack, as complete depletion of some of the reactants could occur in 664 

some locations. Bary et al. [44] partially tackled this limitation by introducing 665 

restrictions on the maximum amount of ettringite formed based on the initial alumina 666 

content.  667 

 668 

 669 

Shazali et al. [42] adopted a multi-ordered chemical reaction rate equation inspired by 670 

the work from Saetta et. al [54]. This approach is based on normalized influence 671 



functions to represent the effects of temperature, pore water content, sulfate 672 

concentration and portlandite availability. Even though the consideration of temperature 673 

and humidity in the rate law seems positive, the approach adopted to quantify its effects 674 

is not validated and might be too simplified to justify the additional semi-empirical 675 

parameters introduced.  676 

 677 

 678 

3.2.2. Chemical equilibrium 679 

 680 

 681 

The alternative to the approaches based on purely empirical chemical kinetic laws (K) is 682 

the calculation of the current chemical equilibrium state by means of a chemical 683 

equilibrium code (E). Equilibrium approaches use thermodynamic data of all solid, 684 

aqueous and gas species present in the system to predict the concentrations of the 685 

constituents on a chemical equilibrium state. This is achieved by finding the 686 

concentrations of the chemical species that simultaneously minimizes the Gibbs free 687 

energy of the system and satisfies a system of equilibrium constants. The consideration 688 

of all constituents complicates the calculations and increases the number of input 689 

parameters but provides a full description of the species present in the system 690 

throughout the attack.  691 

 692 

 693 

As shown in Table 6, the consideration of the full composition of the aqueous solution 694 

and solid phases is a common feature of all chemical modules that include equilibrium 695 

calculations. Thermodynamic modeling of ESA is usually described in terms of 696 

equilibrium between the liquid (pore solution) and the solid hydrated phases of the 697 

cement paste. In fact, all ESA models reviewed solely account for heterogeneous 698 

reactions based on dissolution/precipitation processes of solid hydration products. 699 

 700 

 701 

Even though the specific phases considered vary slightly in each model, the majority 702 

include the following mineral phases: Portlandite, C-S-H gel, ettringite, monosulfate, 703 

hydrogarnet, gypsum and sodium sulfate (mirabilite). The aqueous pore solution is 704 

usually simulated by the following ionic species: K+, Na+, Ca2+, SO4
2-, OH- and 705 

Al(OH)4
-. The dissolution process of the clinker phases is commonly not considered in 706 

such calculations since the pore solutions tend to be highly undersaturated with respect 707 

to these phases due to its slow dissolution rate [15].  708 

 709 

 710 

Two conceptually equivalent methods are generally used to calculate chemical 711 

equilibrium in ESA models. The most common method consists on solving the system 712 

of mass balance and mass action equations known as Law of mass action (LMA). LMA 713 

system of equations models the equilibrium condition of the reactions for a given set of 714 

species. Dissolution/precipitation reactions are usually simulated by the equilibrium 715 



relationship described in Eq. (30) [55]. If the activity product of the ions in solution 716 

involved in the reaction is above the solubility product, precipitation occurs to decrease 717 

the ionic activity of the reactants. Otherwise, dissolution occurs. Notice that the 718 

concentrations of pure solids and liquids are not considered. 719 

 720 

 721 

௠ܭ ൌෑሺܥ௜ߛ௜ሻ௩೘೔

ே೔

௜ୀଵ

      For m=1,…,M (30) 

 722 

 723 

The term ݉ܭ corresponds to the solubility constant of the solid phase m. ݅ܥ is the 724 

concentration of species i in solution and ݒ௠௜ is the stoichiometric coefficient of the ith 725 

ion in the mth hydration product. If M number of species are considered to be in 726 

equilibrium with the solution, then M simultaneous equations should be solved to 727 

determine the concentration of each species at equilibrium. The term ߛ௜ corresponds to 728 

the chemical activity coefficient. The activity coefficient is computed in all ESA models 729 

reviewed by means of the modified Davies model [13], which is valid for solutions with 730 

high ionic strength. The only exception is presented by Schmidt-Döhl and Rostasy 731 

[37,38] and Rigo et al. [41], who simulated the activity coefficients of solved ions by 732 

the Pitzer theory and the Gibbs-Duhem equation [56,57]. Additionally, mass and charge 733 

balance restraints are imposed to assure that no mass is lost or created during 734 

precipitation/dissolution processes and that the sum of positive charges equal the sum of 735 

negative charges in the system.  736 

 737 

 738 

Alternatively, chemical equilibrium can be calculated by directly minimizing the Gibbs 739 

free energy of the system (GEM). The GEM approach is based on mass and charge 740 

balance of the whole system and the equilibrium composition is calculated 741 

automatically from the stochiometrically possible phases [15]. The only information 742 

required is the stoichiometric coefficients of the concerned chemical species and their 743 

thermodynamic data [37,38]. Despite the advantages reported of GEM over LMA [58], 744 

only the ESA models from Schmidt-Döhl and Rostasy [37,38] and Rigo et al. [41] adopt 745 

this approach (Table 6). This situation might be explained by the complexity of 746 

integrating equilibrium solvers based on GEM into the reactive transport calculators.  747 

 748 

 749 

The coupling of chemical and transport modules has been traditionally approached in 750 

two sequential steps. The first step is solely concerned with the resolution of the 751 

transport equations presented in section 3.1. The new ionic concentrations are then 752 

corrected in a second step to ensure chemical equilibrium between the ions in the pore 753 

solution and the different hydrated compounds of the cement paste. Solid phases are 754 

dissolved or precipitated accordingly. This loop is repeated for each time step 755 

considered in the simulation. The description of the chemical reactions as algebraic 756 



mass action equations (LMA method) fits well in this scheme and allows the treatment 757 

of the reactive transport phenomenon as a mixed problem involving the solution of 758 

algebraic and partial differential equations. 759 

 760 

 761 

The treatment of the reactive transport phenomenon as two separate sequential 762 

algorithms (transport and chemistry) is possible due to the local equilibrium assumption 763 

(LEA) adopted by all ESA models that include chemical equilibrium calculations. LEA 764 

assumes that the rate of the reaction is large with respect to the ionic and fluid transport 765 

processes. This assumption seems reasonable based on the presence of dissolution or 766 

precipitations fronts for the main species involved in the ESA within a region close to 767 

the external surface of the specimen. This indicates that chemical reactions are the 768 

governing process on the reactive transport phenomenon, at least prior to the generation 769 

of significant damage [59]. Samson and Marchand [43] corroborated the validity of this 770 

assumption for ionic transport problems in cementitious materials based on the 771 

dimensionless Damköhler number.  772 

 773 

 774 

3.2.3. Combination of kinetic laws and chemical equilibrium 775 

 776 

 777 

Finally, some ESA models adopt a third approach consisting on a combination of 778 

chemical equilibrium calculations and kinetic laws [37,38,41,48]. These models are 779 

mainly based on the same principles described for pure equilibrium models. However, 780 

the chemical equilibrium equations of certain phases are replaced by kinetic laws to 781 

account for phase formation in non-equilibrium conditions.  782 

 783 

 784 

Bary et al [48] replaces the dissolution/precipitation equation of ettringite by the kinetic 785 

law described in Eq. (31). The term ݇ corresponds to the kinetic coefficient expressed as 786 

concentration∙time-1. ܳ3ܵܣ6ܥതതത32ܪ and 3ܵܣ6ܥܭതതത32ܪ are the ion activity and equilibrium 787 

solubility product of ettringite, respectively. By adopting this approach, ettringite does 788 

not necessarily  reach equilibrium at the end of each time step of the simulation, which 789 

is a required condition to reproduce crystallization pressures associated to ettringite 790 

growth in supersaturated solutions.  791 

 792 

 793 
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 794 

 795 

3.3. Modeling of the expansive forces 796 

 797 

 798 



Table 7 examines the main approaches adopted by T-C-E and T-C-E-M models to 799 

simulate the expansive forces generated at the pore-level during the ESA.  800 

 801 

 802 

3.3.1. Volume increase theory 803 

 804 

 805 

Table 7 highlights that expansive forces are usually quantified by the volume increase 806 

associated to ettringite formation. The consideration of the volume change caused by 807 

other hydration products is not widely implemented, as it requires an advanced chemical 808 

module able to compute all hydrated phases in the cement paste. As indicated in Table 809 

6, this is not a common feature amongst T-C-E and T-C-E-M models.  810 

 811 

 812 

Models based on the volume increase theory usually consider that not all aluminate 813 

reacted generates expansions, as the pore network is able to accommodate a certain 814 

amount of expansive products without exerting any pressure to the pore walls. A 815 

pressure on the surrounding walls may be only exerted if the crystals become too large 816 

and/or too numerous to fit into the available space. Consequently, the general equation 817 

described in section 2.3.1 to estimate local linear expansions (Eq. (9)) is usually 818 

modified to capture this phenomenon. Eq. (32) [18] quantifies the capacity to 819 

accommodate expansive products by the fraction (݂) of the concrete initial connected 820 

porosity (߮଴	) that has to be filled prior expansion starts. 821 

 822 

 823 

ε୪ ൌ Max. ൛ൣሺ1 ൅ ݒ ௠ܸܣܥ௥ െ ݂߮଴	ሻଵ/ଷ െ 1൧, 0ൟ (32) 

 824 

 825 

Table 7. Main features of the modeling approaches to simulate ESA expansive forces. 826 

 Ref. 
Mechanism  Mode Expansive 

phases 
Pore 

network 
Buffer 

capacity Vol. increase Cryst. pressure  Eigenstrain Eigenstress 

T-C 

[36]         

[39]         

[21]         

[43]         

[20]         

T-C-E [47] X   X  Ettringite 1 Pore ݂߮଴ 

T-C-M [42]         

T
-C

-E
-M

 

[37,38]1         

[18,40] X   X  Ettringite 1 Pore ݂߮଴ 

[41]1         

[44]  X   X Ettringite 1 Pore  

[45] X   X  Ettringite 1 Pore ݂߮଴ 

[19] X   X  All solids 1 Pore ݂߮଴ 

[46] X   X  Ettringite 1 Pore ݂߮଴ 



[48] X X  X X Ettringite 1 Pore ݂߮଴ 

[49] X   X  Ettringite N Pores ௜݂߮௜ 
[50] X   X  Ettringite 1 Pore ݂߮଴ 

[51] X   X  Ettringite 1 Pore  

[52] X   X  Ettringite 1 Pore ݂߮଴ 
1 Characteristics of this model are not included due to the lack of details provided 827 

 828 

 829 

 830 

The considerations of the overall initial porosity and a unique buffer coefficient assume 831 

that all complexity of the concrete porosimetry can be reduced to a single pore where all 832 

expansive products precipitate. This is equivalent to say that the precipitation and 833 

expansion occur simultaneously in all pores regardless of their size, as the amount of 834 

expansive products precipitated in each pore is proportional to its volume. Through this 835 

approach, the models are not able to account for expansive pressures generated during 836 

early stages of the attack as the expansions computed are null until the amount of 837 

ettringite precipitated fills the entire buffered volume (݂߮଴	). A schematic 838 

representation of the simplifications assumed by Eq. (32) is shown in Figure 3. 839 

 840 

 841 

 842 
 843 

 844 

T. Ikumi et al. [49] adopted an alternative methodology to compute expansions to tackle 845 

this limitation. The model presented is based on a more realistic representation of the 846 

concrete porosimetry by discretizing the real pore size distribution of the material into a 847 

finite number of pores, each one representing a volume fraction of the total porosity 848 

(߮୧). Then, a parameter referred to as ettringite formation rate is used to quantify and 849 

distribute the ettringite formed within the pores considered. The contribution to the total 850 

local expansion of each pore size is estimated based on its volume ratio filled by 851 

ettringite and its individual capacity to accommodate expansive phases ( ୧݂). This 852 

methodology acknowledges that not all ettringite precipitated during the attack 853 

contributes with the same weight into the expansive forces generated. Instead, ettringite 854 

precipitated in small pores is likely to generate higher and earlier pressures than 855 

ettringite growing in larger pores due to a faster filling rate and a smaller capacity to 856 

accommodate expansive products.  857 

 858 

 859 



Cefis and Comi [51] present the only model that completely neglects the buffer capacity 860 

of the pore network during the estimation of expansive forces. These authors consider 861 

that ettringite is formed through a topochemical reaction occurring between the 862 

hydrated products of cement and the sulfate. In topochemical reactions the product is 863 

formed directly in the surface of the reactants, therefore all volume variation due to 864 

ettringite formation is translated into expansive forces. The validity of this approach has 865 

been questioned by several authors, who claimed that the crystal structure of C3A or 866 

monosulfate is completely different to that of ettringite, so direct transformation is not a 867 

plausible theory [34].  868 

 869 

 870 

3.3.1. Crystallization pressure theory 871 

 872 

 873 

The number of models quantifying the expansive forces generated through the 874 

crystallization pressure theory is minimal (Table 7). The prevalence of the volume 875 

increase in modeling might be explained by the combination of two factors. First, the 876 

crystallization pressure theory requires the full definition of the activities of ionic 877 

species in contact with the ettringite crystals, which is only possible through chemical 878 

equilibrium calculations. Second, the algorithm should be able to compute ettringite 879 

growth in supersaturated solutions. Notice that the latest requirement is usually not 880 

compatible with the first one, as most ESA models able to provide a full description of 881 

the ionic species and solid phases are solely based on chemical equilibrium calculations, 882 

which guarantees that the solution is never supersaturated with respect to any solid 883 

phase in the microstructure. 884 

 885 

 886 

Bary et al. presents the only model that adopted solely the crystallization pressure 887 

theory to simulate the expansive forces generated during the ESA [44]. The authors are 888 

able to compute crystallization pressures as the chemical module adopted is based on 889 

chemical kinetics, not on equilibrium assumptions. Consequently, Bary et al. do not 890 

apply the general equation described in Eqs. (10)-(11), as this model does not provide a 891 

full description of the ionic solution and solid phases. Instead, the authors use the 892 

simplified version described in Eq. (33), which is only defined by current and 893 

equilibrium sulfate and calcium concentrations. It is unclear how calcium and sulfate 894 

concentrations at chemical equilibrium (ܥ஼௔మశ
଴ ௌைరమషܥ ,

଴ ) are estimated through this kinetic 895 

approach. 896 

 897 

 898 

݌ ൌ
ܴܶ

ாܸ௧
ln	ቌ

ሾܥ஼௔మశሿ
ଶቂܥௌைరమషቃ

ଶ

஼௔మశܥൣ
଴ ൧

ଶ
ቂܥௌைరమష

଴ ቃ
ଶቍ (33) 

 899 

 900 



The model is applied with a relatively good accuracy to predict cracking initiation. 901 

However, it leads to macroscopic expansions of about two orders of magnitude lower 902 

than typical experimental data [48]. According to the authors, the crystallization 903 

pressures developed do not permit generation of sufficient macroscopic strains with the 904 

elastic approach adopted. Crystallization pressures of the order of several thousands of 905 

MPa would be necessary to get calculated free expansions comparable to measured 906 

ones. 907 

 908 

 909 

Bary et al. presented another ESA model in 2014 that incorporated an alternative 910 

approach to explain the macroscopic expansions [48]. This model introduced a 911 

macroscopic bulk strain to reproduce the increase of volume caused by secondary 912 

ettringite formation through an equivalent equation of Eq. (32). By adding this 913 

consideration, the expansions are a result of both the additional volume generated by 914 

ettringite formation and the crystallization pressure exerted on the pore walls by the 915 

supersaturated solution. In this case, the expansions predicted were similar to the ones 916 

obtained in the test. Bary et al. pointed out that the contribution of the crystallization 917 

pressure was negligibly small compared to the bulk strain produced by secondary 918 

ettringite formation [48]. This may suggest that the model was basically able to 919 

reproduce measured expansions due to the application of the volume increase theory. 920 

 921 

 922 

3.4. Modeling of the mechanical response 923 

 924 

 925 

T-C-M and T-C-E-M models incorporate mechanical modules to convert the 926 

degradation processes generated at the pore-scale into actual damage and/or 927 

macroscopic expansions. Table 8 shows the characteristics of the main approaches 928 

adopted by the selection of models reviewed to simulate the local and non-local 929 

mechanical response.  930 

 931 

 932 

Table 8. Characteristics of the mechanical modules considered in advanced ESA 933 

models. 934 

  Local mechanical response  Non-local mechanical response 

 Ref. 
Stress-induced cracking  

Chemical-induced 
strength loss 

 Tenso-
deformational 

analysis (macro 
expansions) 

Stress-induced 
cracking 

Isotropic damage 
variable 

Discrete interface 
elements 

 
Isotropic damage 

variable 
 Discrete interface 

elements 

T-C 

[36]        

[39]        

[21]        

[43]        

[20]        

T-C-E [47]        



T-C-M [42]    X    

T
-C

-E
-M

 

[37,38]1        

[18,40] X     X  

[41]1         

[44] X     X  

[45] X     X  

[19] X       

[46]  X    X X 

[48] X     X  

[49] X     X  

[50] X       

[51] X   X  X  

[52] X       
1 Characteristics of this model are not included due to the lack of details provided 935 

 936 

 937 

 938 

3.4.1. Local mechanical response 939 

 940 

 941 

The local mechanical response accounts for the damage generated within the region 942 

directly affected by sulfate penetration. In this region, models recognize the generation 943 

of damage associated to the expansive forces (referred to as stress-induced cracking in 944 

Table 8) and the decalcification of hydrated phases (referred to as chemical-induced 945 

strength loss in Table 8). T-C-M models can only compute chemical damage while T-C-946 

E-M models are potentially able to account for both, chemical and stress-induced 947 

damage. 948 

 949 

 950 

Stress-induced cracking 951 

 952 

 953 

Stress-induced microcracking has been traditionally reproduced by a damage variable 954 

based on continuum damage mechanics. The early approach presented by Tixier and 955 

Mobasher [18] has been widely implemented and served as a basis for most of the 956 

models developed (e.g. [19,50,52]). In this case, the constitutive response of the 957 

material is simulated by a simple uniaxial stress-strain law that related the local strains 958 

with the damage developed. The damage is quantified by an isotropic scalar variable 959 

usually ranging from 0 to 1 based on a crack density parameter. Three regions are 960 

usually defined [18]: 961 

 962 

 963 

 Linear-elastic response: The material is considered undamaged, 964 

 Prepeak region: Microcrack initiation leading to a linear decrease of the 965 

mechanical properties and/or increase of diffusivity, 966 



 Postpeak region: Microcracks coalesce into a single main crack and the 967 

deformation is represented as the opening of a single dominant crack with a 968 

gradual decrease in the load-carrying capacity of the matrix.  969 

 970 

 971 

Approaches based on continuum damage mechanics have important limitations when it 972 

comes to predict crack patterns or the spalling effects. For example, Sarkar et al. [19] 973 

adopt a failure criterion based on an arbitrary number of elements of the discretization 974 

reaching the maximum damage state, without any mechanical justification. However, 975 

this approach might be sufficient to identify crack appearance and estimate an 976 

approximate crack pattern [44]. 977 

 978 

 979 

The model presented by Idiart et al. [46] represents an important contribution in this 980 

field. The main feature of this model is the nonlinear fracture mechanics-based crack 981 

propagation procedure, which considers the effect of cracking explicitly in the 982 

degradation process. For that, zero-thickness interface elements are introduced in all the 983 

aggregate–matrix contacts and also in predetermined locations within the matrix. Notice 984 

that this model is able to capture accurately the main crack patterns inside and outside 985 

the region directly affected by sulfate penetration.  986 

 987 

 988 

Chemically-induced strength loss 989 

 990 

 991 

Even though all models included in Table 8 incorporate chemical modules to account 992 

for the chemical reactions triggered by sulfate penetration, there are only two models 993 

that quantify the chemical damage associated [42,51]. Shazali and coworkers [42] 994 

assume that the strength loss experienced by concrete is entirely caused by the 995 

decalcification of hydrated phases due to gypsum formation. Chemical damage is 996 

quantified by a local relative strength loss (ܮ݊݌) function that represents an empirical 997 

relation between the degree of reaction (ܩ௡) and the loss of strength (Eq. (34)). The 998 

terms ܽ and ݉ correspond to fitting parameters defined on the basis of experimental 999 

data.  1000 

 1001 

 1002 

ܮ݊݌ ൌ ሺ1 െ ܽି௠ሻ ൤1 െ
1

1 ൅ ሺܽܩ௡ሻ௠
൨ (34) 

 1003 

 1004 

The model presented by Cefis and Comi is the only model that accounts for both 1005 

chemical damage and expansive forces [51]. In this case, it is considered that the 1006 

decalcification of concrete causes the formation of diffuse microcracks. Similarly to 1007 

[42,60], this phenomenon is quantified by an isotropic damage variable (݀) expressed as 1008 



a function of the reaction extent (̅ߦ) (Eq. (35)). Where ݎଵ, ݎଶ and ݎଷ are material 1009 

dependent parameters. Unfortunately, from the results presented it is not possible to 1010 

distinguish the relative weight of chemical damage into the overall degradation 1011 

obtained.  1012 

 1013 

 1014 

݀ ൌ
1 െ exp	ሺെݎଵ̅ߦሻ

1 ൅ exp	ሺെݎଵ̅ߦ ൅ ଶሻݎ
 ଷ (35)ݎ

 1015 

 1016 

3.4.2. Non-local mechanical response 1017 

 1018 

 1019 

It seems common sense that a large pile of 2 m diameter should be more durable against 1020 

the ESA than a micro-pile of 30 cm diameter under the same exposure conditions. 1021 

Unlike internal degradation processes, the region directly affected by sulfate penetration 1022 

is usually restricted to a few centimeters close to the external surface. The sound region, 1023 

which in most real structures constitutes a larger area, contributes to reduce the damage 1024 

caused by the attack due to equilibrium and compatibility with the damaged area. 1025 

Several recent works highlight the importance of the size of the element on ESA 1026 

resistance [10,59]. 1027 

 1028 

 1029 

Table 8 shows that the majority of models quantifying damage include a full tenso-1030 

deformational analysis on the whole section of the attacked element to account for these 1031 

phenomena. By that, these models are able to quantify macroscopic expansions over 1032 

time and estimate the stress distribution generated inside and outside the attacked 1033 

region. Damage estimations in models without tenso-deformational analyses might not 1034 

correspond well with reality, especially in structures with large sound/damaged region 1035 

ratios. 1036 

 1037 

 1038 

Stress distribution monitoring on the whole section of the element opens up the 1039 

possibility to account for damage generation outside the regions directly affected by 1040 

sulfate penetration. However, Table 8 indicates that this is not commonly implemented 1041 

in ESA models. In fact, the only model able to account for the energy dissipated in the 1042 

fracture processes outside the penetrated region is the one presented by Idiart et al. [46]. 1043 

The approach adopted by the authors is explained in section 3.4.1. 1044 

 1045 

 1046 

3.5. ESA Model selection 1047 

 1048 

 1049 



The review presented in sections 3.1-3.4 highlights a large pool of models available 1050 

based on different approaches and principles with varying degrees of complexity. This 1051 

wide variety of options often confuse practitioners in the selection of the appropriate 1052 

model to use for each application. Numerical models are commonly used to provide key 1053 

data to support decision-making on different aspects related to ESA durability. For each 1054 

project, the information desired varies depending on its particular needs. For example, 1055 

in some structures the durability requirements might be defined in terms of limitations 1056 

on the penetration of external agents, while in other applications the main concerns 1057 

might be related to the dimensional stability or crack formation.  1058 

 1059 

 1060 

As not all models reviewed are able to provide the same information, the selection of a 1061 

suitable model involves pairing of the required data with the outputs of the numerical 1062 

model. For that, it is essential to understand the capabilities of each model reviewed in 1063 

terms of the outcomes provided. Table 9 relates typical required data during ESA 1064 

assessments with the qualified models able to provide such information. The required 1065 

data listed covers different aspects associated to the transport process, the chemical 1066 

reactions and the mechanical response of the attacked element. Notice that Table 9 is 1067 

purely defined by the potential capabilities of the models and the actual accuracy of the 1068 

predictions is not considered here.  1069 

 1070 

 1071 

Table 9. Qualified models for the most common desired outputs in ESA assessments. 1072 

 
Desired outputs 

Qualified models 
 T-C T-C-E T-C-M T-C-E-M 

T
ransport 

Sulfate concen. [36] [39] [21] [43] [20] [47] [42] [30] [10] [41] [44] [45] [19] [46] [48] [49] [50] [51] [52] 

Calcium concen.   [21] [43] [20]   [30]  [41] [44]  [19]  [48]  [50]   

Full ionic concen.   [21] [43] [20]   [30]  [41]   [19]  [48]  [50]   
C

hem
ical 

Ettringite concen.   [21] [43] [20]   [30]  [41] [44] [45] [19]  [48]  [50]   

Gypsum concen.   [21] [43] [20]  [42] [30]  [41] [44]  [19]  [48]  [50]   

Aluminate concen.   [21] [43] [20] [47]  [30] [10] [41]   [19] [46] [48] [49] [50] [51] [52] 

Full phase comp.   [21] [43] [20]   [30]  [41]   [19]  [48]  [50]   

M
echanical 

Chem. strength loss       [42]           [51]  

Local cracking         [10]  [44] [45] [19] [46] [48] [49] [50] [51] [52] 

Non-local cracking              [46]      

Expansions         [10]  [44] [45]  [46] [48] [49]  [51]  

 1073 

 1074 

 1075 

As expected, the eligible options diminish with the increase of complexity of the 1076 

outcomes desired. All models reviewed are able to provide a basic outcome such as the 1077 

sulfate concentration during the attack. However, the number of options is reduced by a 1078 

factor of 3 when the required data are the expansions evolution. If the chemical strength 1079 

loss caused by decalcification or non-local cracking are to be quantified, the number of 1080 

qualified models is dramatically reduced.  1081 



 1082 

 1083 

4. RESEARCH PRIORITIES 1084 

 1085 

 1086 

This section aims to identify the major areas that currently compromise the accuracy of 1087 

the assessments provided by ESA models based on the review presented in section 3. 1088 

The literature review features ESA models with advanced transport and chemical 1089 

modules (e.g. [20,21,43,48,50]) able to provide full ionic and phase composition during 1090 

the attack and account for several transport mechanisms. The high degrees of 1091 

sophistication may be attributed to the traditional perception of the ESA as a pure 1092 

chemical attack, which led to focus efforts on the simulation of the reactive-transport 1093 

process.   1094 

 1095 

 1096 

Additionally, the modeling of transport and chemical processes shares the same basis as 1097 

a wide variety of phenomena comprehensively studied during the last decades, such as 1098 

the transport of contaminants in soils or the thermodynamic modeling of geochemical 1099 

systems. Contributions made in other areas have been adopted by ESA models, 1100 

resulting in reactive-transport modules with advanced features. Consequently, the 1101 

authors do not identify major hurdles related to the simulation of the reactive-transport 1102 

process that compromise its accuracy.  1103 

 1104 

 1105 

Reliable estimations of the mechanical response during the ESA require an accurate 1106 

quantification of the damage mechanisms generated at the micro-scale (chemical 1107 

damage and expansive forces) and the translation of its effects to the macro-scale. The 1108 

current state of the art on structural analysis features several advanced methods able to 1109 

perform this translation precisely, considering the interactions between sound and 1110 

damage regions of the attacked element (e.g. FEM with fracture-based constitutive laws 1111 

[46]). Therefore, the validity of the results provided by the mechanical model is greatly 1112 

defined by the accuracy of the expansive forces and the chemical damage predicted at 1113 

the pore-level. 1114 

 1115 

 1116 

Table 9 highlights the shortage of ESA models attempting to quantify the deterioration 1117 

of the materials mechanical properties caused by leaching and dissolution of calcium 1118 

bearing phases. The few attempts reported address the simulation of this phenomenon 1119 

through over simplified approaches with fitting parameters defined on the basis of 1120 

experimental data not easily acquirable. Additional research is required to provide 1121 

accurate estimations of the chemical damage and enable a widespread incorporation of 1122 

this phenomenon in advanced ESA models.  1123 

 1124 

 1125 



As discussed in the review, the majority of numerical models acknowledge the 1126 

expansive forces generated at the pore-scale as the main degradation mechanism 1127 

associated with ESA. The lack of consensus on the mechanism by which the presence 1128 

(or formation) of ettringite causes overall expansion and cracking have been translated 1129 

into the modeling field. Even though the volume increase theory does not currently 1130 

stand as the most plausible theory due to its simplicity, most numerical models have 1131 

adopted this approach to simulate the expansive forces generated.  1132 

 1133 

 1134 

Estimations provided through this approach are strongly influenced by the capacity of 1135 

the pore network of the material to accommodate expansive phases. However, there is 1136 

not any reliable quantification of this parameter. Consequently, models adopt different 1137 

values arbitrarily, often treating this variable as a fitting parameter. The early works of 1138 

Atkinson and Hearne [4], and Clifton and Pommersheim [9] assumed that only 5 % of 1139 

the volume of ettringite formed was translated into actual expansions. Clifton and 1140 

Pommersheim [9] additionally considered that expansion occurs only when the reaction 1141 

products fill the entire volume of capillary porosity (݂=100 %). More recently, Tixier 1142 

and Mobasher fixed this parameter in a range between 5 % - 40 % of the initial porosity 1143 

[18,61]. Basista and Weglewski [45] and Yu et al. [50] arbitrarily assumed it to be 50 1144 

and 36 %, respectively. Discrepancies of such ranges question the accuracy of the 1145 

assessments. The role of porosity during the attack should be further studied in order to 1146 

provide procedures or guidelines to estimate the capacity of a specific material to 1147 

accommodate expansive phases.   1148 

 1149 

 1150 

The simulation of expansive forces through the crystallization pressure theory is still at 1151 

an early stage and the few attempts reported are still far from being able to reproduce 1152 

the real behavior of specimens exposed to ESA. The models that adopted this approach 1153 

are unable to reproduce the main feature of this theory, which is that only ettringite 1154 

growing in small pores is likely to build up enough pressure to cause damage. To 1155 

capture this phenomenon it is necessary to consider a more realistic representation of 1156 

the pore network and be able to account for ettringite growth in different locations 1157 

within the pore structure based on local saturation conditions. This is not compatible 1158 

with current ESA reactive-transport models. Further research is needed to assess the 1159 

viability of this modeling approach and justify the increase of computational complexity 1160 

involved over the simpler volume increase theory. 1161 

 1162 

 1163 

5. CONCLUSIONS 1164 

 1165 

 1166 

This review of the most representative ESA models developed during the last 20 years 1167 

identified the most common modeling approaches adopted and the capabilities and 1168 

limitations associated with each one of them. It is important to highlight that in this 1169 



paper, the term ESA exclusively refers to the degradation triggered by chemical 1170 

reactions between sulfate ions and the cement paste. The simulation of damage 1171 

attributed to physical sulfate attack such as crystallization of water-soluble sulfate salts 1172 

is not addressed. The following specific conclusions may be derived from the present 1173 

study: 1174 

 1175 

 1176 

 A significant number of advanced ESA models do not simulate all of the main 1177 

processes involved in the ESA (transport process, chemical reactions, generation 1178 

of expansive forces and the mechanical response), which may limit the scope of 1179 

the predictions.  1180 

 1181 

 1182 

 The literature review features models with advanced transport and chemical 1183 

modules able to provide full ionic and phase composition during the attack and 1184 

account for several transport mechanisms.  1185 

 1186 

 1187 

 Practically all models that quantify damage associated with ESA assume that the 1188 

only source of degradation are the expansive forces generated at the pore 1189 

network by ettringite formation. Chemical damage associated to the dissolution 1190 

of calcium-bearing phases is rarely quantified.  1191 

 1192 

 1193 

 Improvement on the accuracy of the expansive forces estimated at the pore-level 1194 

and the chemical damage generated in the material are identified as current 1195 

major research priorities in ESA modeling. 1196 

 1197 

 1198 
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