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#### Abstract

Within the framework of the planar three-body problem we establish the existence of quasi-periodic motions and KAM 4-tori related to the co-orbital motion of two small moons about a large planet where the moons move in nearly circular orbits with almost equal radii. The approach is based on a combination of normal form and symplectic reduction theories and the application of a KAM theorem for high-order degenerate systems. To accomplish our results we need to expand the Hamiltonian of the three-body problem as a perturbation of two uncoupled Kepler problems. This approximation is valid in the region of phase space where co-orbital solutions occur.
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1. Introduction. Saturn is surrounded by groups of rings and more than fifty moons. Two of these small moons, named Janus and Epimetheus, almost share the same orbit in their travel around Saturn. So, it seems that their different orbital speeds should make them crash into each other. From Kepler's laws, the inner moon has smaller period and then traps the outer moon. But due to their mutual gravitational attraction they never get closer than about 15,000 kilometers from each other. Instead of crashing, they exchange orbital positions once every four years. Fig. 1 shows a schematic drawing of the path of the called co-orbital moons.

Celestial Mechanics refers to co-orbital motion when two or more bodies, such as planets, moons or asteroids, orbiting at the same, or very similar, distance from their central body, that is, are in a 1:1 mean-motion resonance. There are several types of co-orbital objects, depending on their point of libration. One class is the trojan, which librates around one of the two stable Lagrangian points, called $L_{4}$ and $L_{5}, 60^{\circ}$ ahead of and behind the central body respectively. The most known example are the asteroids that orbit ahead of or behind Jupiter around the Sun. Nowadays, the research of trojan planets is beyond our solar system. One possibility for the habitable zone is a trojan planet of a giant planet close to its star.

Another class is the horseshoe orbit, in which objects librate around $180^{\circ}$ from the central body. A small number of asteroids has been found that are co-orbital with Earth, like asteroid 3753 Cruithne. But, among all examples, since their discovery in 1981 by the space craft Voyager 1, the Saturnian moons, Janus and Epimetheus, is one of the most known co-orbital horseshoe orbit. Indeed, the two moons are in a 1:1 mean-motion resonance maintaining the same average distance from the central body in libration around points $180^{\circ}$ apart, see Fig. 1. In this respect the discovery of two extrasolar planets around their common star following

[^0]a co-orbital horseshoe trajectory is meaningful.
The horseshoe motion and the co-orbital dynamics have been studied both analytically and numerically. One approach deals with the restricted three-body problem, assuming that one of the small bodies has negligible mass, see for instance [9, 2]. On the other hand, coorbital motion can be approximated by two independent solutions of a two-body problem, one when the small bodies do not interact, and another when the interaction between the small bodies dominates the motion. Finally, a matching of both solutions completes the process, as it is done in [21]. In the framework of the three-body problem, usually, the interaction between the two small bodies is treated as a perturbation of decoupled Kepler problems, see for example, [11, 12]. Even though, when the co-orbital motion is considered one has to keep in mind that the distance between the orbits of the small bodies is also small and their interaction will become large when the two small bodies are close. Due to it, there are three small quantities to consider.

Following the ideas in [5], we assume that the difference between the semi-major axes of the orbits when the small bodies are far apart is of order $\varepsilon$ compared with the average radius of their orbits. Second, we assume that the masses of the small bodies are of order $\varepsilon^{a}$ compared to the big mass or central body. Finally, since we are looking for orbits that have no syzygy when the small bodies are in the same side of the central body, we asume that the minimum angular separation, if we look at the particles from the big mass, is of order $\varepsilon^{b}$.


Figure 1. On the left: Orbits of the small bodies in the rotating frame. At time 1 the body describing the green path is closer to the central body than the one describing the magenta orbit. As the time passes the two small masses get closer (time 2) and after the closest approach, at time 3, it is the body describing the green path which is farthest from the central body. On the right: Orbits of the small bodies in the inertial frame. The paths about the time of the closest approach of the two small bodies are shown.

The purpose of the paper is to prove the existence of quasi-periodic motions related to
the co-orbital motion of two small moons orbiting a big planet by means of KAM theory.
In order to prepare the three-body problem so that we can apply an adequate KAM theorem we need to perform a sequence of symplectic transformations that lead us to the co-orbital regime. The transformations involving the small parameter are in the setting of the symplectic scaling techniques of Meyer, that he has applied successfully to the $N$-body problem, with the aim of accounting for different regimes of the problem, see [12]. These techniques were already applied in [5], and the authors obtained some relationships between the parameters involved in the co-orbital motion. The constraints concerning the parameters are crucial in our approach as they allow us to arrange the Hamiltonian function properly, placing its terms at different orders of the perturbation in an accurate way. Besides, we have applied many of the transformations of [5], some of them slightly generalized, to perform our procedure.

A normal form transformation of the system is carried out assuming that the zeroth order of the Hamiltonian is in 1:1 resonance. After truncating higher order terms we apply symplectic reduction theory and analyze the resulting reduced system. The theory of Hamiltonian reduction goes back to Laplace and Lagrange although in its modern version it is usually attributed to the works of Reeb [19], Moser [17], Meyer [11] and Marsden and Weinstein [10] and is known nowadays as Meyer-Marsden-Weinstein reduction or regular reduction. However, often the reduced space is not a manifold but presents singularities, thus the theory lies in the context of the so called singular reduction [6]. This is indeed the case of our research.

The zone in phase space where the co-orbital motion occurs is discussed conveniently and some coordinates are introduced so that the Hamiltonian is organized adequately and expressed in action-angle coordinates. As the action variables we have built arise in the Hamiltonian function at three different scales, showing the highly degenerate character of the Hamiltonian, usual KAM theorems, even those dealing with situations where the degeneration is removed, cannot be applied. Thus we apply a result due to $\mathrm{Han}, \mathrm{Li}$ and Yi [8] that is suitable for our degenerate system.

As far as we know there are not similar studies dealing with the persistence of invariant tori for the co-orbital motion of the three-body problem. In [20] the authors apply averaging theory associated to the 1:1 resonance in the context of the planar three-body problem, also focusing on the co-orbital regime. All their results are only related to the system obtained after truncating higher order terms. By the time a revision of this paper was ready, we received the following preprint manuscript [18], where the authors find invariant 2-tori in the same context as us.

The paper is organized as follows. In Section 2 we provide the equations of motion of the three-body problem as well as the scalings and successive symplectic changes that are needed to focus our attention on the co-orbital motion. The purpose of Section 3 is to normalize the system with respect to an angle that accounts for the $1: 1$ resonance. This allows us to simplify drastically the Hamiltonian function and prepare it, after truncation of the remainder, to apply reduction theory. In Section 4 the two degrees of freedom reduced system is analyzed, identifying essentially three types of motion, namely the ones related to the Lagrangian and Eulerian solutions of the three-body problem plus the motions of co-orbital nature that are the main concern of our approach. KAM theory is applied in Section 5 using the theorem of Han, Li, Yi [8] and applying some more transformations. It leads to our main result, that is

Theorem 5.1. Finally some conclusions and prospective work are commented in Section 6.
2. Equations and scalings. In this section, we derive the equations of motion for two small co-orbital particles in near coplanar circular orbits around a big mass, as a perturbation of two uncoupled Kepler problems. For better understanding and self-contained reading we detail the most relevant symplectic co-ordinates transformations given in [5]. We start by considering the Hamiltonian of the three-body problem

$$
\begin{equation*}
H\left(q_{0}, q_{1}, q_{2}, p_{0}, p_{1}, p_{2}\right)=\frac{p_{0}^{2}}{2}+\frac{p_{1}^{2}}{2 m_{1}}+\frac{p_{2}^{2}}{2 m_{2}}-\frac{m_{1}}{\left|q_{1}-q_{0}\right|}-\frac{m_{2}}{\left|q_{2}-q_{0}\right|}-\frac{m_{1} m_{2}}{\left|q_{2}-q_{1}\right|} \tag{2.1}
\end{equation*}
$$

where $q_{0}, p_{0}$ are the position and momentum in the plane of a big mass $M=1, q_{i}, p_{i}, i=1,2$ are the positions and momenta of the small particles with masses $m_{i}, i=1,2$, respectively, where the distance units have been chosen such that the gravitational constant $G=1$.

First we perform a symplectic change of variables $(q, p) \rightarrow(u, v)$, like Jacobi variables [13], where the two small particles are treated equivalently and $u_{3}, v_{3}$ represent the center of mass and total momentum, respectively. The change is given by

$$
\begin{array}{ll}
u_{1}=q_{1}-q_{0}, & v_{1}=\frac{-m_{1} p_{0}+\left(1+m_{2}\right) p_{1}-m_{1} p_{2}}{1+m_{1}+m_{2}} \\
u_{2}=q_{2}-q_{0}, & v_{2}=\frac{-m_{2} p_{0}-m_{2} p_{1}+\left(1+m_{1}\right) p_{2}}{1+m_{1}+m_{2}} \\
u_{3}=\frac{q_{0}+m_{1} q_{1}+m_{2} q_{2}}{1+m_{1}+m_{2}}, & v_{3}=p_{0}+p_{1}+p_{2}
\end{array}
$$

And the inverse is as follows

$$
\begin{array}{ll}
q_{0}=\frac{u_{3}+m_{1}\left(u_{3}-u_{1}\right)+m_{2}\left(u_{3}-u_{2}\right)}{1+m_{1}+m_{2}}, & p_{0}=\frac{v_{3}-\left(1+m_{1}+m_{2}\right)\left(v_{1}+v_{2}\right)}{1+m_{1}+m_{2}} \\
q_{1}=\frac{u_{1}+m_{2}\left(u_{1}-u_{2}\right)+u_{3}\left(1+m_{1}+m_{2}\right)}{1+m_{1}+m_{2}}, & p_{1}=\frac{\left(1+m_{1}+m_{2}\right) v_{1}+m_{1} v_{3}}{1+m_{1}+m_{2}} \\
q_{2}=\frac{u_{2}+m_{1}\left(u_{2}-u_{1}\right)+u_{3}\left(1+m_{1}+m_{2}\right)}{1+m_{1}+m_{2}}, & p_{2}=\frac{\left(1+m_{1}+m_{2}\right) v_{2}+m_{2} v_{3}}{1+m_{1}+m_{2}}
\end{array}
$$

Clearly, the change of variables isolates the total momentum and the center of mass, and so, it suffices to consider only variables $u_{1}, u_{2}, v_{1}, v_{2}$.

Let us introduce a small parameter related to the masses, through $m_{i}=\varepsilon^{a} \mu_{i}, i=1,2$, where $\mu_{1}, \mu_{2}$ are of the same order of the big mass $M=1$. Simultaneously, we rescale the momentum variables $\left(v_{1}, v_{2}\right)$ with the same factor $v_{i}=\varepsilon^{a} w_{i}, i=1,2$. Notice that the change of variables from $(u, v) \rightarrow(u, w)$ is symplectic with multiplier $\varepsilon^{-a}$. Next we pass to a rotating system $(x, y)$ by

$$
\begin{array}{ll}
u_{1}=x_{1} \cos t-x_{2} \sin t, & u_{2}=x_{2} \cos t+x_{1} \sin t \\
w_{1}=y_{1} \cos t-y_{2} \sin t, & w_{2}=y_{2} \cos t+y_{1} \sin t
\end{array}
$$

Then, we perform the usual change to polar coordinates

$$
\left(r_{1}, r_{2}, \theta_{1}, \theta_{2}, R_{1}, R_{2}, \Theta_{1}, \Theta_{2}\right)=(r, \theta, R, \Theta)
$$

that is given by

$$
x_{1}=r \cos \theta, \quad y_{1}=R \cos \theta-\frac{\Theta}{r} \sin \theta, \quad x_{2}=r \sin \theta, \quad y_{2}=R \sin \theta+\frac{\Theta}{r} \cos \theta
$$

The new Hamiltonian is

$$
\begin{align*}
H(r, \theta, R, \Theta)= & \frac{1}{2 \mu_{1}}\left(R_{1}^{2}+\frac{\Theta_{1}^{2}}{r_{1}^{2}}\right)+\frac{1}{2 \mu_{2}}\left(R_{2}^{2}+\frac{\Theta_{2}^{2}}{r_{2}^{2}}\right)-\Theta_{1}-\Theta_{2}-\frac{\mu_{1}}{r_{1}}-\frac{\mu_{2}}{r_{2}} \\
& +\varepsilon^{a}\left(\frac{-\mu_{1} \mu_{2}}{\sqrt{r_{1}^{2}-2 r_{1} r_{2} \cos \left(\theta_{2}-\theta_{1}\right)+r_{2}^{2}}}+\frac{R_{1}^{2}}{2}+\frac{R_{2}^{2}}{2}+\frac{\Theta_{1}^{2}}{2 r_{1}^{2}}+\frac{\Theta_{2}^{2}}{2 r_{2}^{2}}\right.  \tag{2.2}\\
& \left.+\left(\frac{\Theta_{1} \Theta_{2}}{r_{1} r_{2}}+R_{1} R_{2}\right) \cos \left(\theta_{2}-\theta_{1}\right)+\left(\frac{R_{2} \Theta_{1}}{r_{1}}-\frac{R_{1} \Theta_{2}}{r_{2}}\right) \sin \left(\theta_{2}-\theta_{1}\right)\right)
\end{align*}
$$

At this point we introduce the second small parameter, the difference between the semimajor axes. We assume that this difference is of order $\varepsilon$, and perform a symplectic change of variables with multiplier $\varepsilon^{-1}$ given by

$$
\begin{array}{ll}
\varepsilon \rho_{1}=r_{1}-1, & \varepsilon \Phi_{1}=\Theta_{1}-\mu_{1}  \tag{2.3}\\
\varepsilon \rho_{2}=r_{2}-1, & \varepsilon \Phi_{2}=\Theta_{2}-\mu_{2}
\end{array}
$$

We stress that in order to avoid the singularity that appears at $\varepsilon=0$ we rescale the time appropriately. We expand and collect terms with respect to powers of $\varepsilon$, with the goal of getting a simple system at order zero that reflects the co-orbital motion. Due that, on the one hand, we have to keep terms of order $\varepsilon^{2}$ and lower to represent accurately the motion of the small bodies when they are far apart. Moreover, we have to select upper bounds for $a$ and conditions on $b$, where $\theta_{2}-\theta_{1}, 2 \pi-\left(\theta_{2}-\theta_{1}\right) \geq O\left(\varepsilon^{b}\right)$, such that finitely many terms, resulting from the interaction between the small bodies when they are close to one another, are of order less than or equal to 2 in $\varepsilon$, as well. This is precisely the main result stated in [5] where the relative size of the small quantities such that the planar three-body problem admits co-orbital motion is given.

Theorem 2.1 (Cors-Hall). Let $\varepsilon$ be the ratio of the difference between the radii of the orbits of the small moons with the average radius, and suppose the ratio of the moons' masses to the mass of the planet is of order $\varepsilon^{a}$ and the minimum angular separation of the moons is of order $\varepsilon^{b}$. If $2<a<5 / 2$, then the system admits co-orbital motion, and in this case $b=a-2$.

Following the previous theorem, when $a \in\left(2, \frac{5}{2}\right)$, expanding, collecting similar power terms of $\varepsilon$ and dropping constant terms, we obtain the following Hamiltonian expressed in variables $(\rho, \theta, R, \Phi)$ :

$$
\begin{equation*}
H=H_{0}+\varepsilon^{2} H_{2}+\varepsilon^{a} H_{a}+\varepsilon^{3} H_{3}+\varepsilon^{a+1} H_{a+1}+\varepsilon^{4} H_{4}+\mathcal{O}\left(\varepsilon^{a+2}\right) \tag{2.4}
\end{equation*}
$$

where

$$
H_{0}=\frac{R_{1}^{2}}{2 \mu_{1}}+\frac{R_{2}^{2}}{2 \mu_{2}}
$$

$$
\begin{gathered}
H_{2}=\frac{1}{2}\left(\frac{\Phi_{1}^{2}}{\mu_{1}}+\frac{\Phi_{2}^{2}}{\mu_{2}}+\mu_{1} \rho_{1}^{2}+\mu_{2} \rho_{2}^{2}-4\left(\Phi_{1} \rho_{1}+\Phi_{2} \rho_{2}\right)\right), \\
H_{a}=\frac{R_{1}^{2}}{2}+\frac{R_{2}^{2}}{2}+\left(\mu_{1} R_{2}-\mu_{2} R_{1}\right) \sin \left(\theta_{2}-\theta_{1}\right)+\left(\mu_{1} \mu_{2}+R_{1} R_{2}\right) \cos \left(\theta_{2}-\theta_{1}\right) \\
-\frac{\mu_{1} \mu_{2}}{2} \csc \left(\frac{\theta_{2}-\theta_{1}}{2}\right), \\
H_{3}=-\frac{\Phi_{1}^{2} \rho_{1}}{\mu_{1}}-\frac{\Phi_{2}^{2} \rho_{2}}{\mu_{2}}-\mu_{1} \rho_{1}^{3}-\mu_{2} \rho_{2}^{3}+3\left(\Phi_{1} \rho_{1}^{2}+\Phi_{2} \rho_{2}^{2}\right), \\
H_{a+1}= \\
- \\
\quad+\mu_{1}^{2} \rho_{1}-\mu_{2}^{2} \rho_{2}+\mu_{1} \Phi_{1}+\mu_{2} \Phi_{2}+\frac{1}{4} \mu_{1} \mu_{2}\left(\rho_{1}+\rho_{2}\right) \csc \left(\frac{\theta_{2}-\theta_{1}}{2}\right) \\
\\
\quad+\left(\mu_{2} R_{1} \Phi_{2}+\mu_{1} \Phi_{2}-\mu_{1} R_{2}\left(\rho_{1}+\rho_{2}\right)\right) \cos \left(\theta_{2}-\theta_{1}\right), \\
H_{4}
\end{gathered}=\frac{3}{2}\left(\frac{\Phi_{1}^{2} \rho_{1}^{2}}{\mu_{1}}+\frac{\Phi_{2}^{2} \rho_{2}^{2}}{\mu_{2}}+\mu_{1} \rho_{1}^{4}+\mu_{2} \rho_{2}^{4}\right)-4\left(\Phi_{1} \rho_{1}^{3}+\Phi_{2} \rho_{2}^{3}\right) . ~ \$
$$

We remark that the order of the power terms in $\varepsilon$ obtained does not depend on the admissible values of $a$. The most important term resulting from the interaction of the two small bodies is given by $\csc \left(\left(\theta_{2}-\theta_{1}\right) / 2\right)$ in $H_{a}$. Clearly, at the moment of minimum angular separation, that is, when $\theta_{2}-\theta_{1}$ or $2 \pi-\left(\theta_{2}-\theta_{1}\right)$ are equal to $\varepsilon^{b}$, it will be of order $\varepsilon^{2}$. Finally, taking into account the forthcoming changes of variables we have to keep here at least terms to order $\varepsilon^{4}$.

Since the dependence of the Hamiltonian with respect to the two angles $\theta_{1}$ and $\theta_{2}$ is only given by their difference $\theta_{2}-\theta_{1}$ we perform a symplectic transformation with multiplier $\frac{1}{\mu_{1}}+\frac{1}{\mu_{2}}$ that reduces the four degrees of freedom system onto a three degrees of freedom system, as follows

$$
\begin{array}{ll}
\rho=\rho_{2}-\rho_{1}, & \bar{\rho}=\sqrt{\frac{\mu_{1}}{\mu_{2}}}\left(\rho_{1}+\frac{\mu_{2}}{\mu_{1}} \rho_{2}\right), \\
\theta=\theta_{2}-\theta_{1}, & \bar{\theta}=\sqrt{\frac{\mu_{1}}{\mu_{2}}}\left(\theta_{1}+\frac{\mu_{2}}{\mu_{1}} \theta_{2}\right),  \tag{2.5}\\
R=\frac{R_{2}}{\mu_{2}}-\frac{R_{1}}{\mu_{1}}, & \bar{R}=\frac{R_{1}+R_{2}}{\sqrt{\mu_{1} \mu_{2}}}, \\
\Phi=\frac{\Phi_{2}}{\mu_{2}}-\frac{\Phi_{1}}{\mu_{1}}, & \bar{\Phi}=\frac{\Phi_{1}+\Phi_{2}}{\sqrt{\mu_{1} \mu_{2}}} .
\end{array}
$$

Finally, we separate the fast and slow variables, in order to emphasize the 1:1 resonance, by setting

$$
\begin{array}{ll}
\varepsilon^{-\frac{1}{2}} \gamma=\rho, & \varepsilon^{-\frac{1}{2}} \bar{\gamma}=\bar{\rho} \\
\varepsilon^{\frac{1}{2}} P=R, & \varepsilon^{\frac{1}{2}} \bar{P}=\bar{R} \tag{2.6}
\end{array}
$$

and rescale time to obtain the Hamiltonian $H(\gamma, \bar{\gamma}, \theta, \bar{\theta}, P, \bar{P}, \Phi, \bar{\Phi})$ to fifth order in $\epsilon=\varepsilon^{1 / 4}$ and $a=\frac{9}{4}$ :

$$
\begin{equation*}
H=K_{0}+\epsilon^{2} K_{2}+\epsilon^{4} K_{4}+\epsilon^{5} K_{5}+\mathcal{O}\left(\epsilon^{6}\right) \tag{2.7}
\end{equation*}
$$

where

$$
\begin{gathered}
K_{0}=\frac{\mu_{1}^{2} \mu_{2}^{2}}{2\left(\mu_{1}+\mu_{2}\right)^{2}}\left(P^{2}+\bar{P}^{2}+\gamma^{2}+\bar{\gamma}^{2}\right) \\
K_{2}=-\frac{\mu_{1}^{2} \mu_{2}^{2}}{\left(\mu_{1}+\mu_{2}\right)^{3}}\left(\sqrt{\mu_{1} \mu_{2}} \bar{\gamma}\left(3 \gamma^{2}+\bar{\gamma}^{2}\right)+2\left(\mu_{1}+\mu_{2}\right)(\gamma \Phi+\bar{\gamma} \bar{\Phi})+\left(\mu_{1}-\mu_{2}\right) \gamma^{3}\right) \\
K_{4}=\frac{\mu_{1}^{2} \mu_{2}^{2}}{2\left(\mu_{1}+\mu_{2}\right)^{4}}\left(\mu_{1}^{2}\left(\Phi^{2}+6 \Phi \gamma^{2}+\bar{\Phi}^{2}+3 \gamma^{4}\right)+\mu_{2}^{2}\left(\Phi^{2}-6 \Phi \gamma^{2}+\bar{\Phi}^{2}+3 \gamma^{4}\right)\right. \\
+6 \mu_{1}^{3 / 2} \sqrt{\mu_{2}}\left(2 \gamma \bar{\gamma}\left(\Phi+\gamma^{2}\right)+\bar{\Phi}\left(\gamma^{2}+\bar{\gamma}^{2}\right)\right)+6 \sqrt{\mu_{1}} \mu_{2}^{3 / 2}\left(2 \gamma \bar{\gamma}\left(\Phi-\gamma^{2}\right)+\bar{\Phi}\left(\gamma^{2}+\bar{\gamma}^{2}\right)\right) \\
\left.+\mu_{1} \mu_{2}\left(2 \Phi^{2}+2 \bar{\Phi}^{2}-3 \gamma^{4}+18 \gamma^{2} \bar{\gamma}^{2}+3 \bar{\gamma}^{4}\right)-\epsilon\left(\mu_{1}+\mu_{2}\right)^{3} \csc (\theta / 2)\right) \\
K_{5}=\frac{\mu_{1}^{2} \mu_{2}^{2}}{\mu_{1}+\mu_{2}} \cos \theta
\end{gathered}
$$

Although the factors that appear in the different orders in $\epsilon$ depend on the admissible chosen value of $a$, this will not affect future conclusions. As a compromise we have taken $a=9 / 4$, the midpoint of the admissible interval. On the other hand, $K_{2}$ contains terms coming from $H_{2}$ and $H_{3}$. The terms of $K_{4}$ proceed from $H_{2}, H_{a}, H_{3}$ and $H_{4}$. Finally, $K_{5}$ only collects terms from $H_{a}$.
3. Normalization. To achieve the normalization process it is convenient to introduce standard action-angle variables, namely $J, \psi$,

$$
\begin{array}{ll}
\gamma=\sqrt{2\left(J_{1}-J_{2}\right)} \sin \psi_{1}, & P=\sqrt{2\left(J_{1}-J_{2}\right)} \cos \psi_{1}, \\
\bar{\gamma}=\sqrt{2 J_{2}} \sin \left(\psi_{1}+\psi_{2}\right), & \bar{P}=\sqrt{2 J_{2}} \cos \left(\psi_{1}+\psi_{2}\right)
\end{array}
$$

where $J_{1} \geq J_{2} \geq 0$.
Expressing (2.7) in these variables, the zeroth-order term $K_{0}$ after a suitable rescaling of time is simply $J_{1}$, while the rest of terms are transformed and scaled accordingly. Indeed the perturbative terms become a finite Fourier series in $\psi_{j}$ whose coefficients are functions of $J_{k}$, that also depend on $\Phi$ and $\bar{\Phi}$. In addition to that one has to consider the terms related to $\theta$ in $K_{4}$ and $K_{5}$ that are not altered by this last transformation.

Then, we average the resulting Hamiltonian with respect to the angle $\psi_{1}$ in order to obtain a two degrees of freedom Hamiltonian, after truncating higher order terms. The averaging process is customary and is based on the Lie transformations approach for Hamiltonian systems, see [7]. We have used the software Mathematica to carry out the computations since the process involves the calculation of many terms.

Alternatively one could have performed the normalization process in complex-rectangular coordinates derived from $\gamma, \bar{\gamma}, P, \bar{P}$, taking into account that $K_{0}$ is in $1: 1$ resonance. Both
procedures yield the same result. After some simplifications we end up with the normalized Hamilton function given by

$$
\begin{align*}
H= & J_{1}-\frac{3 \epsilon^{4}}{2\left(\mu_{1}+\mu_{2}\right)^{2}}\left(\left(\mu_{1}^{2}+\mu_{2}^{2}\right)\left(J_{1}-J_{2}\right)^{2}+\left(\mu_{1}+\mu_{2}\right)^{2}\left(\Phi^{2}+\bar{\Phi}^{2}\right)\right. \\
& +2\left(\mu_{1}^{2}-\mu_{2}^{2}\right)\left(J_{1}-J_{2}\right) \Phi-\mu_{1} \mu_{2}\left(J_{1}^{2}-6 J_{1} J_{2}+4 J_{2}^{2}\right)+2 \sqrt{\mu_{1} \mu_{2}}\left(\mu_{1}+\mu_{2}\right) J_{1} \bar{\Phi} \\
& +4 \sqrt{\mu_{1} \mu_{2}} \sqrt{\left(J_{1}-J_{2}\right) J_{2}}\left(\left(\mu_{1}-\mu_{2}\right)\left(J_{1}-J_{2}\right)+\left(\mu_{1}+\mu_{2}\right) \Phi\right) \cos \psi_{2}  \tag{3.1}\\
& \left.+2 \mu_{1} \mu_{2} J_{2}\left(J_{1}-J_{2}\right) \cos \left(2 \psi_{2}\right)+\frac{1}{3} \epsilon\left(\mu_{1}+\mu_{2}\right)^{3} \csc (\theta / 2)\right) \\
& +\epsilon^{5}\left(\mu_{1}+\mu_{2}\right) \cos \theta+\mathcal{O}\left(\epsilon^{8}\right) .
\end{align*}
$$

We stress that the terms of orders 6 and 7 are identically zero and the next significant term occurs at order 8 in $\epsilon$, that is, at order 2 in $\varepsilon$. The explicit expression of $\mathcal{O}\left(\epsilon^{8}\right)$ has also been computed as it is needed in the determination of the stability character of the triangular and collinear solutions studied in Section 4.

An important remark is that the normalization we have carried out induces the introduction of a formal first integral, namely $J_{1}$, because we are averaging with respect to a single angle, thus it does not involve the management of small divisors. In turn it implies that the terms of the remainder can be considered exponentially small with respect to the small parameter $\epsilon$, revealing a good symptom of the quality of the normal form approach. For more details, see for instance Chapter 6 of [1] and the recent paper [3].

We also notice that if the remainder is dropped, the equations of motion associated to $H$ in (3.1) define a Hamiltonian system of two degrees of freedom, given by the action-angle pairs $\psi_{2} / J_{2}$ and $\theta / \Phi$.

## 4. Reduction and analysis of the reduced system.

4.1. Reduced space. After truncating the terms of order eight and higher in $\epsilon$, the normal form Hamiltonian $H$ can be reduced with respect to the symmetry introduced through the normalisation process. Besides, it is also reduced by the symmetry induced by the integral $\bar{\Phi}$.

To achieve this step we define suitable global variables for the reduced two degrees of freedom system. These coordinates are denoted by $\sigma_{i}$ and $a_{i}, i=1, \ldots, 4$ and they are generically called invariants.

Regarding the approximate integral of motion introduced through the normalisation process, that is $J_{1}$, it is clear that since it is related to the interaction occurring between the pairs $J_{1} / \psi_{1}$ and $J_{2} / \psi_{2}$, the $\sigma_{i}$ are the ones corresponding to the $1: 1$ resonance. Thence they are introduced in terms of $\gamma, \bar{\gamma}, P$ and $\bar{P}$ through

$$
\begin{equation*}
\sigma_{1}=\gamma^{2}+P^{2}, \quad \sigma_{2}=\bar{\gamma}^{2}+\bar{P}^{2}, \quad \sigma_{3}=\gamma \bar{\gamma}+P \bar{P}, \quad \sigma_{4}=\gamma \bar{P}-\bar{\gamma} P, \tag{4.1}
\end{equation*}
$$

see for instance [6] or [16].
The invariants associated to the reduction due to the integral $\bar{\Phi}$ are obtained following the procedure given in $[14,15]$. Since this integral is essentially the one dealing with the conservation of the angular momentum vector there are rectangular symplectic coordinates, say $c_{1}, c_{2}, d_{1}, d_{2}$ ( $d$ referring to coordinates and $c$ to momenta), such that $\bar{\Phi}$ is identified with
the Coriolis term $c_{2} d_{1}-c_{1} d_{2}$ and the corresponding invariants related to it become

$$
a_{1}=c_{1}^{2}+c_{2}^{2}, \quad a_{2}=d_{1}^{2}+d_{2}^{2}, \quad a_{3}=c_{1} d_{1}+c_{2} d_{2}, \quad a_{4}=c_{2} d_{1}-c_{1} d_{2}
$$

Then, the transformation

$$
c_{1}=\frac{1}{\sqrt{2}}\left(s_{1}-t_{2}\right), \quad c_{2}=\frac{1}{\sqrt{2}}\left(s_{2}-t_{1}\right), \quad d_{1}=\frac{1}{\sqrt{2}}\left(s_{2}+t_{1}\right), \quad d_{2}=\frac{1}{\sqrt{2}}\left(s_{1}+t_{2}\right)
$$

converts $c_{2} d_{1}-c_{1} d_{2}$ into

$$
\frac{1}{2}\left(s_{2}^{2}+t_{2}^{2}\right)-\frac{1}{2}\left(s_{1}^{2}+t_{1}^{2}\right)
$$

putting in emphasis the fact that the Coriolis term can be interpreted as a harmonic oscillator in $1:-1$ resonance. Next we introduce standard Poincaré action-angle coordinates $\Upsilon_{i} / \xi_{i}$, $i=1,2$ :

$$
s_{1}=\sqrt{2 \Upsilon_{1}} \sin \xi_{1}, \quad s_{2}=\sqrt{2 \Upsilon_{2}} \sin \xi_{2}, \quad t_{1}=\sqrt{2 \Upsilon_{1}} \cos \xi_{1}, \quad t_{2}=\sqrt{2 \Upsilon_{2}} \cos \xi_{2}
$$

and perform the linear transformation $\Upsilon_{1}=\Phi, \Upsilon_{2}=\Phi+\bar{\Phi}, \xi_{1}=\theta-\bar{\theta}, \xi_{2}=\bar{\theta}$, ending up with

$$
\begin{align*}
& a_{1}=2 \Phi+\bar{\Phi}-2 \sqrt{\Phi(\Phi+\bar{\Phi})} \sin \theta \\
& a_{2}=2 \Phi+\bar{\Phi}+2 \sqrt{\Phi(\Phi+\bar{\Phi})} \sin \theta \\
& a_{3}=-2 \sqrt{\Phi(\Phi+\bar{\Phi})} \cos \theta  \tag{4.2}\\
& a_{4}=\bar{\Phi}
\end{align*}
$$

for $\Phi \geq 0$ and $\bar{\Phi} \geq 0$ or for $\Phi \geq-\bar{\Phi} \geq 0$. Similar linear transformations can be defined for other values of $\Phi$ and $\bar{\Phi}$. Concretely, for $\Phi \geq 0$ and $\bar{\Phi} \leq 0$ or for $\Phi \geq \bar{\Phi} \geq 0$ we get

$$
\begin{gather*}
a_{1}=2 \Phi-\bar{\Phi}-2 \sqrt{\Phi(\Phi-\bar{\Phi})} \sin \theta, \quad a_{2}=2 \Phi-\bar{\Phi}+2 \sqrt{\Phi(\Phi-\bar{\Phi})} \sin \theta \\
a_{3}=-2 \sqrt{\Phi(\Phi-\bar{\Phi})} \cos \theta, \quad a_{4}=-\bar{\Phi} \tag{4.3}
\end{gather*}
$$

while when $\Phi \leq 0$ and $\bar{\Phi} \geq 0$ or when $\Phi \leq \bar{\Phi} \leq 0$ we define

$$
\begin{gather*}
a_{1}=-2 \Phi+\bar{\Phi}+2 \sqrt{\Phi(\Phi-\bar{\Phi})} \sin \theta, \quad a_{2}=-2 \Phi+\bar{\Phi}-2 \sqrt{\Phi(\Phi-\bar{\Phi})} \sin \theta \\
a_{3}=-2 \sqrt{\Phi(\Phi-\bar{\Phi})} \cos \theta, \quad a_{4}=\bar{\Phi} \tag{4.4}
\end{gather*}
$$

and for $\Phi \leq 0$ and $\bar{\Phi} \leq 0$ or for $\Phi \leq-\bar{\Phi} \leq 0$ we apply

$$
\begin{gather*}
a_{1}=-2 \Phi-\bar{\Phi}+2 \sqrt{\Phi(\Phi+\bar{\Phi})} \sin \theta, \quad a_{2}=-2 \Phi-\bar{\Phi}-2 \sqrt{\Phi(\Phi+\bar{\Phi})} \sin \theta \\
a_{3}=-2 \sqrt{\Phi(\Phi+\bar{\Phi})} \cos \theta, \quad a_{4}=-\bar{\Phi} \tag{4.5}
\end{gather*}
$$

Fixing the integrals $J_{1}$ and $\bar{\Phi}$ by means of $J_{1}=j_{1}>0$ and $\bar{\Phi}=C \in \mathbb{R}$ we arrive at the following constraints, two of them involving the $\sigma_{i}$ and the other two for the $a_{j}$. Specifically, we get

$$
\begin{equation*}
\sigma_{1}+\sigma_{2}=2 j_{1}, \quad \sigma_{1}\left(2 j_{1}-\sigma_{1}\right)=\underset{9}{\sigma_{3}^{2}}+\sigma_{4}^{2}, \quad a_{3}^{2}+C^{2}=a_{1} a_{2}, \quad a_{4}= \pm C \tag{4.6}
\end{equation*}
$$



Figure 2. Reduced space $\mathcal{B}_{j_{1}, C}$.

The equations (4.6) define the reduced space $\mathcal{B}_{j_{1}, C}$. It is readily deduced that $\mathcal{B}_{j_{1}, C}$ is the Cartesian product of a two-dimensional sphere and one sheet of a two-sheet hyperboloid of revolution. A picture is given in Fig. 2.

The reduced Hamiltonian is related to the truncation at order $\epsilon^{5}$ of $H$ defined in (3.1). After rescaling and dropping constant terms, it is given as a function of the invariants as

$$
\begin{aligned}
\bar{H}\left(\sigma_{i}, a_{i} ; j_{1}, C\right)= & -\frac{3}{8\left(\mu_{1}+\mu_{2}\right)^{2}}\left(4\left(\mu_{1}+\mu_{2}\right)^{2} \Phi^{2}+4\left(\mu_{1}^{2}-\mu_{2}^{2}\right) \Phi \sigma_{1}+8 \sqrt{\mu_{1} \mu_{2}}\left(\mu_{1}+\mu_{2}\right) \Phi \sigma_{3}\right. \\
& \left.+\left(\mu_{1} \sigma_{1}-\mu_{2} \sigma_{1}+2 \sqrt{\mu_{1} \mu_{2}} \sigma_{3}\right)^{2}+\frac{4}{3} \epsilon\left(\mu_{1}+\mu_{2}\right)^{3} \csc (\theta / 2)\right) \\
& +\epsilon\left(\mu_{1}+\mu_{2}\right) \cos \theta,
\end{aligned}
$$

and the expressions of $\theta, \Phi$ are readily deduced from (4.2) (and (4.3), (4.4), (4.5)) leading to

$$
\begin{gathered}
\theta= \pm \tan ^{-1}\left(\frac{a_{1}-a_{2}}{2 a_{3}}\right), \\
\Phi=\frac{1}{4}\left(a_{1}+a_{2} \mp 2 C\right) \text { when } \Phi \geq 0 \quad \text { and } \quad \Phi=-\frac{1}{4}\left(a_{1}+a_{2} \mp 2 C\right) \quad \text { when } \Phi \leq 0 .
\end{gathered}
$$

To get $\bar{H}$ in the above formula we have also used that

$$
J_{1}=\frac{1}{2}\left(\sigma_{1}+\sigma_{2}\right), \quad J_{2}=\frac{1}{2} \sigma_{2},
$$

together with

$$
\sin \psi_{2}=-\frac{\sigma_{4}}{\sqrt{\sigma_{3}^{2}+\sigma_{4}^{2}}}, \quad \cos \psi_{2}=\frac{\sigma_{3}}{\sqrt{\sigma_{3}^{2}+\sigma_{4}^{2}}}
$$

The phase space associated to $\bar{H}$ is $\mathcal{B}_{j_{1}, C}$.
The two-sheet hyperboloid is a regular surface provided $C \neq 0$. More specifically, the closest point of the hyperboloid to the origin of the $a$-space is reached for $\Phi=0$ and has coordinates $a_{1}=a_{2}=a_{4}=C, a_{3}=0$. This point becomes singular when $C=0$, thus in this
case the reduction process lies in the setting of singular reduction, see [6] and also [14, 16]. Nevertheless in our particular setting when $C=0$ the relevant points are the regular ones in $\mathcal{B}_{j_{1}, 0}$. Therefore the results (mainly of local nature) of regular reduction apply, see for instance [22].

For convenience we will work with the coordinates $\Phi, \theta$ instead of the invariants $a_{i}$. The reason is that the forthcoming expressions become shorter using the action-angle pair and provide a better geometrical interpretation of the motions we are studying. Thus, we notice that $\theta$ is well defined as soon as $\Phi \neq 0$. Moreover we need to exclude the values $\theta=0,2 \pi$ due to the cosecant terms in the perturbation, but this is compatible with the fact that $\theta \in\left[\varepsilon^{b}, 2 \pi-\varepsilon^{b}\right]$ where $b=a-2=1 / 4$ for the choice of $a$ made above.
4.2. Relative equilibria. The equations of motion are built as

$$
\begin{equation*}
\dot{\sigma_{i}}=\left\{\sigma_{i}, \bar{H}\right\}, \quad \dot{a}_{i}=\left\{a_{i}, \bar{H}\right\} . \tag{4.7}
\end{equation*}
$$

To compute these equations in an explicit way one needs to use the Poisson parentheses $\left\{\sigma_{1}, \sigma_{2}\right\}=0,\left\{\sigma_{1}, \sigma_{3}\right\}=2 \sigma_{4},\left\{\sigma_{1}, \sigma_{4}\right\}=-2 \sigma_{3},\left\{\sigma_{2}, \sigma_{3}\right\}=-2 \sigma_{4},\left\{\sigma_{2}, \sigma_{4}\right\}=2 \sigma_{3},\left\{\sigma_{3}, \sigma_{4}\right\}=$ $\sigma_{1}-\sigma_{2}$. Analogously, the parentheses involving the $a_{i}$ are $\left\{a_{1}, a_{2}\right\}=4 a_{3},\left\{a_{1}, a_{3}\right\}=2 a_{1}$, $\left\{a_{2}, a_{3}\right\}=-2 a_{2}$ and the rest are zero; see the details in [14]. Besides, $\left\{\sigma_{i}, a_{j}\right\}=0$ also holds.

We have performed the complete analysis of the existing relative equilibria corresponding to (4.7), discarding the ones related to the singular point ( $a_{i}=0, C=0$ ) in the hyperboloid as this point has nothing to do with the co-orbital regime. In our analysis we have taken into account the constraints (4.6), ending up with the existence of six different critical points.

However, instead of presenting explicitly the coordinates of these points in the invariants, we have preferred to work with the action-angle coordinates $\psi_{2} / J_{2}, \theta / \Phi$. The equilibria $\left(\psi_{2}^{i}, \theta^{i}, J_{2}^{i}, \Phi^{i}\right), i=1, \ldots, 6$ are given by

$$
\begin{aligned}
& \left(0, \frac{\pi}{3}, \frac{\mu_{2} j_{1}}{\mu_{1}+\mu_{2}},-\frac{\mu_{1} j_{1}}{\mu_{1}+\mu_{2}}\right),\left(0, \pi, \frac{\mu_{2} j_{1}}{\mu_{1}+\mu_{2}},-\frac{\mu_{1} j_{1}}{\mu_{1}+\mu_{2}}\right),\left(0, \frac{5 \pi}{3}, \frac{\mu_{2} j_{1}}{\mu_{1}+\mu_{2}},-\frac{\mu_{1} j_{1}}{\mu_{1}+\mu_{2}}\right), \\
& \left(\pi, \frac{\pi}{3}, \frac{\mu_{1} j_{1}}{\mu_{1}+\mu_{2}}, \frac{\mu_{2} j_{1}}{\mu_{1}+\mu_{2}}\right),\left(\pi, \pi, \frac{\mu_{1} j_{1}}{\mu_{1}+\mu_{2}}, \frac{\mu_{2} j_{1}}{\mu_{1}+\mu_{2}}\right),\left(\pi, \frac{5 \pi}{3}, \frac{\mu_{1} j_{1}}{\mu_{1}+\mu_{2}}, \frac{\mu_{2} j_{1}}{\mu_{1}+\mu_{2}}\right),
\end{aligned}
$$

where in the first row we have written sequentially $\left(\psi_{2}^{i}, \theta^{i}, J_{2}^{i}, \Phi^{i}\right), i=1,2,3$ and in the second row, $\left(\psi_{2}^{i}, \theta^{i}, J_{2}^{i}, \Phi^{i}\right), i=4,5,6$.

These equilibria are related to the Eulerian (collinear) and Lagrangian (triangular) solutions of the planar three-body problem. In particular, the two points with $\theta^{i}=\pi$ correspond to the collinear motions whereas the rest of the points are the ones related to the Lagrange triangular solutions. Indeed, for the collinear solution $\left(\psi_{2}^{2}, \theta^{2}, J_{2}^{2}, \Phi^{2}\right)$ the configuration is $m_{1^{-}}$ $M-m_{2}$ while the point $\left(\psi_{2}^{5}, \theta^{5}, J_{2}^{5}, \Phi^{5}\right)$ has configuration $m_{2}-M-m_{1}$. We remark that the big body has to be always in the middle of the small bodies (equivalently $\theta$ cannot be zero or $2 \pi$ ) as otherwise it would lead to an inadmissible configuration.

For the Lagrangian points, the bodies with masses $M, m_{1}, m_{2}$ form an equilateral triangle. More precisely the point $\left(\psi_{2}^{1}, \theta^{1}, J_{2}^{1}, \Phi^{1}\right)$ represents the configuration with the body of mass $M$ at the bottom of the triangle, whereas the body of mass $m_{1}$ is placed on the left vertex and the body of mass $m_{2}$ on the right vertex. The point $\left(\psi_{2}^{4}, \theta^{4}, J_{2}^{4}, \Phi^{4}\right)$ has the $M$ mass at
the bottom of the triangle while the body of mass $m_{2}$ is on the left vertex and the one whose mass is $m_{1}$ on the right one. Besides, the point $\left(\psi_{2}^{3}, \theta^{3}, J_{2}^{3}, \Phi^{3}\right)$ represents the configuration with the body of mass $M$ is at the top of the triangle, the body whose mass is $m_{1}$ appears on the left vertex and the one with mass $m_{2}$ on the right one. Finally the point $\left(\psi_{2}^{6}, \theta^{6}, J_{2}^{6}, \Phi^{6}\right)$ has the body of mass $M$ placed at the bottom, the body of mass $m_{2}$ is on the left vertex and the one with mass $m_{1}$ on the right vertex.

Trying to obtain the stability character of the six critical points, we notice that all lead to degenerate situations. That is, in the six cases the $4 \times 4$-matrices associated to the linearizations have a pair of null eigenvalues, thus the Hessians with respect to the coordinates $\left(\psi_{2}, \theta, J_{2}, \Phi\right)$ evaluated at the equilibria are zero. To resolve this degeneracy one has to push the calculations to higher order, in particular normalizing explicitly the terms of order $\epsilon^{8}$. For this, having in mind the choice of $a$, one has to include terms of orders $a+2$ and 5 in $\varepsilon$ of the Hamiltonian (2.4). Thus, the successive changes of coordinates detailed in Sections 2 and 3, including the normalization, are carried out up to order 8 in $\epsilon$.

The normalized Hamiltonian is too big to be reproduced here and so, we do not write it down explicitly. However, the coordinates for the equilibria do not vary with respect to the $\epsilon^{5}$-approximation.

The eigenvalues of the linearization associated with $\left(\psi_{2}^{i}, \theta^{i}, J_{2}^{i}, \Phi^{i}\right), i=1,3,4,6$, after expanding them in powers of $\epsilon$ up to order 8 , are

$$
\pm \frac{75 \imath \epsilon^{8} \mu_{1}^{2} j_{1}^{2}}{4\left(\mu_{1}+\mu_{2}\right)^{2}}, i=1,3 \text { or } \pm \frac{75 \imath \epsilon^{8} \mu_{2}^{2} j_{1}^{2}}{4\left(\mu_{1}+\mu_{2}\right)^{2}}, i=4,6 \quad \text { and } \pm \frac{3 \sqrt{3} \imath}{2} \epsilon^{9 / 2} \sqrt{\mu_{1}+\mu_{2}},
$$

where $\imath=\sqrt{-1}$, concluding parametric stability for the Lagrangian points. These equilibria are of the type centre $\times$ centre. This result should be expected as the masses $m_{1}, m_{2}$ are very small compared to the big body, and this situation corresponds to the case of linearly stable Lagrangian configurations in the three-body problem.

Similarly, the eigenvalues of the linearization related to $\left(\psi_{2}^{i}, \theta^{i}, J_{2}^{i}, \Phi^{i}\right), i=2,5$ up to terms of order $\epsilon^{8}$ are

$$
\pm \frac{75 \imath \epsilon^{8} \mu_{1}^{2} j_{1}^{2}}{4\left(\mu_{1}+\mu_{2}\right)^{2}}, i=2 \text { or } \pm \frac{75 \imath \epsilon^{8} \mu_{2}^{2} j_{1}^{2}}{4\left(\mu_{1}+\mu_{2}\right)^{2}}, i=5 \quad \text { and } \pm \frac{\sqrt{21}}{2 \sqrt{2}} \epsilon^{9 / 2} \sqrt{\mu_{1}+\mu_{2}},
$$

thus leading to instability for the collinear ones, as they are points of the form centre $\times$ saddle.
Taking into consideration the $\epsilon^{8}$-approximation the dynamics corresponding to the six relative equilibria can be reconstructed to the unreduced system, that is, to the full Hamiltonian with four degrees of freedom. This is possible because the reduction process involves an approximate symmetry and an exact one, thus we can apply Reeb's theory [19, 22] because we have made the normal form transformation averaging with respect to a single angle. Hence, we conclude that $\left(\psi_{2}^{i}, \theta^{i}, J_{2}^{i}, \Phi^{i}\right), i=1,3,4,6$ correspond to invariant elliptic 2 -tori of the full Hamiltonian system in four degrees of freedom. Besides, the equilibria ( $\psi_{2}^{i}, \theta^{i}, J_{2}^{i}, \Phi^{i}$ ), $i=2,5$ lead to invariant elliptic-hyperbolic 2-tori of the full Hamiltonian system in four degrees of freedom.
4.3. Dynamics corresponding to quasi-periodic co-orbital motions. In order to identify in the reduced system the regime that is related to the quasi-periodic motions explaining
the co-orbital motion between the small moons, we have to restrict ourselves to a specific part of the reduced space corresponding to the pair $\theta / \Phi$, that is, to a piece of the two-sheet hyperboloid of revolution where co-orbital motion can be detected, "freezing" the dynamics on the $\sigma$-sphere.

As the time variation of $\Phi$ is of order $\mathcal{O}\left(\epsilon^{4}\right)$, this action evolves slowly compared to the other actions, thus it can be considered as a slow variable. In a first approximation we can think of it as almost a constant, i.e. an adiabatic invariant and concentrate on the dynamics on the sphere, that is looking for the "equilibria" on the $\sigma$-sphere. Specifically, considering the subsystem $\dot{\sigma}_{i}=\left\{\sigma_{i}, H\right\}$ one gets two equilibria, namely

$$
\begin{aligned}
& e_{+}=\left(\sigma_{1}^{+}, \sigma_{2}^{+}, \sigma_{3}^{+}, \sigma_{4}^{+}\right)=\left(\frac{2 \mu_{1} j_{1}}{\mu_{1}+\mu_{2}}, \frac{2 \mu_{2} j_{1}}{\mu_{1}+\mu_{2}}, \frac{2 \sqrt{\mu_{1} \mu_{2}} j_{1}}{\mu_{1}+\mu_{2}}, 0\right) \\
& e_{-}=\left(\sigma_{1}^{-}, \sigma_{2}^{-}, \sigma_{3}^{-}, \sigma_{4}^{-}\right)=\left(\frac{2 \mu_{2} j_{1}}{\mu_{1}+\mu_{2}}, \frac{2 \mu_{1} j_{1}}{\mu_{1}+\mu_{2}},-\frac{2 \sqrt{\mu_{1} \mu_{2}} j_{1}}{\mu_{1}+\mu_{2}}, 0\right) .
\end{aligned}
$$

Indeed, there are more equilibria but they are not isolated points. The coordinates $J_{2}, \psi_{2}$ corresponding to $e_{+}, e_{-}$are $\psi_{2}^{+}=0, J_{2}^{+}=\mu_{2} j_{1} /\left(\mu_{1}+\mu_{2}\right)$ and $\psi_{2}^{-}=\pi, J_{2}^{-}=\mu_{1} j_{1} /\left(\mu_{1}+\mu_{2}\right)$.

If $\Phi \approx \Phi_{0}$ (a constant), the eigenvalues associated to $e_{+}$and $e_{-}$are, respectively,

$$
\pm \frac{3 \imath\left(\mu_{1} j_{1}+\left(\mu_{1}+\mu_{2}\right) \Phi_{0}\right)}{\mu_{1}+\mu_{2}}, \quad \pm \frac{3 \imath\left(-\mu_{2} j_{1}+\left(\mu_{1}+\mu_{2}\right) \Phi_{0}\right)}{\mu_{1}+\mu_{2}}
$$

Thus, provided $\mu_{1} j_{1}+\left(\mu_{1}+\mu_{2}\right) \Phi_{0}$ does not vanish, $e_{+}$corresponds to a centre and when $-\mu_{2} j_{1}+\left(\mu_{1}+\mu_{2}\right) \Phi_{0}$ is not null, $e_{-}$is a centre as well.

Now we replace in the normal form Hamiltonian (3.1) the values of $\psi_{2}, J_{2}$ corresponding to $e_{+}$and $e_{-}$and focus on the dynamics related to $\theta / \Phi$. After some simplifications the relevant terms of the Hamiltonians become
$h_{e_{+}}=-\frac{3 j_{1}}{2\left(\mu_{1}+\mu_{2}\right)}\left(\mu_{1} j_{1}+2 \sqrt{\mu_{1} \mu_{2}} C+2 \mu_{1} \Phi\right)-\frac{3}{2}\left(C^{2}+\Phi^{2}\right)+\frac{\epsilon}{2}\left(\mu_{1}+\mu_{2}\right)(2 \cos \theta-\csc (\theta / 2))$,
$h_{e_{-}}=-\frac{3 j_{1}}{2\left(\mu_{1}+\mu_{2}\right)}\left(\mu_{2} j_{1}+2 \sqrt{\mu_{1} \mu_{2}} C-2 \mu_{2} \Phi\right)-\frac{3}{2}\left(C^{2}+\Phi^{2}\right)+\frac{\epsilon}{2}\left(\mu_{1}+\mu_{2}\right)(2 \cos \theta-\csc (\theta / 2))$.
The analysis of the one degree of freedom Hamiltonians $h_{e_{+}}, h_{e_{-}}$in terms of $\theta$, $\Phi$, for all values of the constants, yields a saddle point to which a separatrix is attached that surrounds two centres.

Being more precise, the coordinates of the centres for $e_{+}$are $\theta=\pi / 3,5 \pi / 3$ while $\Phi=$ $-\mu_{1} j_{1} /\left(\mu_{1}+\mu_{2}\right)$. For the saddle one has $\theta=\pi$ with the same $\Phi$ as before. In case of $e_{-}$one arrives at the same values of $\theta$ as in $e_{+}$but $\Phi=\mu_{2} j_{1} /\left(\mu_{1}+\mu_{2}\right)$. Then $e_{+}$refers to motions with negative $\Phi$ whereas $e_{-}$is related to motions with positive $\Phi$.

A typical picture corresponding to Hamiltonian $h_{e_{-}}$is depicted in Fig. 3. From this study it becomes clear that the saddle points are related to the collinear solutions whereas the centres correspond to the Lagrangian motions. In both cases they have to be understood as the projections of this type of motions on the plane $\theta-\Phi$.

From the previous paragraph and also from Fig. 3, it is readily deduced that the quasiperiodic motions associated to the co-orbital regime can be identified by the libration regime


Figure 3. Projection of the dynamics onto the plane $\theta-\Phi$ related with $e_{-}$.
in the outer side of the separatrix. In order to have a notion on the values that $\Phi$ takes for co-orbital motions, we compute the maximum and minimum values of $\Phi$ on the separatrix. Notice that they are reached when $\theta=\pi / 3,5 \pi / 3$. Also, the values of the energy on the separatrix are obtained by plugging in the expressions of $h_{e_{+}}, h_{e_{-}}$the coordinates of $\theta, \Phi$ corresponding to the saddle. Next, these values are equated with the energies $h_{e_{+}}, h_{e_{-}}$where we have replaced $\theta$ by $\pi / 3$, arriving at two equations of degree 2 in $\Phi$. The roots are the desired values for $\Phi$.

If $\theta=\pi / 3,5 \pi / 3$, we find that $\Phi$ has to be outside the interval

$$
\begin{equation*}
\left[-\frac{\mu_{1} j_{1}}{\mu_{1}+\mu_{2}}-\sqrt{\frac{2 \epsilon}{3}\left(\mu_{1}+\mu_{2}\right)},-\frac{\mu_{1} j_{1}}{\mu_{1}+\mu_{2}}+\sqrt{\frac{2 \epsilon}{3}\left(\mu_{1}+\mu_{2}\right)}\right] \tag{4.8}
\end{equation*}
$$

for $e_{+}$, while for $e_{-}$we find that $\Phi$ should not belong to the interval

$$
\begin{equation*}
\left[\frac{\mu_{2} j_{1}}{\mu_{1}+\mu_{2}}-\sqrt{\frac{2 \epsilon}{3}\left(\mu_{1}+\mu_{2}\right)}, \frac{\mu_{2} j_{1}}{\mu_{1}+\mu_{2}}+\sqrt{\frac{2 \epsilon}{3}\left(\mu_{1}+\mu_{2}\right)}\right] . \tag{4.9}
\end{equation*}
$$

Notice that in accordance with the intervals obtained above, $\Phi$ has to be relatively far from zero. These intervals give approximate bounds for $\Phi$ because they have been obtained from the Hamiltonian normal form after plugging in it the coordinates of the "equilibria" $e_{+}, e_{-}$. However, they are good approximations in the sense that in the co-orbital regime $\psi_{2}, J_{2}$ are not fixed but they are near their values $\psi_{2}^{ \pm}, J_{2}^{ \pm}$. The bounds for $\Phi$ should be taken into account when dealing with the application of the theory to specific examples. Furthermore they are relevant in order to estimate the size of this action when applying the KAM theorem of Section 5 .

To accomplish the analysis of the quasi-periodic motions we need coordinates associated to the pair $\psi_{2} / J_{2}$ such that they account for the motion in the $\sigma$-sphere in a neighbourhood of the points $e_{+}, e_{-}$. The pair $\theta / \Phi$ is allowed to vary in the outer side of the separatrix, i.e. in the libration regime of the projection onto the plane $\theta-\Phi$.
5. KAM 4-tori. In this section we prove the existence of invariant 4-tori associated to the co-orbital motion. So, we focus in the region of phase space that is outside the separatrix in Fig. 3.

We start by preparing Hamiltonian (3.1) in order to apply a KAM-type theorem. In our case, as the system is highly degenerate, with the actions appearing for their first time at three different scales, we use a theorem by Han, Li and $\mathrm{Yi}[8]$.

In order to obtain the quasi-periodic motions we need four actions and four angles. We already have an action-angle pair in (3.1), that is $\Phi / \theta$. Taking into account that the last step in the reduction procedure has been fixing $J_{1}=j_{1}$ we can undo the reduction and consider $J_{1}$ as the second action in our tori, with its conjugate angle $\psi_{1}$. With the goal of getting the third action-angle pair, we construct local symplectic coordinates $(x, y)$ around the points $e_{+}$ and $e_{-}$appearing in the $\sigma$-sphere of the previous section. These coordinates are related to $\psi_{2}$, $J_{2}$ and are variables associated to the 1:1 resonance, see [16]. The expression of the invariants $\left(\sigma_{1}, \ldots, \sigma_{4}\right)$ as functions of $(x, y)$ is:

$$
\begin{aligned}
\sigma_{1} & =x^{2}+y^{2} \\
\sigma_{2} & =2 j_{1}-\left(x^{2}+y^{2}\right), \\
\sigma_{3} & =-x \sqrt{2 j_{1}-\left(x^{2}+y^{2}\right)}, \\
\sigma_{4} & =y \sqrt{2 j_{1}-\left(x^{2}+y^{2}\right)} .
\end{aligned}
$$

Then, the points $e_{+}$and $e_{-}$are transformed into

$$
\left(x_{1}^{0}, y_{1}^{0}\right)=\left(-\sqrt{\frac{2 \mu_{1} j_{1}}{\mu_{1}+\mu_{2}}}, 0\right) \quad \text { and } \quad\left(x_{2}^{0}, y_{2}^{0}\right)=\left(\sqrt{\frac{2 \mu_{2} j_{1}}{\mu_{1}+\mu_{2}}}, 0\right) .
$$

From here on most of the computations are presented for $\left(x_{1}^{0}, y_{1}^{0}\right)$ although the construction for $\left(x_{2}^{0}, y_{2}^{0}\right)$ would be similar, emphasizing that the choice $\left(x_{1}^{0}, y_{1}^{0}\right)$ implies that $\Phi<0$, whereas $\left(x_{2}^{0}, y_{2}^{0}\right)$ is related to positive $\Phi$. We shift the origin to $\left(x_{1}^{0}, y_{1}^{0}\right)$ by setting $x=\bar{x}+x_{1}^{0}, \quad y=$ $\bar{y}+y_{1}^{0}$.

Next, we restrict to a region in phase space where $|\Phi|$ is big enough to be able to uncouple the action $\Phi$ from the corresponding angle $\theta$. For that, we introduce a new small parameter, $\eta$, by means of $\epsilon=\eta^{8}$ and replace $\Phi$ by $\Phi / \eta^{3}$. This assumption should be in agreement with the bounds provided by the interval given in (4.8) for $\theta=\pi / 3,5 \pi / 3$. In other words, for $e_{+}$ we know that $\Phi$ has to be taken in such a way that $\Phi^{*}<\Phi<0$ where $\Phi^{*}$ is the right endpoint of the interval (4.8), but such that $|\Phi|$ is big enough so that the scaling made above makes sense. Similarly, for $e_{-}$we have to consider $0<\Phi<\Phi^{\#}$, where $\Phi^{\#}$ is the left endpoint of the interval (4.9) and $\Phi$ should be big enough.

Applying all these changes to Hamiltonian (3.1) and expanding the resulting function around $\bar{x}=\bar{y}=0$ we get

$$
\begin{equation*}
H=J_{1}-\frac{3}{2} \eta^{26} \Phi^{2}+\eta^{29}\left(-\frac{3 \mu_{1}}{\mu_{1}+\mu_{2}} J_{1} \Phi+f_{1}\left(J_{1}, \Phi, \bar{x}, \bar{y}\right)\right)+\mathcal{O}\left(\eta^{32}\right) \tag{5.1}
\end{equation*}
$$

and the first appearance of $\theta$ is at order 32 in $\eta$ through the cosecant term. We do not give the explicit expression of $f_{1}$ because it is lengthy and does not provide significant information. Since we are considering motions in the $\sigma$-sphere close to $e_{+}$, the coordinates $\bar{x}, \bar{y}$ are small and we expand $f_{1}$ with respect to them up to degree twelve.

At this point we define an action $K$ and an angle $\kappa$ associated to $(\bar{x}, \bar{y})$ by means of the canonical change of variables

$$
\bar{x}=\sqrt{\frac{2 \mu_{2}}{\mu_{1}+\mu_{2}} K} \sin \kappa, \quad \bar{y}=\sqrt{\frac{2\left(\mu_{1}+\mu_{2}\right)}{\mu_{2}} K} \cos \kappa .
$$

Applying this transformation to Hamiltonian (5.1) we get

$$
\begin{align*}
H=J_{1}-\frac{3}{2} \eta^{26} \Phi^{2}+3 \eta^{29}( & -\frac{\mu_{1}}{\mu_{1}+\mu_{2}} J_{1} \Phi+\Phi K \\
& -\frac{\mu_{1}^{1 / 2} \mu_{2}^{-3 / 2}}{2} J_{1}^{-1 / 2} \Phi K^{3 / 2}\left(\mu_{1}+2 \mu_{2}+\mu_{1} \cos (2 \kappa)\right) \sin \kappa  \tag{5.2}\\
& \left.+f_{2}\left(J_{1}, \Phi, K, \kappa\right)\right)+\mathcal{O}\left(\eta^{32}\right)
\end{align*}
$$

Although it is calculated, we do not write down $f_{2}$ explicitly, but it is a finite Fourier series in $\kappa$ with coefficients depending on powers of $K^{1 / 2}$ starting at 4.

With the goal of simplifying the Hamilton function (5.2) we normalize the terms of order $\mathcal{O}\left(\eta^{29}\right)$ with respect to the angle $\kappa$, arriving at

$$
\begin{equation*}
H=J_{1}-\frac{3}{2} \eta^{26} \Phi^{2}-3 \eta^{29} \frac{\mu_{1}}{\mu_{1}+\mu_{2}} J_{1} \Phi+3 \eta^{31} \Phi K+\mathcal{O}\left(\eta^{32}\right) \tag{5.3}
\end{equation*}
$$

after performing the stretching $K \rightarrow \eta^{2} K$, which is an appropriate scaling in a neighbourhood of the point $e_{+}$. To achieve this normalization we have proceeded applying several steps of the Lie transformation and the dependence of the terms of order 32 on the angle $\kappa$ is completely removed. Indeed because of the particular form of $f_{2}$ it is enough to perform two steps of the normalizing transformation.

Besides, proceeding in a similar fashion, for $\left(x_{2}^{0}, y_{2}^{0}\right)$ we get

$$
\begin{equation*}
H=J_{1}-\frac{3}{2} \eta^{26} \Phi^{2}+3 \eta^{29} \frac{\mu_{1}}{\mu_{1}+\mu_{2}} J_{1} \Phi-3 \eta^{31} \Phi K+\mathcal{O}\left(\eta^{32}\right) \tag{5.4}
\end{equation*}
$$

At this point we have the Hamiltonian ready to apply Han-Li-Yi's Theorem [8].
Theorem 5.1. For a fixed $\varepsilon>0$, there are KAM 4-tori related with the co-orbital motions of the two small masses in the planar three-body problem (2.1) and the excluding measure for the existence of these invariant tori is of order $\mathcal{O}\left(\varepsilon^{\delta / 32}\right)$ with $0<\delta<1 / 5$.

Proof. First we apply Han-Li-Yi's Theorem [8] to Hamiltonian (5.3) to obtain the 3D tori. The application to (5.4) is analogous and leads to similar results valid for $\Phi>0$.

The three actions we need to achieve the persistence of tori are $J_{1}, \Phi$ and $K$ and the first terms of the Hamiltonian $H$ are

$$
\begin{align*}
h_{0}\left(J_{1}\right) & =J_{1} \\
h_{1}\left(J_{1}, \Phi\right) & =-\frac{3}{2} \Phi^{2} \\
h_{2}\left(J_{1}, \Phi, K\right) & =-\frac{3 \mu_{1}}{\mu_{1}+\mu_{2}} J_{1} \Phi  \tag{5.5}\\
h_{3}\left(J_{1}, \Phi, K\right) & =3 \Phi K
\end{align*}
$$

We consider $I=\left(J_{1}, \Phi, K\right)$ and the frequency vector

$$
\Omega \equiv\left(\Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4}\right)=\left(\frac{\partial h_{0}}{\partial J_{1}}, \frac{\partial h_{1}}{\partial \Phi}, \frac{\partial h_{2}}{\partial \Phi}, \frac{\partial h_{3}}{\partial K}\right)
$$

from where we compute the matrix

$$
\left(\begin{array}{cccc}
\Omega_{1} & \frac{\partial \Omega_{1}}{\partial J_{1}} & \frac{\partial \Omega_{1}}{\partial \Phi} & \frac{\partial \Omega_{1}}{\partial K} \\
\Omega_{2} & \frac{\partial \Omega_{2}}{\partial J_{1}} & \frac{\partial \Omega_{2}}{\partial \Phi} & \frac{\partial \Omega_{2}}{\partial K} \\
\Omega_{3} & \frac{\partial \Omega_{3}}{\partial J_{1}} & \frac{\partial \Omega_{3}}{\partial \Phi} & \frac{\partial \Omega_{3}}{\partial K} \\
\Omega_{4} & \frac{\partial \Omega_{4}}{\partial J_{1}} & \frac{\partial \Omega_{4}}{\partial \Phi} & \frac{\partial \Omega_{4}}{\partial K}
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
-3 \Phi & 0 & -3 & 0 \\
\frac{3 \mu_{1}}{\mu_{1}+\mu_{2}} J_{1} & \frac{3 \mu_{1}}{\mu_{1}+\mu_{2}} & 0 & 0 \\
3 \Phi & 0 & 3 & 0
\end{array}\right)
$$

and obtain

$$
\operatorname{Rank}\left\{\partial_{I}^{\alpha} \Omega(I): 0 \leq|\alpha| \leq N\right\}=3
$$

with $N=1$. In the notation of Han-Li-Yi's theorem, the orders where the actions appear are $m_{1}=26, m_{2}=29, m_{3}=31$; the number of actions $h_{i}$ in (5.5) depend on are $n_{0}=1, n_{1}=n_{2}=$ 2 and $n_{3}=3$. Then, $b=m_{1}\left(n_{1}-n_{0}\right)+m_{2}\left(n_{2}-n_{1}\right)+m_{3}\left(n_{3}-n_{2}\right)=57$. Therefore, $\eta^{b}=\varepsilon^{57 / 32}$, while the angles appear at order $\eta^{32}=\varepsilon$ (thus, at order 1 in $\varepsilon$ ) and as $b=57 / 32>1$, the excluding measure is of the order $\varepsilon^{\delta / 32}$ with $0<\delta<1 / 5$.

The same conclusion is achieved for Hamiltonian (5.4).
The last step is undoing the reduction by the rotational symmetry by taking into account that $C=\bar{\Phi}$ is an action and has conjugate angle $\bar{\theta}$. Since the reduction related with $\bar{\Phi}$ is exact, that is, it does not require any truncation step, its reconstruction is immediate. In this way we obtain the KAM 4-tori.

The corresponding quasi-periodic motions are of prograde nature since in (2.3) we have restricted ourselves to positive angular momentum $\Theta_{1}+\Theta_{2}$. However the construction leading to the persistence of invariant tori of retrograde type is essentially the same as the one exposed here.

Remark 5.2. The estimate $\mathcal{O}\left(\varepsilon^{\delta / 32}\right)$ can be refined in order to get a much better measure of the tori that remain after adding the perturbation. This has to be achieved by pushing the occurrence of the angles $\theta$ and $\kappa$ up to order 2 in $\varepsilon$, i.e. up to order 64 in $\eta$. For that, we first need to average Hamiltonian (5.1) with respect to $\theta$. This process is delicate as the cosecant term in $\theta$ leads to logarithmic terms in the corresponding generating function. However, both the averaged Hamiltonian and the normalizing transformation are analytic functions in the allowed domain for $\theta$. The second step is the averaging of the resulting Hamiltonian with respect to $\kappa$ which is rather customary. Finally, after making the double averaging we arrive at a Hamiltonian such that the dependence of the angle terms starts at order $\varepsilon^{2}$. Specifically for $e_{+}$we get

$$
\begin{equation*}
H=J_{1}-\frac{3}{2} \eta^{26} \Phi^{2}-3 \eta^{29} \frac{\mu_{1}}{\mu_{1}+\mu_{2}} J_{1} \Phi+3 \eta^{31} \Phi K+\mathcal{O}\left(\eta^{32}\right) \tag{5.6}
\end{equation*}
$$

and an analogous expression for $e_{-}$.
Although Hamiltonians (5.3) and (5.6) look the same, in Hamiltonian (5.6) there are terms between the orders 32 and 64 in $\eta$ but they depend only on the actions. One has to take into account the form of the normalized Hamiltonian (3.1), where the terms of orders 6 and 7 in $\epsilon$ were empty. Also, after the normalization over $\theta$ and $\kappa$ performed in (5.6), the angles $\kappa$ and $\theta$ appear for the first time at $\mathcal{O}\left(\eta^{64}\right)$, while $\psi_{2}$ appears at order 72 in $\eta$. In this way, since $b=57 / 32<2$, applying Remark (2) in [8] the final estimate of the excluding measure of the tori improves substantially becoming $\mathcal{O}\left(\varepsilon^{57 / 32}\right)$.
6. Conclusions and future work. We have developed a theory with the aim of accomplishing the persistence of quasi-periodic motions and related invariant 4-tori associated to the co-orbital motion of two small moons around a planet, in the setting of the planar three-body problem.

An important point in our achievement is the introduction of a small parameter, taken as the ratio of the difference between the radii of the orbits of the small moons with the average radius. The choice of the small parameter together with the execution of successive changes of coordinates allow us to put the Hamiltonian function in an adequate form in order to apply averaging theory and reduce after truncating the related higher-order terms. For the reduced system we easily identify in the corresponding phase space the regime where co-orbital motion occurs.

Since the perturbation of the Hamiltonian function comes out at different orders, a crucial step is the application of an appropriate theorem to carry out the persistence of the KAM tori in multiscale Hamiltonians, with at least three different scales. Indeed, standard theorems dealing with degenerate situations cannot be applied in our context. Moreover, a refinement in the normalization process, removing the dependence of the normal form Hamiltonian with respect to $\theta$ up to order $\mathcal{O}\left(\varepsilon^{2}\right)$ has allowed us to improve the estimate on the excluding measure of the tori up to an order $\mathcal{O}\left(\varepsilon^{1.781 \ldots}\right)$.

The present approach can be generalized by dropping the restriction of considering moderate to big angular momentum $\Phi$. More specifically, one can define an adequate pair of action-angle coordinates by means of some elliptic functions, performing a careful analysis of the related expressions. In this context one can apply our analysis to the system formed by

Saturn and its moons Janus and Epimetheus that move on a co-orbital regime. This is an ongoing study and will appear elsewhere.

Finally, according to the data on Saturn's moons provided by the Cassini mission [4], the orbits of Janus and Epimetheus are three-dimensional, thence it would make sense to perform an analysis of their motion in the framework of the spatial three-body problem. This study would need more reductions, enlarging therefore the present approach.
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