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ABSTRACT

In recent years, the food, energy, and water (FEW) nexus has become a topic of

considerable importance and has spurred research in many scientific and technical

fields. This increased interest stems from the high level, and broad area, of impact

that could occur in the long term if the interactions between these complex FEW

sectors are incorrectly or only partially defined. For this reason, a significant amount

of interdisciplinary collaboration is needed to accurately define these interactions

and produce viable solutions to help sustain and secure resources within these sec-

tors. Providing tools that effectively promote interdisciplinary collaboration would

allow for the development of a better understanding of FEW nexus interactions, sup-

port FEW policy-making under uncertainty, facilitate identification of critical design

requirements for FEW visualizations, and encourage proactive FEW visualization

design.

The goal of this research will be the completion of 3 primary objectives: (i) specify

visualization design requirements relating to the FEW nexus; (ii) develop visualiza-

tion approaches for the FEW nexus; and (iii) provide a comparison of current FEW

visualization approaches against the proposed visualization approach. These objec-

tives will be accomplished by reviewing graph-based visualization, network evolution,

and visual analysis of volume data tasks, discussion with domain experts, examina-

tion of currently used visualization methods in FEW research, and conduction of a

user study. This will provide a more thorough and representative depiction of the

FEW nexus, as well as a basis for further research in the area of FEW visualization.

This research will enhance collaboration between policymakers and domain experts

in an attempt to encourage in-depth nexus research that will help support informed

policy-making and promote future resource security.
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Chapter 1

INTRODUCTION

Previous literature that examines the food, energy, and water (FEW) nexus often

focuses on only one or two parts of the nexus rather than all of the parts as a whole.

Historically, this literature also does not investigate how climate can affect the nexus,

although it is generally regarded as an element that also needs to be considered

(Berardy and Chester, 2017). Viewing the nexus as one unified system is necessary,

as changes to one of the parts often impacts the others as well. Without representing

all of these impacts within the system, much of the information gained can be skewed

and may show the system in a state that is not an accurate representation of what

could really occur.

Attempting to visualize the interactions between the sectors in the FEW nexus

is not a new task, but it is one that requires significant research. Currently, little

research has been done in the area of FEW nexus visualizations. This poses a problem

for the development of new, or even hybrid, visualization methods. In terms of current

visualizations, there are a number of challenges and limitations that appear when

attempting to use them for FEW Data Visualization, such as order of magnitude

differences in usage between the FEW sectors and granularity of the data available.

This is due to the complexity of the interactions that occur within the FEW nexus,

as well as an inability to accurately define all of these complex interactions in full.

In most current FEW nexus research, interactions between the sectors in the nexus

are generally defined or presented at a high level. Often, this means that a sector is

abstracted and represented as a single component rather than multiple components.
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This removes a large amount of detail that is often necessary for effective policy

decisions and for the examination of potential future scenarios that could occur.

The visualization approach that is often used for FEW visualization, or at least

Energy-Water visualization, is the Sankey diagram. The general layout of the Sankey

diagram was first introduced in Minard (1862), Charles Minard’s Figurative Map of

the successive losses in men of the French Army in the Russian campaign 1812-1813.

The problem is not whether Sankey diagrams are a good visualization approach but

whether Sankey diagrams are the best way to visualize the highly complex FEW

nexus. The question at hand is whether Sankey diagrams are currently only used be-

cause that is what has traditionally been done and implementing a new design would

have a high learning cost. Soundararajan et al. (2014) state that Lawrence Livermore

National Laboratory (LLNL) has been creating energy flow Sankey diagrams since

1976. This shows a large amount of work has gone into developing these diagrams

and using a new visualization approach may be a difficult adjustment, although new

visualizations could potentially be beneficial in completing a number of tasks.

In this work, three visualization design alternatives were developed to encourage

collaboration between policymakers and domain experts in an attempt to promote in-

depth nexus research that will help to better understand these interactions and secure

future resource security within the nexus. More specifically, this work proposes:

1. Visualization design requirements relating to the FEW nexus developed

through:

(a) Review of graph-based visualization task taxonomies

(b) Review of network evolution task taxonomies

(c) Review of visual analysis of volume data task taxonomies
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(d) Analysis of current energy-water diagrams produced by Lawerence Liver-

more National Lab

(e) Discussions with domain experts

2. Visualization design alternatives that attempt to improve readability and

minimize the negative impact of edge crossings through the incorporation of

characteristics from:

(a) Sankey diagrams

(b) Treemaps

(c) Graphs/Networks

This work shows that, although not generally explored as a solution to a visualiza-

tion problem, the development of new visualization designs can be positively received

by users and can provide detailed information needed for accurate analysis that is

not available using traditional visualization approaches.

The remainder of this thesis is organized as follows. Chapter 2 introduces the

FEW nexus and approaches for the narration of data. Chapter 3 presents other

works related to uncertain future analysis, task analysis, visualization design aesthet-

ics, and visualization approaches in critical infrastructure. Chapter 4 gives design

requirements for a FEW visualization and the development leading to the final vi-

sualization designs. Chapter 5 presents the user study design and results obtained.

Chapter 6 presents limitations in the user study and limitations of flow diagrams

for use in the FEW nexus. Chapter 7 presents the formal conclusions and provides

recommendations for future work.
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Chapter 2

VISUALIZING NEXUS THINKING

2.1 FEW Management

When looking at how to manage FEW, or other, resources, the term policy lever

is often used. A policy lever is a potential policy decision that could be made by

a policymaker. A number of potential policy levers that can be considered when

looking at policies relating to water were identified by Olmstead (2014), including

price, diversion of resources to different sectors, per capita use, reclaimed water usage,

river flow change, and use restrictions. Many of these potential levers can easily be

adapted to the food and energy sectors as well. Giving a universal list of policy

levers for all applications, and for all systems, is not possible, as deciding on which of

these levers to pursue is highly dependent on the area and the control that the policy

maker has within that area. When implementing policies within urban areas, there

are generally three main categories of conservation that are explored. These categories

are adoption of conservative technologies, use restrictions, and social comparison and

information policies (Olmstead, 2014).

In recent years, a strong effort, mainly through new policies, has been made to

improve energy efficiency and promote the use of renewable energy sources across the

United States. According to Bartos and Chester (2014), this has led to the need for

further exploration of the water and energy nexus, as gaining a better understand-

ing of the interdependencies between these sectors could significantly increase energy

efficiency, reduce water usage, and help shape future policy decisions. As water is

imperative for the production of food and other crops, water sustainability is an im-
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portant issue, mainly within the American Southwest and other similar regions. This

is mostly due to the population rapidly growing, agricultural demand increasing due

to rising temperatures, and the limited supply of groundwater. Emergency restric-

tions on outdoor water use have already been placed on many large cities in this area,

including Los Angeles, Albuquerque, and Tucson (MacDonald, 2010). This reinforces

the fact that water policy decisions are critical within these areas, and all water policy

decisions under different scenarios need to be examined carefully.

When examining critical infrastructure systems, the issue of scale can often arise.

This is due to the management of water resources being examined at a local or regional

scale, as this is the main area of impact. Adversely, the impact of energy resources

can be examined at a global scale, as the effect of things, such as emissions, can

impact the world as a whole, rather than just a single region. Not only does the issue

of scale occur across different sectors, but examining a single sector at different scales

can result in different characteristics of an area (Curmi et al., 2013). This discrepancy

in scale can lead to issues in presenting meaningful results to end users depending on

their role in resource management.

Due to the varying roles of end users that might interact with the data being

presented, the issue of framing also becomes prominent. Hoolohan et al. (2018) state

that nexus issues can broadly be framed as security, dependency, scarcity, or risk.

Without a clear understanding of the intended framing of the nexus, a visualization

may not present an appropriate solution to the end user. Stakeholder engagement

is a large part of nexus research, as the problem definition can be better established

and more appropriate solutions can be offered (Hoolohan et al., 2018). However,

the vast variation in end users involved in FEW research and policy also creates a

scientific language barrier problem. In a work by Mattor et al. (2014), they examine

transdisciplinary language barriers in environmental governance. Their work required
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the development of a shared understanding of concepts and a shared language, which

took a significant amount of time due to the diverse backgrounds of the users involved.

This is an issue within the FEW nexus as there are many different disciplines that

are involved, as well as variations within the disciplines themselves.

2.2 Facilitating Interaction with Data

Narration has long been the primary means of presenting and sharing information

between individuals. Although narration has not traditionally been used in data vi-

sualization, it can be beneficial for a number of reasons. Segel and Heer (2010) state

that when looking at narration, narrative visualizations can generally be classified

somewhere within an author-driven to reader-driven approach spectrum. Figueiras

(2014) determined that approaching visualization from a narrative perspective pro-

vides the opportunity for information to be presented in a structured context, rather

than left for the end user to discern. Using narration can also help to keep the user

engaged with the information that is being presented, as the user is able to explore

the different areas that interest them, rather than just being presented a large amount

of data that may seem incoherent.

When designing any visualization or decision support system, it is imperative to

understand what information the user needs available to them and how they plan

to interact with that information. This is especially true when it comes to designing

applications to be used by policymakers, as they need to plan and make decisions that

will have an impact on a large number of people. For this kind of application, a user-

centered design needs to be used. In a work by Hadhrawi et al. (2013), the authors

develop a web-based collaborative planning interface platform, CoPI, and perform a

case study to show its efficacy in policy planning of large-scale infrastructure. From

this study, it is easy to see that developing an application with a user-centered design
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approach requires a significant amount of stakeholder engagement but also gives a

better insight into the way that the stakeholders expect the application to function.

Humans possess a number of important skills, many of which are desirable skills

to reproduce in a computer for a number of tasks. Green et al. (2008) identify two of

these, adaptation and accommodation of information. These two skills are the basis

of human learning and perception of new and complex information. Through adapta-

tion and accommodation, low-level connections between new information and similar

information that has been previously learned are formed. This type of categorization

of information also allows humans to be able to discern information that is of little

or no importance to their current task relatively quickly (Green et al., 2008).

Green et al. (2008) further identify a key weakness of a human when compared to

a computer is the lack of a working memory, or a memory that has pseudo-infinite

capacity. This allows computers to maintain all pertinent information, whereas a

human only has the ability to remember a finite amount of information. Humans

also suffer from the inability to retain focus on previous information when presented

with new information. Thus, when dealing with complex systems, a Human Cogni-

tion Modeling approach is often employed. This approach allows the user to select

information of interest and the computer to facilitate the presentation of that and

related information.

A similar approach is used in a study by Quintero et al. (2005), where a Case-

Based Reasoning interactive decision support system (IDSS) was developed. They

determined that in this kind of IDSS, the exchange between the user and the IDSS

can be simply stated as the posing of questions from the IDSS to a user, the responses

from the user to the IDSS, and a set of potential actions returned from the IDSS to

the user. These questions have the general form: what is the problem, where is the

problem, and how did the problem occur. This helps to narrow down the search space
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for the IDSS, as it now knows generally what part of the system the problem was

occurring and what event or attribute may have triggered it. The IDSS then returns

a list of selected potential actions and the user decides whether they want to choose

one of the recommended actions or one of their own. This approach gives the user full

control of the decision-making process while also suggesting alternatives or actions

that may not have been considered.

To help highlight the potential impact of recommendations given by decision sup-

port systems, a number of different techniques can be utilized to aid in the narration

of pertinent data to an end user. Wang et al. (2010) determined that when displaying

data that uses similar axis values or related data sets, small multiple views can be

used to allow the user to easily examine the differences between similar items. Having

this information displayed in a single view also reinforces the coherency of the infor-

mation that is being presented. This also presents the opportunity to highlight data

that may be of interest to the user by representing positive or negative scenarios with

different colors. Although accuracy is a large factor when dealing with any kind of

intelligent system, this could aid in drawing attention to data that has the potential

to be of importance to a user (Wang et al., 2010).

Another potential technique, in web-based data visualization, is to employ a sin-

gle page web application. Tesarik et al. (2008) allude that designing these kind of

applications, however, requires careful planning by the developer so that all of the

important information that is to be displayed or manipulated can be accessed in an

intuitive way. Since a single web page provides a limited amount of space, other

methods have to be used to present more detailed information about a topic. This

can be done by using tooltips or modal popups, much like what would be seen in a

desktop application. Approaching the design in this way can help to improve the user
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experience, as the way that the information is presented to the user promotes a sense

of connection between all of the information of the web page (Tesarik et al., 2008).

Through the inclusion of similar narration techniques, visual analytics systems can

be used to present a more comprehensive view of the underlying data. This makes

considering the elements that could be used for highlighting within a visualization

design an important part of the visualization design process. If elements are too low-

level, it may cause the visualization to not be easy to understand and if elements are

too high-level, it might not provide enough information to get an accurate depiction

of the data. Taking visual analytics into account can also help to shape the overall

visualization design. Knowing that an end user is expected to interact with data in

a certain order can structure the ordering of the visualization design itself. This can

simplify the interactions of an IDSS by making transitions from one piece of data to

the next piece of data shorter or more intuitive, like moving from the first stage to

the second stage of a flow diagram.
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Chapter 3

RELATED WORK

3.1 Uncertain Future Analysis

In a work by Sullivan et al. (2017), water sensitivity in the Colorado River Basin

was examined by looking at historical water governance transitions. In this compara-

tive historical water governance approach, key water governance transitionary events

occurring from the early 1800s through 2011 were examined and discussed to identify

historical patterns and governance that may impact or limit future governance tran-

sitions. It was concluded that water governance within the western United States

is distinct from water governance in the rest of the country, and that historically,

meaningful water governance changes within this area can take decades of work to

implement. By drawing from historical data, a better understanding of the complex-

ity of governance within a region can be formed and can allude to the likelihood of

the acceptance of future governance transitions.

In a study by Berardy and Chester (2017), climate change vulnerability in the

FEW nexus was examined and climate was determined to be a significant factor in

the security of the other systems, especially in terms of Arizona’s agriculture. Alfalfa

and cotton are two of Arizona’s most plentiful crops, together making up approxi-

mately 51% of the total crop acreage. The problem is that alfalfa and cotton also

require the largest amounts of water. Not only that, but an experiment looking at the

effects of summer irrigation termination on alfalfa in Tucson, Arizona showed that

plant mortality increased by between 25% to 35% when subject to discontinued irri-

gation for more than two months (Berardy and Chester, 2017). Because of Arizona’s
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climate and increasing population, the energy and water systems are already strained

during the summer months. Adding increased irrigation demand for agriculture could

result in interruptions that would inevitably result in even more irrigation demand

for agriculture. This would not only have a negative impact on Arizona’s crops but

could also cause issues in other major urban centers in the Southwest, such as El Paso

and Los Angeles (Berardy and Chester, 2017).

Similarly, a case study by Gober and Kirkwood (2010) in Phoenix, Arizona was

proposed in which a simulation, called WaterSim, of long-term water shortage was

examined. Through the implementation of policy levers within WaterSim, a number

of varying analyses could be performed not only by experts in the field, but also by

a number of other end users. This policy lever approach also yielded results that

could realistically be achieved by policy makers’ decisions rather than focusing on

producing ideal results that may not be attainable. Not only did this study provide

a valuable simulation model for examining the potential impact of different policies

under varying future conditions, it also reinforced the need for interactive systems to

aid in policy decisions.

In environmental governance, due to the highly interdisciplinary nature of this

area, collaborative tools can often be a valuable resource to help collaborators share

their expertise and provide domain specific insights to other members of their group

that may not otherwise have been discerned from the underlying data. The problem

with a number of these tools is that they require installation of specific toolkits or

only allow for basic multi-user interactions, which can limit the level of collaboration

and accessibility (Lukasczyk et al., 2015). In an attempt to mitigate these issues, a

web-based collaborative Data Visualization and Analysis framework was developed by

Lukasczyk et al. (2015). This framework allowed for collaboration among users within

a Visualization Room and provided the ability to share snapshots of visualizations
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performed by an individual in the Visualization Room with the other members of the

group. The feedback from the users of this system was overall positive and further

validated that collaborative systems are a good tool when attempting to solve complex

problems.

As critical infrastructure systems are highly complex systems, they are extremely

difficult to identify interdependencies between. This difficulty can further be com-

pounded by the fact that these systems are highly adaptive and are often changed

due to either past experiences or plausible assumptions of future demands. In recent

years, a greater appreciation of the importance of the interdependencies in these sys-

tems has emerged, and has thus propelled research in this area (Rinaldi et al., 2001).

As this type of research is highly interdisciplinary, experts from a wide variety of do-

mains are often needed to be able to develop models of critical infrastructure systems

correctly. When attempting to develop a comprehensive framework for modeling and

simulation of these systems, often three things are needed: access to a large amount

of data, legacy or specifically developed software, and some set of evaluation metrics

(Rinaldi et al., 2001).

3.2 Task Analysis

According to Keim et al. (2008), Visual Analytics is a highly interdisciplinary field

that makes use of visualization, data mining, data management, data fusion, statis-

tics, and cognition science, and which relies heavily on interactive visualizations to

facilitate understanding of large, complex data sets. As such, Visual Analytics draws

a number of presentation techniques from traditional narration, like those presented

in Section 2.2. Since Visual Analytics has a strong foundation in decision support

systems, identifying low-level task requirements that are often used in these systems
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provides requirements for designing new visualizations, as well as a basis for evaluation

metrics for these visualizations.

Task taxonomies have become a popular means of identifying a set of charac-

teristics that help to validate the effectiveness of a visualization approach in terms

of common exploratory tasks. This is done through the abstraction of interactions

between the user and a visualization. These interactions are generally grouped into

either low level-tasks, like those proposed by Amar et al. (2005), or high-level tasks,

like those proposed by Ahn et al. (2014).

In a work by Lee et al. (2006), they focused on graph-based visual analytics

tasks and identified the four major task categories: topology-based, attribute-based,

browsing, and overview. Several of these task categories, as well as task categories

in other task taxonomies, follow the Visual Information-Seeking Mantra proposed by

Shneiderman (1996). This mantra proposes the three key concepts: overview, zoom

and filter, and details-on-demand. Although this is not a definitive guideline for data

visualization, this mantra has become a point of consideration when developing and

examining visualization designs.

In the works by Ahn et al. (2014) and Kerracher et al. (2015), temporal tasks were

the main area of focus for the analyses. Ahn et al. (2014) produced a set of higher level

task categories which were derived from a set of fifteen real systems and studies, which

included temporal data processing tasks, individual temporal event tasks, aggregated

temporal event tasks, rate of changes, and compound tasks. The tasks identified

by Kerracher et al. (2015) were developed from the review of 95 papers, including

the work by Ahn et al. (2014), and contained the three main categories: structural,

attribute based in a structural context, and attribute based. Both of these works

highlight that the categorization of tasks can be difficult and often tasks can fall into

more than one category.
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The tasks associated with volume data are often different than the tasks that are

generally identified for graph-based visualization and network evolution. This is due

to volume visualization focusing on the representation of an object rather than how

elements are connected to each other. In a work by Laha et al. (2015), they focused on

the classification of user tasks relating to visual analysis in volume data. In this work,

the task categories identified were search, pattern recognition, spatial understanding,

quantitative understanding, and shape descriptor.

In a study by Dimara et al. (2018), conceptual and methodological issues that

arise in multidimensional visualizations for decision support systems were analyzed.

This study focused on multi-attribute choice tasks which highlighted a number of

issues that could be encountered, such as the lack of a “right” answer for many

multi-attribute choice tasks. To identify these issues, they evaluated parallel co-

ordinates, scatterplot matrix, and tabular visualizations using both subjective and

objective metrics. Both subjective and objective metrics were considered because

although good decisions require a good understanding of the data at hand, having

a good understanding of the data does not necessitate good decisions. The objec-

tive performance metrics focused on accuracy and time-on-task, and the subjective

performance metrics focused on technique preference and choice assessment. They

state that, although their work only focused on elementary and generic visualization

methods, it could still be used to help produce evaluation methods for more complex

visualizations as well.

Gotz and Zhou (2008) identify common visualization actions by reviewing Visual

Analytics systems in an attempt to define an action taxonomy. The defined taxonomy

contained three top-level categories: exploration actions, insight actions, and meta

actions. This taxonomy was then used to develop a collaborative web-based visual

analytic system, HARVEST. HARVEST allowed collaborative visual exploration of
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data and provided the user a record of the previous actions that were performed.

HARVEST was well received by both developers, in terms of ability to implement new

visualization widgets, and analysts, who stated that the displayed actions matched

well with what they considered to be the steps that they took. The taxonomy that

was identified in this work can help guide the development of new action types by

providing a set of common visualization actions that can be expanded upon for specific

visualization areas.

Although identifying general task taxonomies is beneficial in providing a solid basis

for the further development of specific task taxonomies, Miksch and Aigner (2014)

take a slightly different approach. They introduce the idea of a design triangle, in

which they consider the data, the user, and the tasks of the users. Contrary to the

other works in this section, this approach yields tasks for a specific situation with

specific end users in mind rather than a generalized set of tasks. In their study,

they apply the design triangle to three examples and produce the tasks, exploring

the effects of clinical actions on patient’s conditions, exploring organizational changes

over times, and time series model selection. Although generally very high-level tasks,

the identification of these kind of tasks can help to frame the visualization in such a

way that the necessary information can be presented to an end user in a manner that

promotes exploration.

Task taxonomies give insight into the potential uses of a visualization design and

can facilitate the development of elements that can help to support the design’s

desired use cases. As task taxonomies cannot be specified for all applications of all

visualization designs, task taxonomies for designs that share similar characteristics to

a proposed design can be used as a basis for what might also be considered useful in a

proposed design. Although many of the previously mentioned task taxonomies appear

disconnected, many of the characteristics of the visualizations designs associated with
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these taxonomies are also shared with Sankey diagrams. The use of these taxonomies

also yields a form of evaluation to assess the overall usefulness of a visualization design

for its target application, or specific use case.

3.3 Visualization Design Aesthetics

Visualization design aesthetics are important for consideration when attempting

to design or optimize the layout of design elements. Numerous papers have offered

strategies and suggestions for improving automatic visualization layouts. In the work

by Tanahashi and Ma (2012), the authors attempt to optimize the layout of storyline

visualizations. In this work, they seek to minimize edge wiggles, edge crossings, and

whitespace gaps. Similarly, the design criteria proposed by Purchase et al. (2001)

includes: minimization of crossings between connections, minimization of the global

length of connections, minimization of the area of the smallest rectangle covering the

diagram, and placement on the external boundary of symbols representing interfaces.

Rather than focusing on improving these diagrams, Purchase et al. (2001) focuses

on which aesthetic elements should be considered as a priority through preference

experiments. In terms of the UML class diagrams examined in this study, preference

for fewer edge crossings and fewer bends were the most preferred aesthetic choices,

with preferences of 93% and 91% respectively. UML class diagram aesthetics have

also been considered by Eichelberger (2003) and include a number of edge focused

criteria. These works align with the general consensus that edge crossings and sharp

bends can have a strong impact on a visualization design. Similar preference focused

studies have been performed by Harrison et al. (2015) and Inbar et al. (2007) in the

areas of infographic and information visualization design aesthetics respectively.

In the work by Batini et al. (1986), they evaluate the six aesthetic criteria: min-

imize bends, minimize edge crossings, orthogonality, width of layout, text direction,
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and font type. Although not as recent as many of the other works presented here, the

algorithm proposed by Batini et al. (1986) still serves as a reasonable point of con-

sideration. Their algorithm uses the general steps: planarization, orthogonalization,

and compaction, which attempt to maintain their six aesthetic criteria, although some

compromises have to be made during the planarization step. Cui et al. (2008) similarly

attempt to reduce the impact of edge crossings on the overall design. They accom-

plish this by introducing geometry-based edge bundles that seek to have edges meet

at singular control point, rather than allowing a large number of crossings throughout

the entire diagram. Other edge bundling based solutions can be seen in the works of

Selassie et al. (2011), Holten and Van Wijk (2009), Gansner et al. (2011), Zhou et al.

(2013), and Luo et al. (2012).

Work by Stasko and Zhang (2000) examines improving radial, space-filling hier-

archical visualizations. The primary goal of this work was to allow small items to be

viewed in detail, that would otherwise not be available, through the addition of inter-

action. They pose the design guidelines: maintain a full circular space-filling method-

ology and global view of the entire hierarchy, allow a more detailed examination of

small peripheral files and directories, but keep it in context of the entire information

structure, ensure that the overview of the entire hierarchy remains relatively stable in

layout, maintain a balance between the visibility of both the hierarchy overview and

the detailed focus display, be more space-efficient, avoid the use of multiple windows

or scrollbars, and allow the viewer to easily track display changes between a global

view and a detailed view of the peripheral nodes. To meet these design guidelines they

pose the 3 methods: angular detail, detail outside, and detail inside. These methods

allowed for smaller elements to be presented at their correct sizes, relative to the rest

of the diagram, but also allowed for interaction to be used to magnify the elements

for better detail. This highlights the usefulness of interaction when performing data
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visualization and shows that difficulty may be faced when attempting to present this

kind of information using only a static visualization.

Flow diagrams are a common visualization design in many application areas. In

terms of critical infrastructure and manufacturing, Sankey diagrams are generally the

flow diagram that is utilized. These diagrams, however, have a number of challenges

that have been examined and improved on in a number of works. In a work by Ale-

masoom et al. (2016), they attempt to mitigate some of the more common issues

faced in Sankey diagrams by adding artificial, intermediate, nodes. This was done to

create more aesthetically pleasing Sankey diagrams based on their criteria to mini-

mize edge crossings, create edge lengths that are as short as possible, and maintain

straight edges. Similar aesthetic improvements are sought in graphs by Breitkreutz

et al. (2003), where they applied user-implemented node relaxation within their net-

work visualization system, Osprey, in an attempt to reduce clutter and improve in-

terpretability of complex networks. Although Osprey supports very simple layouts,

many of these layouts do help to significantly reduce clutter that could be seen in

networks that have a large number of nodes.

Graph layouts can become significantly more difficult as the number of edges in

a graph increases. In a work by Martin et al. (2011), they developed an open-source

toolbox, OpenOrd, to handle large graph layouts that have a significant number

of edges. They identify three problems that are associated with scaling a force-

directed layout to a large graph: inability to correctly uncover the global structure,

visually unappealing layouts, and a high running time. The developed method, based

on the Frutcherman-Reingold algorithm for force-directed layouts, was applied to a

Wikipedia dataset containing 659,388 nodes with 5,843,729 edges in which six levels

of recursion were needed, as well as approximately four hours of processing time.
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Although still quite difficult to comprehend visually, the network structure produced

was much more comprehensible than the original network structure.

3.4 Visualizing Critical Infrastructure

Tolone (2009) determined that when performing an analysis of critical infrastruc-

ture systems, isolation of any one component of the system from the rest of the system

can result in an incomplete or potentially invalid analysis of the overarching system,

and the interactions contained within it. This is due to the dynamics of the system

and how the behavior of the different components of the system are limited by the

behavior of the other components of the system, not only by their own characteristics.

The context of a system, which is difficult to convey when looking at only isolated

components of the system, becomes more difficult when attempting to also represent

the interactions between complex components in a meaningful way. Often, spatial

analysis of a system is done by simply attempting to overlay important data from

the system onto a map. Although a reasonably assumed approach, performing spa-

tial analysis in this way can lead to a loss of how the interactions and dependencies

between different components are occurring within the system. Instead, the focus of

the analysis can be shifted to gaining a better conveyance of interactions and depen-

dencies between the components, but this can result in a loss of spatial context which

is also important in visualization (Tolone, 2009).

In this same study, Tolone (2009) identifies 4 main challenges that need to be

addressed when performing Visual Analytics in critical infrastructure analysis. First,

there needs to be a facilitation of reasoning in context. This means that interaction

with the visualizations should occur at a level of meaning, rather than at a data

level, as this imposes limits on which pieces of the data can be manipulated and

ensures that changes to one component also occurs in all corresponding components.
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The second challenge is that critical infrastructures are complex multi-dimensional

systems that require not only technical analysis, but also behavioral analysis. This

can result in collaboration between research areas which traditionally may not have

occurred or may have occurred minimally. The third challenge is to enable cognitive

integration by designing visualizations in such a way that there can be integrated

analysis among connected activities within the system. Finally, there needs to be a

high level of transparency of the analysis. Due to their complexity, validation of these

kinds of systems may not be possible using traditional methods (Tolone, 2009).

Sankey diagrams are one of the primary visualization method used in the evalu-

ation of a number of critical infrastructure systems, along with Parallel Coordinate

Plots and Scatter Plots. In a work by Alemasoom et al. (2016), they examined

the use of Sankey diagrams in energy systems and developed a visualization system,

EnergyViz, to facilitate the exploration of Canada’s energy system. As mentioned

previously, a key addition from this work was the use of artificial, intermediate nodes

in their Sankey diagrams. Another key takeaway from this work was the use of level-

of-detail exploration. This allowed for more detail to be provided to experienced end

users while also simplifying the overview of the Sankey diagram for individuals that

may not have previous experience with them. The overall feedback of the level-of-

detail exploration was positive and highlighted that this approach could be beneficial

when dealing with diverse groups of individuals. The final key addition from this

work was the use of 3D Sankey diagrams. In this approach, a 2D Sankey diagram is

used to present the flow of resources through the system, and bar charts are placed

perpendicular to the plane of the 2D Sankey diagram to represent the different emis-

sions at each stage of the flow (Alemasoom et al., 2016). Overall, EnergyViz was well

received by both experts and non-experts, and presents a number of improvements

to Sankey diagrams for use in energy system analysis.
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In a case study by Yang and Wi (2018), an interactive web-based visualization

was developed to examine the FEW nexus in the Great Ruaha River of Tanzania.

The underlying visualizations used in this study were a dynamic scatter plot matrix

and a dynamic parallel coordinates plot. A dynamic scatter plot matrix was useful

in this case study, as it provided a means to better understand the interactions be-

tween different management concerns, without requiring the user to have a technical

background. A dynamic parallel coordinates plot was useful, as it could be used to

represent connections between the different management objectives within the sys-

tem, and because parallel coordinate plots are already used in water resource system

analysis. The use of these visualizations allowed for a quick analysis of different sce-

narios and objectives without the need to individually analyze them for the specific

desired characteristics (Yang and Wi, 2018).

Visualization within critical infrastructure is a difficult task, but is a task that is

necessary to support knowledge exchange between domain experts and policy makers.

In order for visualization to effectively facilitate this knowledge exchange, a level of

trust in the data presented has to be established and the data needs to be presented

in a way that is common to the domain at hand. As flow diagrams are commonly

seen in critical infrastructure already, some form of flow diagram is a viable option

for representing the FEW nexus to domain experts in the areas of food, energy, and

water systems. Flow diagrams should appeal to policy makers as well because of the

sequential nature of the design as well as its explicit representation of inputs and

outputs to the system.
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Chapter 4

SANKEY DESIGN

4.1 Design Requirements

Little work has been done in the specification of design requirements relating to

Sankey diagrams. This is true for the specification of design requirements relating

to FEW nexus visualizations as well. Because of the lack of design requirement

specification in these areas, task taxonomies in graph-based visualization, network

evolution, and visual analysis of volume data were instead examined to produce the

set of design requirements for the proposed visualization. The basis for these design

requirements came significantly from the works of Amar et al. (2005), Lee et al.

(2006), Ahn et al. (2014), and Laha et al. (2015). This approach was used as it

allowed the proposed visualization design requirements to be developed and adapted

from visualization design and visual analytics areas that had a much broader range

of previous research than was currently available within the area of Sankey diagram

design requirements.

The work by Amar et al. (2005) focused on low-level visual analytics tasks and

identified the ten analytic task taxonomies: retrieve value, filter, compute derived

value, find extremum, sort, determine range, characterize distribution, find anoma-

lies, cluster, and correlate. The work by Lee et al. (2006) focused on graph-based

visual analytics tasks, and identified the four major task categories: topology-based,

attribute-based, browsing, and overview. These categories were then further broken

into the smaller task categories: adjacency, accessibility, common connection, con-

nectivity, on the nodes, on the links, follow path, and revisit (Lee et al., 2006). In the
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work by Ahn et al. (2014), temporal tasks were the main area of focus for the analysis.

This produced a set of higher level tasks which were derived from a set of fifteen real

systems and studies. The task categories identified in this work were temporal data

processing tasks, individual temporal event tasks, aggregated temporal event tasks,

rate of changes, and compound tasks. These tasks were again broken into a num-

ber of smaller subtasks, each with their own examples relating to the fifteen works

reviewed. The work by Laha et al. (2015) focused on the classification of user tasks

relating to visual analysis in volume data. In this work, the task categories identified

were search, pattern recognition, spatial understanding, quantitative understanding,

and shape descriptor. Although many of these tasks do not directly pertain to design

requirements relating to Sankey diagrams, they do however present tasks that can

easily be adapted for use in Sankey diagram design requirements, or for flow diagram

design requirements in general. This is due to Sankey diagrams, and many other flow

diagrams, having a number of issues and traits that are similar to those that can

typically be found in volume visualization, such as overlaps and visual quantitative

estimation.

In this project, four domain experts were consulted in order to gain a better

understanding of the tasks and challenges that may be present when trying to develop

a visualization design for the FEW nexus. These four domain experts had expertise

in sustainability science and international development, hydrology and atmospheric

sciences, modeling theories and methodologies, and decision science and sustainability

science. Working with these domain experts provided a diverse range of areas of

expertise that encapsulated the majority of the disciplines present in the FEW nexus.

In the early stages of the visualization design process, domain experts were asked to

identify tasks they would like to be able to perform, and questions they would like to

be able to answer using a diagram of the FEW nexus. This process started by first
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asking the domain experts to identify high-level tasks that they may like to be able to

perform. These high-level tasks helped to identify areas of the design that may be of

significant importance and areas that may not need as much attention, or increased

levels of detail. After these high-level tasks were identified, a list of low-level tasks

were presented to the domain experts that were felt to be representative of the given

high-level tasks. Feedback was then received from the domain experts on whether

they felt that these low-level tasks were an accurate representation of their original

high-level tasks. This process was then iterated until the domain experts felt that the

proposed low-level tasks fit the original high-level tasks that they had posed. This

helped to provide a more focused set of design requirements than would otherwise

have been possible using only related task taxonomies from other visual analytics

areas.

Through the review of the works by Amar et al. (2005), Lee et al. (2006), Ahn et al.

(2014), and Laha et al. (2015), the previously mentioned discussions with domain

experts, as well as the analysis of Water-Energy Sankey diagrams, seven major task

categories were identified that applied to the static Sankey diagram designs. Although

these task categories were developed specifically with Sankey diagrams in mind, many

of these are also applicable to a number of other flow diagram designs and application

areas outside of the FEW nexus. The seven task categories that were identified were:

object identification, value retrieval, link analysis, path analysis, pattern recognition

and column understanding, extremum identification, and inter-sector analysis. Each

task category was then further broken into a set of more specific tasks. The sample

questions posed in each of the following sections were derived from an examination

of the Water-Energy Sankey diagrams produced by Greenberg et al. (2017), as well

as from further discussions with domain experts.
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Before further specifying the proposed task taxonomy, several design elements

relating to Sankey diagrams need to first be defined. These terms are based on

elements identified within the Water-Energy Sankey diagrams produced by Greenberg

et al. (2017), some of which do not appear in traditional Sankey diagrams.

Node - A node is an element which presents numerically, as well as based on

height, the amount of a resource that is either available to be used or is being

used.

Sector - A sector is a set of elements that share a unit of measure, or share

some other defining characteristic. In the diagrams produced by Greenberg

et al. (2017), there are two sectors being presented, the energy sector and the

water sector.

Supernode - A supernode is a collection of nodes from a single, or multiple,

sectors that are placed in close proximity and share some semantic meaning.

This is similar to a supernode in graph theory, as a large number of incident

edges are present within supernodes here.

Edge - An edge identifies a connection between nodes and presents the amount

of a resource that is flowing between nodes by encoding it in the thickness of

the edge.

Column - A column refers to a set of supernodes that share a horizontal po-

sition and exhibit a similar semantic meaning. An example from the diagrams

produced by Greenberg et al. (2017) is the primary resources column, which

presents all primary resources that are being used within the diagram.
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4.1.1 T1 Object Identification (OI)

In terms of the design requirements for the proposed visualization, object iden-

tification refers to identifying specific nodes or supernodes based on a set of given

characteristics. The following are examples of object identification tasks, along with

sample questions relating to the FEW nexus:

T1.1 Identify existence/absence of a node

– Is there a Fresh Surface node in the water sector?

– Is there an Industrial node that is part of the end-use nodes?

– Does the energy sector have Hydro energy?

T1.2 Identify the name/type of a node

– What are the names of the consumer nodes?

– What type of node is the Rejected Energy node?

T1.3 Identify sectors used in a supernode

– What resource sectors are used in the Residential supernode?

– Is the energy sector used in the Irrigation supernode?

T1.4 Count the number of supernodes with a given feature

– How many supernodes use resources from the water sector?

– How many end-use supernodes use energy?
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4.1.2 T2 Value Retrieval (VR)

In terms of the design requirements for the proposed visualization, value retrieval

refers to identifying values relating to specific nodes, supernodes, or edges based on a

set of given characteristics. The following are examples of value retrieval tasks, along

with sample questions relating to the FEW nexus:

T2.1 Amount of inflows/outflows of resources

– What is the inflow of water to the Industrial supernode?

– What is the outflow of energy from the Commercial supernode?

– What is the outflow of Fresh Surface water from the Water Resources

supernode?

– What is the inflow of energy to the Rejected Energy node?

T2.2 Amount of resource contributed from a specific parent node or supernode

– What is the amount of water supplied to the Residential supernode from

the Fresh Surface node?

– What is the amount of energy contained in the Rejected Energy node that

is from the Transportation supernode?

– What is the amount of water contained in the Electricity Generation su-

pernode that is from the Fresh Ground node?

T2.3 Amount of resource produced by a source node

– What is the amount of energy produced in the Biomass node?

– What is the amount of water produced in the Fresh Ground node?
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4.1.3 T3 Link Analysis

In terms of the design requirements for the proposed visualization, link analysis

refers to identifying high level interactions between adjacent nodes or supernodes of

similar and dissimilar types. The following are examples of link analysis tasks, along

with sample questions relating to the FEW nexus:

T3.1 Identify parents of a single node or supernode

– Where does the inflow of water in the Residential supernode come from?

– What resources contribute to the generation of electricity?

T3.2 Identify children of a single node or supernode

– What supernodes does the Biomass node energy go into?

– Where does the water outflow from the Residential supernode go?

T3.3 Identify splits/merges of different resource types

– After being processed (or consumed) in the Commercial supernode, what

forms are the energy transformed into? Do they go into the same or

different destinations?

– After being processed (or consumed) in the Electricity supernode, what

forms are the water transformed into? Do they go into the same or different

destinations?

T3.4 Identify conversions from one resource into another resource

– What resources are used to generate electricity?
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4.1.4 T4 Path Analysis (PA)

In terms of the design requirements for the proposed visualization, path analysis

refers to identifying high level interactions between nodes and edges from the source

to the final destination. The following are examples of path analysis tasks, along with

sample questions relating to the FEW nexus:

T4.1 Identify existence/absence of a path

– Does any water from Fresh Surface water node go to the Surface Discharge

node?

– Does any energy supplied by the Biomass energy node go to the Rejected

Energy node?

T4.2 Find a path of specific resource from the source to a potential final destination

– What supernodes are encountered along the path from the Fresh Surface

water node to the Surface Discharge node?

– What supernodes are encountered along the path from the Biomass energy

node to the Rejected Energy node?

– How much Fresh Surface water goes to the Surface Discharge node?

T4.3 Find all paths of specific resource from the final destination to the potential

sources

– For all the Rejected Energy, where did each inflow come from? Which

processors or consumers did they pass?

– For all the Surface Discharge, where did each inflow come from? Which

processors or consumers did they pass?
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4.1.5 T5 Pattern Recognition and Column Understanding (PRCU)

In terms of the design requirements for the proposed visualization, pattern recog-

nition and column understanding refers to the identification of trends or repeated

characteristics occurring within a single or multiple diagrams. The following are ex-

amples of pattern recognition and understanding tasks, along with sample questions

relating to the FEW nexus:

T5.1 Intra-column understanding

– Which end use supernodes use similar water resources?

– What energy resources are used in at most one end use supernode?

– Are spikes/drops in a resource’s usage between the years 1990 and 2010

similar to spikes/drops of other resources in the same year? If so, in which

years does this occur?

– What is the ordering, in descending order, of Petroleum usage in the end

use supernodes?

T5.2 Patterns

– Considering only the growth rate for Natural Gas usage between the years

1990 and 2010, is it likely Natural Gas usage increased between the years

2010 and 2011?

– How did the distribution of Fresh Surface water change between the years

1990 and 2010?

– Did any droughts occur between the years 1980 and 2005 with similar

characteristics in the water sector to the characteristics experienced in the

drought in 2012?
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4.1.6 T6 Extremum Identification (EI)

In terms of the design requirements for the proposed visualization, extremum

identification refers to identifying the extreme values either locally or globally within

the visualization. The following are examples of extremum identification tasks, along

with sample questions relating to the FEW nexus:

T6.1 Identify maximum/minimum local resource type supply/usage

– Which end-use supernode used the largest amount of Fresh Surface water

in the year 2010?

– Which primary energy source provided the smallest amount of energy in

the year 2010?

– Which end-use supernode contributed the largest amount of electricity to

the Rejected Energy node in 2010?

T6.2 Identify maximum/minimum global resource type supply/usage

– What is the minimum amount of water consumed by an end-use supernode

and in which year?

– Which primary energy source contributed the most energy in a single year

to the Electricity Generation node and in which year?

– Which primary energy sources contributed the most total energy to the

Electricity Generation node?

– Do the minimum amount of water consumed and the maximum amount

of water consumed by individual end-use supernode occur within the same

year?
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4.1.7 T7 Inter-sector Analysis (IA)

In terms of the design requirements for the proposed visualization, inter-sector

analysis refers to the analysis of inter-sector influence and interaction within a single

or multiple diagrams. The following are examples of inter-sector analysis tasks, along

with sample questions relating to the FEW nexus:

T7.1 Inter-sector influence

– Which sector, the energy sector or the food sector, relies more heavily on

the Fresh Ground water node in terms of usage between the years 2010

and 2015?

– Does the growth rate of the Fresh Surface water node impact the growth

rate of the food sector?

– During which year does electricity generation limit Fresh Surface water

usage?

– Has increased water usage by the energy sector impacted usage by the food

sector?

T7.2 Inter-sector resource usage

– What is the total amount of energy that is used in the water sector between

the years 2008 and 2013?

– What is the total amount of water used to produce biomass between the

years 2010 and 2012?

– What is the total amount water that was consumed or evaporated from

use by the energy sector between the years 2008 and 2010?
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4.2 Initial Network Embodied Sectoral Trajectory (NEST) Approaches

Visualization of the FEW nexus is a difficult task that heavily relies on the framing

of the problem for the analysis that is intended. For this reason, a number of potential

visualization approaches were proposed and examined. Each of these offered solutions

to some of the current issues in FEW visualization but also posed their own limitations

and issues. The proposed visualization approaches, along with justification for the

design and the primary issues encountered, can be seen in the following sections.

4.2.1 Hierarchical Graph-Based Visualization

The first proposed visualization approach was a Hierarchical Graph-Based Visu-

alization. This method was proposed for 2 key reasons. First, when viewing current

FEW research, similar diagrams of the FEW nexus are often used as a way to present

the interactions among the sectors at a high level. Second, although there are interac-

tions across sectors within the FEW nexus, each of the sectors inherently contain the

other sectors. A sample of the structure of this visualization approach can be seen in

Figure 4.1. In this visualization, the sizing of parent nodes are based on the sum of

the usage of its child nodes. Focusing on just the Water sector in this visualization,

it can be seen that the Food sector appears in the form of Agriculture and Urban

Agriculture, and the Energy sector appears as Hydropower and Cooling. Because

the external sectors are represented within the hierarchy of the supplying sector, this

allows a high level description of the nexus to be presented.

With this kind of approach, there are a number of significant limitations that

appear. The major limitation that appears, and is an issue with a number of FEW

visualizations, is the issue of scale. Approaching the nexus in this way presents each

of the sectors as a single entity rather than a number of smaller components. While
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Figure 4.1: FEW hierarchical graph-based visualization structure. The center node
(Nexus) is the root, with child nodes Food, Energy, and Water. The radii of the
children of a node sum to the radius of the node.

at a national, or potentially statewide, scale this is likely not an issue, viewing the

nexus in this way at a city or regional scale could be problematic, and highly ab-

stracts the sources that make up each of the sectors. The other major issue with this

visualization approach is the difference in units of measurement across the sectors.

In an attempt to circumvent this issue, the sizing of the nodes was based on a dollar

value rather than the original unit of each of the sectors. Although a potentially

reasonable compromise in a number of situations, in terms of the FEW nexus this

removed the ability to compare usage within a single sector. This is due to the fact

that pricing within the subcategories for each sector can vary based on the intended

recipient, for example, municipal water use versus agricultural water use. The fi-

nal major limitation is that reuse and waste of resources are not able to be easily
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represented in a visualization with this kind of structure. Without including reuse

and waste, more abstraction is added, this time in terms of the flow of the resources

through the nexus. Although again, at a larger scale, this is likely not an issue, at

smaller scales this information could be significantly important.

4.2.2 Treemap Motivated Visualization

The next proposed visualization approach was a Treemap Motivated Visualization.

The key reasons for proposing this visualization approach were that flow could be

represented through the nexus, from supply to output/waste, and a reduction of the

negative impact of difficult to follow edge crossings that can occur from complex

interactions could be achieved. Sample structures of this visualization approach can

be seen in Figure 4.2 and Figure 4.3. In these figures, the height of the boxes represent

the amount of the resources used, in the unit of the respective sector. As these figures

are used to only represent the structure of the visualization, they do not display

the amount of the resource that was used, but these values would be displayed in

an application using this approach. In Figure 4.3, edges were introduced as visual

markers to help locate where a resource was going to or coming from. These edges

were used only to signify a connection between boxes, and do not represent the amount

of resources being used. By using uniform sized edges as visual markers only, the issue

of small edges is eliminated and the impact of edges that crossover each other should

be slightly reduced since the edges serve as only a visual marker to help identify the

important information.

35



Figure 4.2: Treemap motivated visualization structure without connecting edges.
The Supply column presents all resources available in the example area, the Inter-
actions column presents the amount of resources that go into and come out of each
end-use area (i.e. Municipal and Industrial), and the Output/Waste column presents
whether resources are reusable or wasted/consumed.

Figure 4.3: Treemap motivated visualization structure with connecting edges. The
Supply column presents all resources available in the example area, the Interactions
column presents the amount of resources that go into and come out of each end-use
area (i.e. Municipal and Industrial), and the Output/Waste column presents whether
resources are reusable or wasted/consumed. Edges are used to aid in identifying where
a resource is flowing to or coming from.
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This visualization approach comes with some limitations and issues. One large

issue is the reliance on color to distinguish different sectors, subcategories, and other

similar structures. Without using a similar color scheme within a sector, identifying

the subcategories in the sector can be difficult and may potentially add increased

search time. However, maintaining a consistent color scheme can become significantly

problematic if a sector is made up of many subcategories, as only a finite number

of distinguishable similar colors are available. The other important issue with this

approach is the potential for difficulty understanding the visualization. Although this

visualization generally is not difficult to understand once an explanation of the flow

has been given, on initial inspection the visualization may be unclear and may make

this unrealistic for use in static presentations. The key limitation is that this type

of visualization is not highly suitable for comparison across similar visualizations

with different values. This is because using a constant scaling value for all of the

visualizations may result in either significantly large boxes that make up most of the

visualization, or very small boxes that are indiscernible. In terms of larger scales, this

is likely not an issue as the small boxes do not represent a significant fraction of a

resource, but in terms of smaller scales these could be important resources.

4.2.3 Road Network Motivated Visualization

The final proposed visualization approach was a Road Network Motivated Visu-

alization. The key reasons for proposing this visualization approach were that flow

could be represented through the nexus, the negative impact of edge crossings could

be reduced, and the underlying structure is reminiscent of a road network grid. A

sample structure of this visualization approach can be seen in Figure 4.4. The use

of a road network grid approach allows for a visualization that, although not tradi-

tionally used, should be understandable for most individuals, at least in a general

37



sense. In this visualization approach, the thickness of the edges and the height of the

boxes represent the amount of resource being used. The structure representation in

Figure 4.4, like the Treemap Motivated Visualization structure representation, does

not display the resource values, but they would be displayed in an application using

this approach. By using this approach, although there is still crossover of edges, the

visual impact of edge crossings should be reduced as they are now perpendicular and

still allow a substantial portion of the vertical boxes to be seen.

Figure 4.4: Road network motivated visualization structure. The Supply column
presents all resources available in the example area, the Interactions column presents
the amount of resources that go into and come out of each end-use area (i.e. Mu-
nicipal and Industrial), and the Output/Waste column presents whether resources
are reusable or wasted/consumed. Edges are used to represent amount of resource
flowing into or coming from a node.

Again, this visualization approach comes with limitations and issues. This visu-

alization approach, like the Treemap Motivated Visualization, suffers from the issues

of reliance on color to distinguish sectors, subcategories, and other similar structures,

finite distinguishable similar colors, and issue of scale. The key issue in this visualiza-

tion however is the use of perpendicular edges. As the horizontal edges in the center

of the visualization make up a portion of either the vertical edges on the left or right
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of the visualization, attempting to determine how large of a portion could be difficult

visually since they are not in the same direction. Because of this, it could potentially

be difficult to visually determine whether a source is being entirely used. In terms of

limitations, this again suffers from potentially being unclear when first presented and

is not suitable for comparison across similar visualizations with different values.

4.3 Iterative NEST Designs

After much consideration, the Treemap Motivated design from Section 4.2.2 was

selected as the basis for the remainder of the visualization design process. Although

this initial design suffered from a number of issues, many of which were mitigated

during the iterative visualization designing, it appeared to best fit the design require-

ments from Section 4.1, and also appealed the most to a small sample of domain

experts when compared to a number of other potential designs. This approach also

contained characteristics that provided a simpler and more intuitive way for domain

experts, as well as non-experts, to explore the data using the interactive visualization

than the other proposed designs. The iterative visualization design stage was defined

by 4 major design iterations which are described in detail in the following sections.

4.3.1 NEST Iteration 1

The first major design iteration introduced inter-sector interactions between the

different sectors of the FEW nexus. This was done by adding Sectors and Intermediate

Resources columns to the original diagram. A sample structure of this iteration of

the visualization approach can be seen in Figure 4.5.
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Figure 4.5: NEST iteration 1 structure, representing a sample FEW system. The
Resources column presents available resources in this sample system. The Sectors
column presents the resources actually being used in the system, and includes use of
resources in other sectors (i.e. W2 being used in the Energy sector). The Intermediate
Resources column is used to recombine resources into a common area of the diagram.
The Interactions column presents the amount of resources that go into and come out
of each end-use area (i.e. Municipal and Industrial). The Output/Waste column
presents whether resources are reusable or wasted/consumed. Edges around the out-
side of the diagram are used to route wasted resources from intermediate columns
of the diagram to the Output/Waste column without interfering with the rest of the
diagram.

This, however, came with a large number of complex interactions, as well as a large

number of difficult to manage edge crossings. This also lead to the identification of

several new issues which were:

• Does it make sense to abstract what resources are specifically used for in other

resource sectors of the static diagram?

• How do we represent amount of Supply From that occurs in the Supply To?

• Are conversions from one resource to another resource always equal to each

other (i.e. Does the amount of energy required to generate electricity equal the

amount of energy produced by electricity generation)?
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• How do we add water treatment and electricity generation in a strategic way?

• How do we better layout Output/Waste so that edges aren’t extending the

majority of the diagram?

• Can we reorganize some of the nodes within supernodes to reduce the edge

crossings, while still maintaining the integrity of the diagram?

4.3.2 NEST Iteration 2

The second major design iteration introduced bundled edges, primary to secondary

resource conversion and wastewater treatment, and a number of design elements uti-

lized in the Road Network Motivated design from Section 4.2.3. The major change to

this diagram was the decision to split the Output/Waste column into two pieces, one

above and one below the rest of the diagram respectively. This was done to minimize

the number of edges that extended the majority of the diagram, horizontally and

vertically, and reduce clutter around the Wastewater Treatment supernode. Doing

this also provided room for the Electricity Generation supernode and the Wastewater

Treatment supernode without significantly widening the overall diagram. The addi-

tion of bundled edges allowed the number of edge crossings to be significantly reduced

without much abstraction. A bundled edge was used when three or more edges from

a source node sector within a supernode connect to a single target supernode. A

sample structure of this iteration of the visualization approach can be seen in Figure

4.6.
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Figure 4.6: NEST iteration 2 structure, representing a sample FEW system. Sim-
ilar columns are used as in Nest iteration 1. Electricity Generation and Wastewater
Treatment are added to represent conversions from primary resources to secondary
resources and wastewater to usable water respectively. Edge bundling is also intro-
duces when 3 or more edges go from one set of similar resource sector nodes to the
same location. The Output/Waste column is separated to allow resources to flow
around the Wastewater Treatment.

Although this design did provide solutions for some of the questions in Section

4.3.1, and some questions were accepted as issues in Sankey diagrams as well, three

key questions still remained:

• Does it make sense to abstract what resources are specifically used for in other

resource sectors of the static diagram?

• How do we add water treatment and electricity generation in a strategic way?

• Can we reorganize some of the nodes within supernodes to reduce the edge

crossings, while still maintaining the integrity of the diagram?

4.3.3 NEST Iteration 3

The third major design iteration mainly focused on optimizing the layout of the

supernodes from the previous iteration. The major change in this iteration was the
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decision to move the Electricity Generation and Wastewater Treatment supernodes

to the upper part of the diagram. This allowed supernodes that represent conver-

sions from one resource into another resource to be contained in a row at the top

of the diagram, rather than in the middle. This also allowed the Output and Waste

supernodes to be moved back towards the middle, which reduced the distance that

edges were traveling from the end use column. Another major design change was

to separate the set of resources in the first column based on their sector. This was

done to help identify the colors for each of the resource sectors and to allow more

spaces for the edges coming from these supernodes. The final major change was that

the intermediate nodes column was removed. This was done because the removal of

the column did not appear to decrease readability of the diagram but did reduce the

overall width. A sample structure of this iteration of the visualization approach can

be seen in Figure 4.7.

Figure 4.7: NEST iteration 3 structure, representing a sample FEW system. Simi-
lar elements are used as in Nest iteration 2. Electricity Generation and Wastewater
Treatment have been moved to a common row to present that they are conversions
of resources. The Output/Waste column are moved back toward the center of the
design, vertically, as that space is no longer occupied by Wastewater Treatment. The
Intermediate resources column has been removed to eliminate unnecessary abstrac-
tion.

This design iteration did, however, leave two of the questions from Section 4.3.1

unanswered. This was done as these questions were highly dependent on end user
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preference and not optimization of the overall placement of a supernode. Thus, these

questions were left for feedback from domain experts, as well as other potential end

users, as changes to these characteristics could make the visualization potentially

difficult to understand. The two questions that remained after this design iteration

were:

• Does it make sense to abstract what resources are specifically used for in other

resource sectors of the static diagram?

• Can we reorganize some of the nodes within supernodes to reduce the edge

crossings, while still maintaining the integrity of the diagram?

4.3.4 NEST Iteration 4

The final major design iteration focused on how to handle small nodes. This

became a significant issue because a large number of the nodes could become quite

small and may not actually be able to be drawn. This issue is often mitigated in

Sankey diagrams by setting a minimum size, but in the proposed visualization this

could not have been done without losing some of the diagrams readability. The

solution that was chosen was to first shrink the width of the current nodes and

remove their labels. Doing this gave a quantitative estimation representation of the

data, which appeared to be the strong point of traditional Sankey diagrams. Then

columns were added to the left and right of each supernode, excluding the source

and destination supernodes which only contained a right column and left column

respectively, where the left columns included all of the inflows and the right columns

included all of the outflows. This was done to present the numeric value and label

of each left column and right column node from the qualitative representation at

either a uniform or scaled size. Uniform sizes were used to only help present the
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connection between two nodes, while also minimizing the impact of the new nodes

on the quantitative estimation understanding of the entire diagram. The scaled sizes

were used to help present the connection between two nodes while also maintaining

the size distribution within a column, by scaling the size of the nodes based on the

smallest node size. The negative of the scaled approach is the potential impact on

the quantitative estimation in the entire diagram, as a set of scaled connection nodes

cannot be compared to the scaled connection nodes from any other supernode or to

the other set of connection nodes within the same supernode. A sample structure of

this iteration of the visualization approach can be seen in Figure 4.8.

Figure 4.8: NEST iteration 4 structure, representing a sample FEW system. Similar
elements and positions are used as in Nest iteration 3. Internal nodes have been added
to represent the use of a resource based on the size of the node and previous nodes are
now used as connection points for edges and to show the name and value associated
with the new nodes.

4.4 Data Structure

After the iterative designing was complete, a data structure was needed to store

this new design. The structure decided on was similar to the data structure for

a Sankey diagram where only nodes and edges are defined, just with a number of

added attributes in the nodes. In the input data, edges were characterized only by the

source, target, and value, which is the structure generally used for Sankey diagrams.

The value contained in the edge was used to determine the size of the nodes, as the
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edges were a uniform size. In the input data, the nodes were characterized by name,

ID, cluster, type, sector, units, and depth. The other key difference between this

structure and a general Sankey diagram data structure is that edges can go from a

strictly output node or into a strictly input node at any point in the diagram, not

only the endpoints. This is done, because in some supernodes, a resource can be

changed into some other resource. Due to this, some nodes appear as near duplicates

where one node represents input of a resource to a supernode and a node with similar

values represents the output of the resource from the supernode. A sample JSON file

of this structure can be seen in Figure 4.9.

Figure 4.9: Sample JSON data file showing the structure of the data used to generate
a NEST diagram.

The name attribute was used to specify the label for the node, as well as to

identify the same resource appearing multiple times for coloring purposes. The id

was a unique value for each node and was used to identify a specific node. The

cluster attribute was used to identify what cluster, or supernode, a node was part of

to allow the nodes of a similar cluster to be positioned together. The type attribute

was used to identify whether a node was input, output, or input/output. This was

used to determine how the node would be drawn and how edges could be attached to

it. The sector attribute was used to specify the different categories of resource sectors

that were available. In terms of Figure 4.8, there were 3 sectors: Food, Energy, and
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Water. This was done to scale the size of the nodes based on the sector that they

belonged to and for coloring purposes. The next attribute, units, was used to specify

the unit of measurement that the node was in. Finally, the depth attribute was used

to specify the column that a node would be placed in. This was done because although

the diagram could be automatically generated without it, the semantic meaning of a

node may not match where it was placed. This can be seen in the simple example

represented in Figure 4.10. On side a, the nodes are placed in the column as far to the

left as they can be. On side b, the nodes are placed in the column as far to the right

as they can be. Although this appears to be a trivial problem, the issue is whether

node B is most semantically similar to node A or node C. If column one represents

resource nodes, column two represents end-use nodes, and column 3 represents final

destination nodes, the placement of node B could be significantly important. This

implied meaning is not able to be represented by just following a set of rules, it is an

attribute that has to be specified in the data itself.

Figure 4.10: Sample column selection problem highlighting the issue of selecting
where node B should be placed in relation to the other nodes.
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4.5 NEST Designs

The final visualization design, henceforth referred to as the Network Embodied

Sectoral Trajectory (NEST) diagram, is a set of visualization design alternatives that

incorporate characteristics from Sankey diagrams, treemaps, and graphs, to improve

readability and minimize the negative impact of edge crossings on the understandabil-

ity of the diagram. At this stage, it was decided that edge bundling would not occur in

the static diagrams because it may be considered confusing, but would instead be used

for the interactive diagrams. The NEST design alternatives were implemented using

JavaScript, as well as the D3 library developed by Bostock et al. (2011). JavaScript

was chosen as it would allow the visualizations to be usable in web applications,

thus increasing the potential for collaboration among a larger number of individuals

than with a desktop application. A sample of the NEST diagram representing an

energy-water system can be seen in Figure 4.11.

Figure 4.11: Sample NEST diagram design representing a state-level energy-water
system. This sample consists of 7 columns containing 15 supernodes that are con-
nected by edges.
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4.5.1 Design Elements

For the proposed designs, the 5 major design elements previously identified were

expanded upon: nodes, sectors, supernodes, edges, and columns, each of which will be

further discussed in the following sections. Although different definitions were needed

for the specification of some of these elements, many of them share similar meanings

or characteristics to their corresponding design element in Sankey diagrams.

Nodes

A node in the proposed designs refers to an element that presents the amount of a

resource either numerically or as a quantitative estimation based on height. This is

generally similar to nodes in Sankey diagrams. However, in these designs 5 different

categories of nodes are used, which present the majority of the data in the proposed

diagrams. These categories, seen in the supernode highlighted in Figure 4.11, from

left to right are input connection, input, total, output, and output connection. Input

connection and output connection are the nodes that edges are connected to and

provide a numeric value for the node as well as the name of the node that a node

is connected to. Input, output, and total nodes are used to present a quantitative

estimation of the nodes and can be compared to other similar nodes in the diagram

by examining their height, which presents the amount of usage. These nodes draw

inspiration from treemaps, in that, the total amount of resources used in a supernode

is subdivided into the resources that contribute to or are produced in that supernode.

This approach is also similar to how edges function in traditional Sankey diagrams,

without requiring large edges to span large areas of the diagram. Looking at the

top supernode in the middle column of Figure 4.12-1, the leftmost two nodes are

input connections nodes showing that 40 units of an energy resource and 75 units of
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a water resource are coming into this supernode. The two nodes to the right of these

are input nodes and represent these values by the height of the nodes, the energy

node is 2/3 the height of the node with 60 units contributing to it. The nodes to the

right of these nodes are total nodes and provide the sum of the resource sectors. As

there is only one energy node and one water node, the height of these nodes is the

same as the input nodes. The nodes to the right of these are output nodes, which

function similarly to input nodes. These present how much of each of the total nodes

is going to where next by the height of the node. Finally, the last nodes are output

connection nodes and provide a numeric representation of the output nodes, showing

that 40 units of an energy resource is going to the energy resource in the final column

and 75 units of a water resource are going to the water resource in the final column.

Sectors

A sector in the proposed designs refers to a set of elements that contain a shared

unit of measure, or other defining characteristic. Elements of different sectors do not

explicitly interact with each other. This is similar to sectors in Sankey diagrams.

Supernodes

A supernode in the proposed designs refers to a collection of nodes from a single, or

multiple, sectors that share a semantic meaning and are placed in close proximity.

This is similar to a supernode in the Sankey diagram, with a more diverse set of nodes

being contained within the supernode.

Edges

An edge in the proposed designs, like in Sankey diagrams, refers to a connection

between 2 nodes. The major difference being that in Sankey diagrams, the thickness
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of the edge also represents the value of a resource that is flowing through it, whereas

in the proposed designs uniform edge sizes are maintained, much like a graph. The

exception to this being bundled edges, which appear only in the interactive design,

that are thicker than standard edges as they represent a connection between multiple

nodes from the same sector in a supernode and multiple nodes from the same sector

in another supernode.

Columns

A column in the proposed designs refers to a set of supernodes that share a horizontal

position and exhibit a similar semantic meaning. This is similar to columns in Sankey

diagrams.

4.5.2 NEST Designs

Three different Nest diagram design alternatives were developed in total. While

overall very similar, small characteristic changes were introduced in an attempt to

mitigate different issues that may be experienced from the different design choices.

A sample representation of a hybrid energy-water system using the three different

design alternatives is shown in Figure 4.12.

Figure 4.12: Samples of the three NEST diagram design alternatives
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The first design proposed was a design using uniform sized connection nodes with

curved edges. Uniform sizes were used to only help present the connection between

two nodes, while also minimizing the impact of the new nodes on the quantitative

estimation understanding of the entire diagram. The negative of the uniform approach

being that all connection nodes are represented as the same size and could cause

confusion since the input, output, and total nodes are given sizes based on their

value. A sample of this design can be seen in Figure 4.12-1.

The second design proposed was a design using scaled connection nodes with

curved edges. The scaled sizes were used to help present the connection between

two nodes while also maintaining the size distribution of input connection or output

connection nodes within a supernode, by scaling the size of the nodes based on the

smallest node size. The negative of the scaled approach being the potential impact on

the quantitative estimation in the entire diagram as a set of scaled connection nodes

cannot be compared to the scaled connection nodes from any other supernode or to

the other set of connection nodes within the same supernode. This approach could

also potentially yield a much taller diagram, as any supernode that contains a node

that is not at least the minimum size, is increased by the minimum size multiplied by

the number of either input or output connection nodes in the set containing the node

that is not the minimum size. A sample of this design can be seen in Figure 4.12-2.

The final design proposed was a design using uniform sized connection nodes with

circuit diagram inspired edges. The circuit diagram approach was used to provide

straighter edges that would use less of the space in the diagram and eliminate having

to try to follow curved edges. The negative of the circuit diagram approach is that the

edges are significantly close together and tracing these edges may be overwhelming

without previous experience in circuit diagrams. A sample of this design can be seen

in Figure 4.12-3.
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The general design for these largely benefited from the idea of artificial nodes

proposed by Alemasoom et al. (2016). In their work, artificial nodes were used to

avoid edge and node intersections within a Sankey diagram. This idea was used

in the NEST diagrams to route edges from intermediate columns of the diagram

to the Output/Waste column of the diagram without conflicting with the proceeding

columns. A sample of this can be seen in Figure 4.13, where the black boxes represent

the generated artificial nodes.

Figure 4.13: NEST diagram with artificial nodes shown as black boxes.

4.6 Interactive NEST Visualizations

The structure of the interactive visualizations are similar to that of the static

NEST visualizations, with increased exploration capability. One key interaction fo-

cus was value retrieval. In the static NEST visualizations, as well as static Sankey

diagrams, value retrieval can be a potentially difficult task when the user is only

provided the different height of nodes or edges to determine the value of a node or

edge. This means that the initial resource nodes, or larger nodes that can fit text,

often have to be used to determine how much of a resource is used at another point
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in the diagram. Even with the different heights, the value determined by the user

will likely not be exactly the value contained in the edge or node. With the addition

of interaction, values can be represented for all nodes and edges by hovering over the

node or edge, which allows the exact value, even for small nodes, to be viewed quickly

and easily.

Another key interaction focus was highlighting. This was done to increase the abil-

ity to distinguish different sectors as well as resource flows. By hovering over a node

or edge, the nodes or edges that were not related to it became mostly transparent,

allowing for the resource path to easily be identified. This was most beneficial when

locating where small amounts of a resource were going without having to examine a

large portion of the diagram carefully. A sample of this can be seen in Figure 4.14.

Figure 4.14: Highlighting W3 Node. Solid edges represent known resource flow, and
dashed edges represent potential flow as a definite source to final destination flow is
often not possible

The final interaction focus was edge bundling. The addition of bundled edges

allowed the number of edge crossings to be significantly reduced without much ab-

straction. In this case, edge bundling refers to the merging of edges from a single
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sector of a source supernode connecting to the same target supernode. Edge bundling

was allowed for two or more edges, as bundling with only two edges presented a near

graph representation of the supernodes in Figure 4.15.

Figure 4.15: Sample NEST diagram with edge bundling used when three or more
edges from the same sector are connecting two supernodes
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Chapter 5

EVALUATION

5.1 Expert Review

After finalizing the NEST diagram designs, the domain experts were presented

the diagram designs as a pilot study with a small subsample of the questions that

were to appear in the user study. This was done to get feedback on the diagram

designs and to ensure that the questions that were being posed in the user study

were representative of the high-level tasks identified in Section 4.1. The feedback for

the designs was positive and there was a large interest expressed in providing means

of further exploration within the designs, mainly through the use of interaction and

transitions. As the focus of this work was to validate the proposed diagram designs,

improved exploration capability will be considered in future work.

5.2 Data Selection

The next step was to decide on a data set to use for the user study. For this,

the data set from Greenberg et al. (2017) was used as all of the data used in their

diagrams was available, the data set was currently the most similar data set to a FEW

nexus data set used in a Sankey diagram, and the diagrams were manually created

diagrams which presented what could be considered a best case representation of the

data. Figure 5.1 shows a simplified example of two designs that represent data similar

to that used in the user study.
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Figure 5.1: Example of two different designs presented in the user study: a) Tradi-
tional hybrid Sankey diagram vs b) NEST diagram design representation of a sample
data set.

After deciding on this data set, a method was needed to select which of the states

in the data set would be used for the user study. To do this, each of the states

was first checked for node and edge consistency by subtracting the total amount of

outflows from each of the nodes to make sure that they became zero. After doing

this, there were twenty-six states left that appeared to have consistent data: Arizona,

Connecticut, Delaware, Georgia, Hawaii, Idaho, Kentucky, Maine, Maryland, Mas-

sachusetts, Minnesota, Missouri, Nevada, New Hampshire, New Jersey, New York,

North Carolina, Oregon, Rhode Island, South Carolina, South Dakota, Tennessee,

Vermont, Virginia, Washington, and Wisconsin.

In an attempt to select states from the remaining twenty-six states, pile sorting

was first performed with several data visualization experts. However, it was quickly

realized that this led to a large variation in what was considered the most important

characteristics in a Sankey diagram. Although this could be an interesting study for

future work, identifying a specific characteristic was not crucial to the task at hand.

To avoid this variation, the states were instead grouped into clusters using k-means

clustering. The input for the k-means clustering was the number of non-zero nodes

and edges for each state. K-means clustering was done using between two and ten
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clusters to see which number of clusters appeared to best represent the data. The

result of this can be seen in Figure 5.2.

Figure 5.2: K-means clustering using between two and ten clusters. Data points are
represented with a circle and cluster centers are represented with an x.

After performing k-means clustering, to narrow down the number of clusters that

were considered from the k-means output, density-based spatial clustering of appli-

cations with noise (DBSCAN) was performed on the data set. This was done to try

to minimize bias when choosing the number of clusters. Since the data set only con-

tained 26 states, the epsilon was set to 0.2 and the minimum number of points to be

considered a cluster was set to 2. The result of the DBSCAN can be seen in Figure

5.3.
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Figure 5.3: Clustering using DBSCAN with outliers represented in black.

After careful consideration, it was decided that seven clusters seemed to be the

most accurate representation of the data in the k-means output. This cluster repre-

sentation can be seen in Figure 5.4, compared to the five clusters that were identified

using DBSCAN.

Figure 5.4: Clustering using DBSCAN on the left, with outliers represented in black,
and k-means clustering using seven clusters on the right, with data points represented
with a circle and cluster centers represented with an x.

It was then decided that a state from each of the clusters would be used in the

user study, excluding the clusters that contained outliers found in the DBSCAN.

The single states in the dark blue and light orange clusters, Vermont and Virginia,

were discarded as they were considered outliers in the DBSCAN. This left what was

considered five real clusters to be used. For the remaining five clusters, the states

closest to the cluster centers were selected. Connecticut was selected from the dark
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orange cluster, Delaware was selected from the dark green cluster, Nevada was selected

from the light green cluster, Tennessee was selected from the light blue cluster, and

Wisconsin was selected from the white cluster.

5.3 Hypotheses

Examining the seven task taxonomy categories and twenty subcategories identified

in Section 4.1, initial hypotheses were formed. These hypotheses fell into one of three

categories: will perform better, will perform equivalent, or will perform worse than

a traditional Sankey diagram, and were identified for each of the subcategories. The

hypotheses for the subcategories, along with the reasoning, can be seen below.

5.3.1 Will Perform Better

T2.1 Amount of inflows/outflows of resources

– Increased ability to identify small inflows and outflows due to intermediate

labels

T2.2 Amount of resource contributed from a specific parent node or supernode

– Increased ability to identify small inflows and outflows due to intermediate

labels and uniform edges

T3.1 Identify parents of a single node or supernode

– Resources to the node/supernode are shown in the left column of a su-

pernode

– Uniform edges allow small amounts to be traced
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T3.2 Identify children of a single node or supernode

– Resources to the node/supernode are shown in the right column of a su-

pernode

– Uniform edges allow small amounts to be traced

T3.4 Identify conversions from one resource into another resource

– This is done in a separate row of the diagram

T4.1 Identify existence/absence of a path

– Edges are uniform so small inflows and outflows can be traced

T4.2 Find a path of specific resource from the source to a potential final destination

– Edges are uniform so small inflows and outflows can be traced

T4.3 Find all paths of specific resource from the final destination to the potential

sources

– Edges are uniform so small inflows and outflows can be traced

– Artificial nodes allow destination flows to be routed to edge of diagram

T5.1 Intra-column understanding

– Provides a qualitative and quantitative representation of the data

– All inflows/outflows can be represented

T5.2 Patterns

– Left and right columns of supernodes have numerical values, which can be

used to compare multiple years/timesteps
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T6.2 Identify maximum/minimum global resource type supply/usage

– Qualitative and quantitative representations of the data are provided so

multiple years/timesteps can be compared

T7.1 Inter-sector influence

– Sectors are defined explicitly

5.3.2 Will Perform Equivalent

T1.1 Identify existence/absence of a node

– Nodes are not significantly changed in the proposed diagrams

T1.2 Identify the name/type of a node

– Nodes labeling and coloring are not significantly changed in the proposed

diagrams

T1.3 Identify sectors used in a supernode

– The original representation of sectors in a supernode is, for the most part,

maintained in the proposed diagrams

T1.4 Count the number of supernodes with a given feature

– Dependent on the feature, as the proposed diagrams have strengths and

weaknesses for different features

T2.3 Amount of resource produced by a source node

– Source nodes are not significantly changed in the proposed diagrams and

occur in the same position as Sankey diagrams
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T3.3 Identify splits/merges of different resource types

– Edge coloring is maintained in the proposed diagrams

– The proposed diagrams may be easier to identify small amounts of a re-

source being merged into other resource types

T6.1 Identify maximum/minimum local resource type supply/usage

– Maximum may become slower but minimum should be easier

5.3.3 Will Perform Worse

T7.2 Inter-sector resource usage

– Usage is combined to a single value (Water used for biomass production)

– Easier when finding total usages in a sector

5.4 Participants

To recruit participants for this user study, Amazon Mechanical Turk (MTurk) was

utilized. Crowdsourcing was selected as the means of performing this user study as

Heer and Bostock (2010) have examined its ability to be used to assess visualization

designs, specifically using MTurk. Limitations presented in their work relevant to this

user study, as well as limitations identified during the process of this user study, will

be presented in Section 6.1. In total, 86 participants were recruited to participate

in the user study. Each participants was paid $8 for their participation in the user

study which lasted, in its entirety, approximately 50-60 minutes on average.

5.5 Procedure

For this experiment, there were a number of elements that went into the proce-

dure. Since Sankey diagrams may not widely be known and new designs were being
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introduced, an introduction page explaining the characteristics of both Sankey di-

agrams and NEST diagram designs was first presented to each of the participants.

Three introduction pages, one for each NEST diagram, were used to present the spe-

cific characteristics of each of the designs. Only the introduction page corresponding

to the participants specific NEST diagram design was shown to the participant. To

verify that the users had a sufficient understanding of the material presented in the in-

troduction, a screening quiz was given. In this quiz, six questions were presented, two

simple questions with feedback, and four more difficult questions without feedback.

The first two questions were to allow the user to verify that they understood how the

system worked, as well as provide the opportunity to answer simple questions related

to Sankey and NEST diagrams. The remaining four questions were to verify that the

participant had sufficient understanding of Sankey and NEST diagrams. Three of the

four questions presented had to be answered correctly to participate in the real user

study.

Next, the participant was presented with the real user study. At this stage, each

participant was presented Sankey diagrams, as well as only one of the proposed NEST

designs. The user study was conducted in this manner, as the Sankey diagram could

be considered as a baseline and the primary focus was how the proposed diagrams

compared to the Sankey diagrams, not to each other. Thirty unique questions were

presented in total, once for each of the two diagram designs, with the ordering selected

at random per question. The same question was presented once using one diagram

followed by the same question for the other diagram. The ordering of the diagrams was

randomly selected for each question. For each of the questions, states were pseudo-

randomly selected from the five given states defined in Section 5.2 for each question,

where the state selected for the Sankey diagram could not match the state selected

for the NEST diagram for the same unique question. As different states were not
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considered as having a significant impact on the ability to answer the questions, this

was only needed to minimize the impact of presenting the same question consecutively.

After answering the previous sixty questions, the participant was then presented

with five questions asking about their preferred design and their perception of each

of the diagrams in terms of accuracy and speed. These responses were not considered

as a significant element during the evaluation of the results, as they only provide

a persons preference, not an accurate means of quantifying their ability to use the

diagram to solve problems. Finally, the participant was presented with an optional

demographics survey to complete. Although the demographics information was not

considered in the results of this user study, it did provide an idea of domain areas

that may be interested in similar work.

5.6 Analysis Method

Results were analyzed for 86 participants: 30 for design 1, 23 for design 2, and

33 for design 3. The results were analyzed in terms of response time and accuracy.

Since this user study was performed using MTurk, paired questions that had either the

Sankey or NEST diagram’s response time performance three standard deviations from

the performance of the rest of the participants in that design study were discarded in

terms of response time.

After removing outliers, response time and accuracy for each of the questions were

examined using mean confidence intervals of 95%, and effect size using Cohen’s d,

which was introduced by Cohen (1988). In calculating the effect size using Cohens

d, the difference between the means of the two samples is divided by the standard

deviation of the data. When presenting the effect size, we considered the new effect

size rules proposed by Sawilowsky (2009), which included the categories very small,

very large, and huge, which were not categories in Cohens work. Although the new
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effect sizes were used for creating figures, to help separate values visually, the original

effect sizes proposed by Cohen, with the large category being the greatest effect

size, were considered during analysis. Cohen cautions using a strictly binning based

approach and suggests that the significance of the effect size categories depends on the

data. This lends well to the inclusion of confidence intervals when considering results.

Using the categories originally proposed by Cohen seemed to best agree with what

could be considered significant in the confidence intervals as well. The results that

were considered to have a significant difference in performance were the questions

with an effect size of large or above, which is a value of 0.50 or above, and those

without a significant difference were the questions that had an effect size of medium

or below, which is a value of below 0.50.

Further analysis was performed using a generalized linear mixed modeling (GLMM)

Framework in SAS R© 9.4’s GLIMMIX procedure (Vonesh, 2012). This was used to de-

termine the odds ratio between the Sankey diagram and each of the proposed NEST

designs in both accuracy and response time. According to Bland and Altman (2000)

an odds ratio is a way of representing probability, which is a form of representation

most commonly used in betting. They further identify the following three reasons for

their common use: 1) they can be used as an estimate for the relationship between

binary variables 2) they allow for the examination of the effect of other variables using

logistic regression 3) they have a convenient interpretation in case-control studies.

In this work, odds ratios were examined using a confidence interval of 95%. As the

confidence interval for some of these ratios became quite large, and thus were hard

to depict, the log-odds ratio is instead presented in the results. Using the log-odds

ratio also created a symmetric depiction of the data across the x-axis rather than at

y = 1 and allowed for the results that did not have an estimable odds ratio, or were

not significantly different, to be presented as y = 0.
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5.7 Results

Regarding task categories when examining the results for mean confidence inter-

vals and effect size, the NEST design outperforms the Sankey diagrams in both accu-

racy and response time for value retrieval and link analysis questions. In extremum

identification and inter-sector analysis, the NEST designs exhibit higher accuracy

scores but slightly longer response time. In object identification and pattern recogni-

tion and column understanding, the differences are not significant in accuracy, while

object identification questions exhibit shorter response time in the NEST designs and

exhibit longer response time in pattern recognition and column understanding. The

primary takeaway from these results is the significant improvement in accuracy using

the NEST designs in value retrieval, link analysis, extremum identification, and inter-

sector analysis questions, and improvement in response time in object identification

questions.

The main weakness that is experienced in the NEST designs appears in questions

20, 21, and 22, which are path analysis questions. The main reason for the lower

accuracy performance here is believed to be due to Sankey diagrams presenting a

continuous flow from the beginning to the end, and thus less abstracted. However,

in the NEST designs the links are only between neighboring supernodes, i.e. there

are no internal links representing connections between nodes in a supernode, which

could cause difficulty comprehending continuous flows. These results can be seen in

Figures 5.5, 5.6, and 5.7.
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Figure 5.5: Effect size computed using Cohens d for the different NEST designs
versus the Sankey diagram. Positive results indicate better performance in the NEST
design and negative results indicate better performance in the Sankey diagram. The
sign of the results for response time was flipped to allow for easier recognition of
patterns between the accuracy and response time. OI, VR, LA, PA, PRCU, EI, and
IA identify which questions were from which task category.

Another phenomenon identified from the results is that in the first question for

each task category NEST designs showed lower performance in both accuracy and

response time, including questions 1, 6, 10, and 23. This issue may indicate that the

NEST designs suffer from a steeper learning curve, as this tends to disappear after

the first few questions of the category. This is further supported by the lack of a low

initial accuracy result for extremum identification tasks, which are similar to value

retrieval tasks.
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Figure 5.6: 95% Confidence intervals of mean accuracy values for each NEST design
versus Sankey diagram. Red bars represent accuracy using NEST designs and blue
ones represent corresponding Sankey diagrams. OI, VR, LA, PA, PRCU, EI, and IA
identify which questions were from which task category.
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Figure 5.7: 95% Confidence intervals of mean response time for each NEST design
versus Sankey diagram. Red bars represent response time using NEST designs and
blue ones represent corresponding Sankey diagrams. OI, VR, LA, PA, PRCU, EI,
and IA identify which questions were from which task category.

Similar trends can be seen in the analysis of the GLMM results in Figures 5.8

and 5.9. The primary difference is the reduction of the accuracy difference for the

first question of each task category, which still occurs but is much less prevalent. The

other primary difference is the better accuracy results for the NEST design in path

analysis questions. Although the Sankey diagram does still perform better in this

task category, the difference is much less noticeable, especially for NEST design 1.

These differences are likely due to the answers being treated as binary, correct or

incorrect, rather than discrete, like in the previous results.
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Statistically, because of the structure of the study, a definitive conclusion cannot

be drawn about the superiority of any one of the NEST designs to the other NEST

design alternatives, as no participant was presented more than one of the NEST

designs. Thus, the focus for the comparison of the NEST designs can solely be based

on the odds ratios obtained, which could also be affected by other characteristics of

the study.

Figure 5.8: 95% confidence interval of the absolute value of log-odds ratio for ac-
curacy. Red indicates better performance of Sankey diagram, green indicates better
performance of NEST design, and black indicates no significant difference. OI, VR,
LA, PA, PRCU, EI, and IA identify which questions were from which task category.

From these results, the odds ratio for accuracy in design 2 is higher than for design

1 and design 3, suggesting that participants tend to answer correctly for design 2

more often than for design 1 and design 3 when compared to the Sankey. Due to
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the limitations of the study, it is not possible however to state whether the difference

between these odds ratios is significant. In terms of response time, the odds ratio for

response time in design 3 is higher than for design 1 and design 2, suggesting that

participants tend to answer more quickly for design 3 more often than for design 1 and

design 2 when compared to the Sankey. Again, it cannot however be said that this

is a significant difference. As ideally, accurate comprehension of the diagram should

be more important than having a lower response time, from the odds ratio results,

design 2 is recommended for visualizing heterogeneous data with directed flows.

Figure 5.9: 95% confidence interval of the absolute value of log-odds ratio for re-
sponse time. Red indicates better performance of Sankey diagram, green indicates
better performance of NEST design, and black indicates no significant difference.
OI, VR, LA, PA, PRCU, EI, and IA identify which questions were from which task
category.
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5.8 User Feedback
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Figure 5.10: User preference results for the NEST and Sankey diagrams in terms of
accuracy of presented data, ease of use, and preferred diagram.

Along with the user study, a user preference survey was also conducted. The

results of this survey can be seen in Figure 5.10. The majority of the feedback received

from the participants of the user study were in favor of the NEST designs over the

Sankey diagram, mainly citing the ease of value retrieval tasks as their reasoning.
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The negative feedback for the NEST designs were mainly focused toward difficulty in

performing path-tracing tasks. This could potentially be from not providing enough

information in the training to be able to fully understand path analysis tasks in

the NEST designs, or potentially from the more abstracted flow of the resources in

the NEST designs. Further research will be needed to evaluate which of these is

occurring and how to minimize the issue in future work. The results from this survey

did however provide areas of the design that needed improvement and identified areas

that may need more focus in further interactive designs.

In the user preference survey, an optional section for additional comments was

also provided to the participants. A reasonable number of participants, 34 of the

86, provided additional comments. The majority of these comments not only showed

preference for the NEST designs but also many expressed interest in the user study

itself. This highlights that crowdsourcing platforms can be an effective means of

spreading awareness of and getting feedback on new visualization designs, due to its

broad range of users. A sample of some of the comments received can be seen in the

following:

• Diagram Feedback

– “I liked the way that the NEST diagrams provided specific numbers for all

components.”

– “The diagrams should use bolder paths to allow for easier use of tracking,

but I did enjoy looking through the NEST diagrams.”

– “I found NEST easier to understand when there were quantities assigned

to inputs and outputs. The Sankey was more clear when just trying to

understand the flow of the inputs and outputs.”
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– “I strongly preferred NEST diagrams. It was very easy to see how re-

sources were routed and consumed with a high level of detail. There were

questions involving Sankey diagrams that left me confused or unsure be-

cause I could not see accurate numbers. They were easy to understand

processes, though.”

– “I preferred the additional data the NEST diagrams provided over the

“simplicity” of the Sankey diagrams.”

– “NEST was much easier to see discrete patterns. Sankey was easier to

follow the flows from left to right, but became confused once there were

small lines to follow.”

– “I did struggle more with the Sankey diagrams I felt on some questions,

where it was hard to see such a fine line connecting items, but I also

struggled to accurately read the NEST diagrams on other questions

– “I personally found the NEST diagrams to look like a bowl of spaghetti,

but recognize they have more info. I would have preferred if there were

numbers in the Sankey diagram to denote how much of one resource moved

along, then it would have been perfect (although I guess they serve different

purposes).”

– “The Sankey diagrams were confusing because some of the lines were hard

to follow and some were really small so it was hard to see. The NEST

diagrams were much easier because they had the numbers grouped into

the boxes which took the guess work out as opposed to the Sankey. The

lines did become a blur though when trying to follow them to an end

point.”

– “Different questions could be answered more easily by different diagrams.”
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– “I felt the Nest diagram helped provide more information than the other

diagram.”

• User Study Feedback

– “I have never seen or heard of these diagrams before but it was fun to learn

something new. Thanks for putting this together and making it available.”

– “This was interesting. Appreciate you allowing me to take part!”

– “I enjoyed this survey and reading both sets of diagrams.”

– “Thank you! Interesting study.”

– “This task is very interesting.”
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Chapter 6

LIMITATIONS

6.1 User Study Limitations

As with nearly any user study, this user study came with a number of limitations.

Limitations identified by Heer and Bostock (2010) when using MTurk that related

to this user study were: insensitivity to factors like color blindness or limited visual

acuity, need for qualification tasks, as well as clearly worded tasks with verifiable

answers, and inability to collect fine-grained timing data. All of these factors could

potentially have been experienced in this user study and several of the factors were

very likely experienced.

In this experiment, participation in the user study was limited to individuals in

the U.S. with a Human Intelligence Task (HIT) approval rate of 95% or above. This

meant that of the tasks a participant had completed on MTurk, at least 95% of the

tasks had to be accepted as valid participation, as defined by the task administer.

Participants were also required to pass a preliminary screening with a score of 75%

or above. This was to attempt to minimize the number of individuals that were

“gaming” the system. Even with these restrictions, a number of results had to be

discarded due to answering questions in an unreasonably small amount of time or

providing duplicate answers that did not match the presented material. Having to

enforce these restrictions filtered out a number of individuals that may potentially

have had valid responses but were too similar to what was to be expected from a user

“gaming” the system.
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As a preliminary test was administered before an individual was able to participate

in the user study, this enforced a constraint on the ability and knowledge-base of the

participants. All users in this user study could be considered to be semi-experts in

this area, or at least individuals with sufficient knowledge to understand the general

concepts of Sankey diagrams and NEST diagrams. Limiting participation in such a

way is a common issue that is faced in user study design, but is necessary to receive

results that can capture the usability of the design rather than the ability of the

participant.

Since this user study was run through MTurk, there were also no constraints placed

on the computer hardware that was used during the study. This allowed for the pos-

sibility of issues of color blindness and limited visual acuity, which could potentially

have hindered an individual’s performance in this user study. Without constraining

computer hardware, this could have potentially made the diagrams harder to see

clearly. This however should have hindered performance using the NEST diagrams

more than the Sankey diagrams as the elements in the Sankey diagram were larger

than in the NEST diagrams and followed similar coloring schemes.

6.2 Sankey Diagram Limitations Identified from Previous Works

Sankey diagrams are generally used in the areas of energy and water systems and

would appear to be a viable solution for FEW visualization as well. Using Sankey

diagrams does, however, come with limitations, some of which exist in current Water-

Energy Sankey diagrams. Bhaduri et al. (2018) state that Sankey diagrams are a

labor-intensive visualization method and can often require large amounts of data,

which may not be available, or may only be partially available. This can result in

a lack of consistency within Sankey diagrams and can cause a misrepresentation of

information since these diagrams are, for the most part, relatively simplistic. They
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illustrate three potential use cases for their proposed energy-water nexus knowledge

discovery framework: energy-water-land interactions, state-level energy-water Sankey

diagrams, and water demand and supply in shale oil and gas production. From this

work, they further identify the data and analytic needs: access to observational and

derived data sets, application of data and analytics at appropriate scales, facilitation

of work outside the boundaries of individual models, and capabilities for the deter-

mination of future regional trajectories for climate, population, land use, economic

activity, and energy technologies.

A large issue with using Sankey diagrams for complex systems is that they are

often created manually. When produced manually these diagrams can better convey

the intended information without a significant number of overlapping components,

but the same cannot be said when automatically generating a Sankey diagram. Au-

tomatically generated Sankey diagrams have to be able to strategically layout com-

ponents in such a way that visibility of all important components is maximized and

interpretability by an end user is not compromised.

In a work by Alemasoom et al. (2016), they attempt to mitigate some of these

issues by adding artificial, intermediate nodes. This was done to produce straighter

edges, in an attempt to improve readability and reduce edge crossings. Automati-

cally generated Sankey diagrams, for the most part, also do not handle components

connected bidirectionally. In terms of the FEW nexus, this is a major limitation,

as many components from different sectors interact with each other. This can be

seen in terms of hydropower, where water is used for power generation and energy is

used in water conveyance. Although a seemingly simple issue, the omittance of this

information could present a very inaccurate view of the FEW nexus to an end user.

In a literature review by Soundararajan et al. (2014), just the energy sector was

considered. In this review, they look at the energy transformation stage, which is the
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stage where the primary energy resources are converted to either energy carriers or

secondary forms of energy. In some instances, the transformation and the supply stage

are instead represented as a single entity, which causes a blurring of the different stages

of an Energy Sankey diagram (Soundararajan et al., 2014). This can result in an

inaccurate understanding of how the flow between different components is occurring,

and confusion in what resource is actually flowing.

Also, within the literature review by Soundararajan et al. (2014), they examine

energy loss representation. They state that often energy losses that occur within the

transportation and distribution stages of the energy flow are not represented. This

could be an issue when looking at smaller scales, as improving the efficiency in these

flows may have a significant impact on energy sustainability. The authors also go

on to examine why energy loss is difficult to represent. The major issue being, what

is considered as useful and what is considered as lost? They state that, for some

applications, defining the useful energy and the lost energy is simple, but for other

applications the definition becomes blurred. Although not nearly as difficult to define

as it is within the energy sector, this issue does also occur within the water and food

sectors as well.

The useful versus lost resource issue also carriers over to inter-sector resource use

and can become quite difficult to define as well. Looking at a basic example, in terms

of water use for cooling in energy, is water useful or is it lost? The answer to this

becomes highly dependent on how the nexus is being considered. Looking only at the

water sector, water was lost and there was no direct benefit that occurred, so this

could be considered as loss within the water sector. Examining the water and energy

sectors together, the water was used for energy generation, which can allow for the

potential of increased conveyance and treatment of water, which could be considered

as useful within the water sector. Although a basic example, this highlights issues
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that can occur within nexus research and decision support. This can also make FEW

Sankey diagrams difficult, as these losses have to be conveyed to end users in such a

way that it makes sense to a large number of individuals with diverse backgrounds.

When attempting to visualize the FEW nexus, the absolute magnitude of the

production within the individual sectors can become an issue. When examining these

sectors at a global scale in terms of mass, water withdrawal is roughly three orders of

magnitude larger than consumption within the other sectors (Bijl et al., 2018). This

leads to the problem of presenting the connection between the individual sectors in

a way such that none of the sectors are lost due to the characteristics of the other

sectors. This problem is further compounded by the difference in units across the

individual sectors. As there are different units in each sector, often a scale factor

is used to present more similar values which can make the numerical understanding

from the visualization more difficult. This also makes comparisons across similar

visualizations more difficult, as this scale needs to be determined from the data that

is given and may not necessarily lend itself well to different simulated scenarios where

the water, energy, and food balance is no longer the same. Normalization can be used

to minimize this issue but also introduces issues of its own, most significantly that

values are then presented at a scale respective only to the diagram at hand.

6.3 Flow diagram Limitations Identified from Results

From the results of the user study, several limitations of flow diagrams, more

specifically Sankey diagrams and NEST designs, for use in the visualization of the

FEW nexus are identified. The most prominent of these issues is the performance

experienced using both the NEST design and the Sankey diagram to answer inter-

sector analysis questions. For these questions, using both the Sankey diagram and

all NEST design alternatives, the mean confidence interval results for accuracy are
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around or below 20%. This highlights the participants inability to understand the

complex interactions of the nexus represented in these designs. As the diagrams used

in the user study only contained water and energy, this accuracy would likely have

decreased fairly significantly with just the inclusion of the food sector, and would

only continue to decrease with the inclusion of more sectors.

Similarly, low performance can be seen in value retrieval, path analysis, and pat-

tern recognition and column understanding tasks, although not to the same degree

as inter-sector analysis. Accuracy in these task categories were around 70%, 60%,

and 60% respectively, which, although much higher than inter-sector analysis, is a

much lower than desired result. This could likely highlight that both diagrams are

still generally difficult to understand and would be more beneficial to experts than to

non-experts. Several domain experts however also experienced difficulty using these

diagrams to answer questions.

The final primary limitation is within Sankey diagram data sets. These data sets

abstract a large amount of the detail of resource flows that could be important for

detailed analysis. When looking at these data sets, after a resource passes through

a supernode, you are no longer able to identify where the specific resource is going

since it is now mixed with all other resources from the same sector. Whether this

abstraction is due to not physically being able to identify this information or to

attempting to simplify the information being presented to the end user, this could

significantly hinder exploration capability that would be necessary for presenting a

comprehensive view of the FEW nexus.
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Chapter 7

CONCLUSIONS & FUTURE WORK

Providing a means of visualizing multi-sectoral resource data is imperative for

successful collaboration when examining the FEW nexus. In this thesis, a design

study of the Sankey diagram, one of the most common visualization approaches for

critical infrastructure systems, was performed. This was accomplished by defining

a set of visualization design requirements relating to Sankey diagrams, especially in

terms of the FEW nexus, and developing a visualization approach, the NEST diagram,

for representing multi-sectoral resource flows. The presented design requirements

highlight the lack of research in evaluation methods in this area and provide a basis

for the evaluation of flow diagrams in the future, which will be imperative for further

nexus research. Although past research in design requirement specification has been

done by Amar et al. (2005), Lee et al. (2006), Ahn et al. (2014), and Laha et al.

(2015), these works focus on specification of generalized design requirements that do

not fully capture the complexity of heterogeneous data with directed flow. Without

preserving the spatial understanding of the underlying structure of the data being

presented, making sense of resource flows can be difficult for non-experts that are

often the end users of these kind of diagrams. This work expands on these works to

provide design requirements for heterogeneous data with directed flows, targeted at

the FEW nexus, but applicable to other resource flow data as well.

Further, a diagram design that has similar complexity to that of a Sankey dia-

gram is presented to handle the highly complex interactions that occur within the

FEW nexus. Improvements to design aesthetics have been proposed by Batini et al.

(1986), Cui et al. (2008), Selassie et al. (2011), and Alemasoom et al. (2016), but
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these works focus on improving the impact of edges on the understandability of the

diagram, rather that examining more elaborate design elements that can capture the

information that may otherwise be lost. Rather than focusing solely on how edges

cross, the NEST designs seek to offer alternative design improvements that maintain

the simplicity of the Sankey diagram, which is beneficial to non-expert understanding

of the data being presented, and also provide more detailed information that may be

necessary for expert analysis of the underlying data.

In the user study, the ability to effectively use these diagram designs, compared

to Sankey diagrams, has been demonstrated. This was accomplished by presenting

diagrams with real world data relating to the Energy-Water nexus and asking ques-

tions that may be faced when examining this data. From the results, it was apparent

that the NEST designs did not significantly decrease the accuracy or response rate of

the participants for any of the task taxonomy categories, but did offer a significant

increase in terms of accuracy and response rate for a number of the task taxonomy

categories. These improvements can mainly be seen in value retrieval and link analy-

sis questions, which can be regarded as key areas when examining heterogeneous data

with directed flow. The NEST designs were further validated, in terms of preference,

by comments received from both domain experts and the participants of the user

study, many of which expressed a large interest in the NEST designs themselves, as

well as interest in further exploration capability.

Future work for this thesis can be divided into two main areas: 1) overcoming

new design challenges and 2) NEST design exploration capability. In this work, two

primary challenges were identified when presenting the new NEST diagram designs:

a steep initial learning curve and difficulty performing path analysis tasks. These

challenges can be seen in the results for the first question of each task taxonomy

category and the path analysis results. In these questions, an inconsistent dip in
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accuracy and a spike in response time occur. This is believed to be due to the NEST

designs having a lot more data presented numerically and a more abstracted path of

resources, from the source to the final destination. Further work in this area could

not only help to improve the accuracy of results in design studies, but also help

to identify effective strategies to introduce visualization designs to individuals that

have not seen the design before. Future work in the exploration capability of the

NEST designs includes identifying important elements of the NEST diagram designs,

and flow diagrams in general, as well as integrating the NEST diagram into a visual

analytics system. Identifying elements that can be considered important for data

exploration in the NEST diagram would allow for more specific interaction capability

that can highlight information that corresponds to the information in question. This

research would also help to reduce adding exploration features that merely clutter

the rest of the surrounding information without presenting anything of value to the

end user. This exploration capability can then further be added to a visual analytics

system to present a more comprehensive view of the FEW nexus, as well as provide

a larger amount of detail to experts, that would otherwise not be possible using such

a simplistic design.
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APPENDIX A

USER STUDY QUESTIONS
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This section presents the questions and possible answers that were presented to
the participants of the user study, separated into their respective task taxonomy cat-
egories.

Object Identification 

1) Is there ocean discharge from the water sector? 

a. Yes 

b. No 

 

2) What resource sector does the Geothermal node belong to, the energy sector or the water 

sector? 

a. Energy 

b. Water 

 

3) What resource sector/sectors are used in the Transportation supernode? (Select all that 

apply) 

 Energy 

 Water 

 

4) What resource sector/sectors are used in the Electricity Generation supernode? (Select all 

that apply) 

 Energy 

 Water 

 

5) Which supernodes contain Fresh Surface water? (Select all that apply) 

 Electricity Generation 

 Public Water Supply 

 Transportation 

 Residential 

 Commercial 

 Industrial 

 Irrigation 

 Wastewater Treatment 

Value Retrieval  

6) What is the total inflow of water to the Irrigation supernode? (Enter -1 if do not have an 

estimate) 

 

 

 

7) What is the inflow of Fresh Ground water to the Residential supernode? (Enter -1 if do not 

have an estimate) 

 

 

 

8) What is the amount of energy contributed by the Petroleum node? (Enter -1 if do not have an 

estimate) 
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9) How much rejected energy comes from the Electricity Generation supernode? (Enter -1 if do 

not have an estimate) 

 

 

Link Analysis 

10) Which supernodes contribute to the Commercial supernode? (Select all that apply) 

 Electricity Generation 

 Public Water Supply 

 

11) Which supernodes use electricity? (Select all that apply) 

 Public Water Supply 

 Transportation 

 Residential 

 Commercial 

 Industrial 

 Irrigation 

 Wastewater Treatment 

 

12) After being processed (or consumed) in the Commercial supernode, what forms are the 

energy resources transformed into? (Select all that apply) 

 Energy Services 

 Rejected Energy 

 Surface Discharge 

 Ocean Discharge 

 Consumed/Evaporated 

 Injection 

 Wastewater Treatment 

 

13) Which resources are used to generate electricity? (Select all that apply) 

 Petroleum 

 Biomass 

 Natural Gas 

 Coal 

 Nuclear 

 Geothermal 

 Hydro 

 Wind/Solar 

 Fresh Surface 

 Saline Surface 

 Fresh Ground 

 Saline Ground 
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14) Which resources contribute to the Industrial supernode? (Select all that apply) 

 Petroleum 

 Biomass 

 Natural Gas 

 Coal 

 Nuclear 

 Geothermal 

 Hydro 

 Wind/Solar 

 Fresh Surface 

 Saline Surface 

 Fresh Ground 

 Saline Ground 

 Electricity 

 Public Water Supply 

 

15) Is more water contributed to the Industrial supernode from the Public Water Supply or the 

Fresh Surface node directly? 

a. Public Water Supply 

b. Fresh Surface node 

 

16) Which supernodes contribute to the Surface Discharge supernode? (Select all that apply) 

 Electricity Generation 

 Public Water Supply 

 Transportation 

 Residential 

 Commercial 

 Industrial 

 Irrigation 

 Wastewater Treatment 

 

17) Is more water consumed in the Residential supernode from the Fresh Ground node or from 

the Public Water Supply?  

a. Fresh Ground node 

b. Public Water Supply 

 

18) Does Wastewater Treatment contribute more energy to the Energy Services node or the 

Rejected Energy node? 

a. Energy Services node 

b. Rejected Energy node 
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19) What water sector Destination nodes are contributed to by water used in energy sector 

primary resource production? (Select all that apply) 

 Surface Discharge 

 Ocean Discharge 

 Consumed/Evaporated 

 Injection 

Path Analysis 

20) Is it possible that any of the water in the Surface Discharge node is from the Fresh Surface 

node? 

a. Yes 

b. No 

 

21) Identify a path, starting from the Biomass node, that ends at the Rejected Energy node. List 

the supernodes encountered along the path, in order, by dragging from the Supernodes list 

to the Path list (Elements are placed at the end of the list. Selections can be moved back to 

the Supernodes list by dragging from the Path list to the Supernodes list.) 

     Supernodes      Path 

 

 

 

 

 

 

22) Identify a path from the Surface Discharge node to a potential resource node that 

contributed to it. List the supernodes encountered along the path, in order, by dragging from 

the Supernodes list to the Path list (Elements are placed at the end of the list. Selections 

can be moved back to the Supernodes list by dragging from the Path list to the Supernodes 

list.) 

                Supernodes    Path 

 

 

 

 

 

 

 

 

 

Electricity Generation 

Public Water Supply 

Transportation 

Residential 

Commercial 

Industrial 

Irrigation 

Wastewater Treatment 

 

 

Electricity Generation 

Public Water Supply 

Transportation 

Residential 

Commercial 

Industrial 

Irrigation 

Wastewater Treatment 
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Pattern Recognition and Column Understanding 

23) Which energy resources are used in at most one end use supernode? (Select all that apply) 

 Petroleum 

 Biomass 

 Natural Gas 

 Coal 

 Nuclear 

 Geothermal 

 Hydro 

 Wind/Solar 

 

24) Sort the water resources by decreasing amount of usage.  Which resource is in the 2nd 

position? 

a. Fresh Surface 

b. Saline Surface 

c. Fresh Ground 

d. Saline Ground 

 

25) Sort the end-use supernodes by decreasing amount of Electricity usage.  Which supernode 

is in the 3rd position? 

a. Transportation 

b. Residential 

c. Commercial 

d. Industrial 

e. Irrigation 

Extremum Identification 

26) Which end-use supernode used the smallest, non-zero, amount of Fresh Ground water? 

a. Transportation 

b. Residential 

c. Commercial 

d. Industrial 

e. Irrigation 

 

27) Which end-use supernode used the largest amount of Natural Gas, considering both 

diagram 1 and diagram 2? 

a. Transportation 

b. Residential 

c. Commercial 

d. Industrial 

e. Irrigation 
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28) Which water sector Destination node contains the largest amount of total water, considering 

both diagram 1 and diagram 2? 

a. Surface Discharge 

b. Ocean Discharge 

c. Consumed/Evaporated 

d. Injection 

Inter-sector Analysis 

29) What is the total amount of water that is used for energy resource production? (Enter -1 if do 

not have an estimate) 

 

 

 

30) How much of the total amount of water used by the energy sector is consumed or 

evaporated? (Enter -1 if do not have an estimate) 
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This section presents the mean confidence interval results for accuracy and re-
sponse time for the 30 questions in each of the 3 design studies using the Sankey
diagram and the respective NEST design. Accuracy results are presented as a score
between 0 and 1, and response time results are presented in seconds.

 Design 1 Comparison Design 2 Comparison Design 3 Comparison 

Question 

Mean Accuracy 
Confidence 
Interval for 

NEST Design 1 

Mean Accuracy 
Confidence 
Interval for 

Sankey 
Diagram 

Mean Accuracy 
Confidence 
Interval for 

NEST Design 2 

Mean Accuracy 
Confidence 
Interval for 

Sankey 
Diagram 

Mean Accuracy 
Confidence 
Interval for 

NEST Design 3 

Mean Accuracy 
Confidence 
Interval for 

Sankey 
Diagram 

1 0.28- 0.66 0.69 - 0.97 0.60 - 0.97 1.0 - 1.0 0.43 - 0.78 0.76 - 1.0 

2 1.0 - 1.0 0.90 - 1.00 1.0 - 1.0 0.87 - 1.0 0.91 - 1.0 0.91 - 1.0 

3 1.0 - 1.0 1.0 - 1.0 1.0 - 1.0 1.0 - 1.0 1.0 - 1.0 1.0 - 1.0 

4 0.92- 1.0 0.87 – 1.0 0.93 - 1.0 0.93 - 1.0 0.93 - 1.0 0.80 - 0.96 

5 0.93 - 1.0 0.77 - 0.93 0.88 - 0.99 0.83 - 0.96 0.93 - 0.99 0.78 - 0.90 

6 0.59 - 0.91 0.61 - 0.93 0.64 - 0.97 0.72 - 1.0 0.54 - 0.86 0.55 - 0.87 

7 0.90 - 1.0 0 - 0.18 0.81 - 1.0 0.0 - 0.0 0.72 - 0.98 0 - 0.05 

8 0.53 - 0.87 0.31 - 0.69 0.72 - 1.0 0.20 - 0.63 0.5171 - 0.8466 0.40 - 0.75 

9 0.65 - 0.95 0.28 - 0.65 0.79 - 1.0 0.12 - 0.53 0.64 - 0.94 0.23 - 0.58 

10 0.82 - 0.98 0.89 - 1.0 0.77 - 0.97 0.89 - 1.0 0.80 - 0.96 0.90 - 1.0 

11 0.98 - 1.0 0.789 - 0.95 0.98 - 1.0 0.78 - 0.97 0.92 - 0.99 0.75 - 0.93 

12 0.87 - 1.0 0.90 - 1.0 0.89 - 1.0 1.0 - 1.0 0.88 – 1.0 0.87 - 1.0 

13 0.94 - 0.99 0.77 - 0.91 0.94 - 1.0 0.81 - 0.95 0.87 - 0.97 0.74 - 0.89 

14 0.97 - 1.0 0.64 - 0.78 0.97 - 1.0 0.75 - 0.90 0.97 - 1.0 0.68 - 0.83 

15 0.79 - 1.0 0.65 - 0.95 0.87 - 1.0 0.66 - 0.99 0.64 - 0.94 0.43 - 0.78 

16 0.90 - 1.0 0.67 - 0.82 0.93 - 1.0 0.77 - 0.89 0.84 - 0.97 0.67 - 0.82 

17 0.90 - 1.0 0.90 - 1.0 0.87 - 1.0 0.867 - 1.0 0.85 - 1.0 0.85 - 1.0 

18 0.90 - 1.0 0.31 - 0.69 0.87 - 1.0 0.22 - 0.65 0.85 - 1.0 0.70 - 0.75 

19 0.87 - 1.0 0.90 - 1.0 1.0 - 1.0 1.0 - 1.0 0.88 – 1.0 0.93 - 1.0 

20 0.65 - 0.95 0.79 - 1.0 0.44 - 0.86 0.66 - 0.99 0.57 - 0.89 0.81 - 1.0 

21 0.18 - 0.55 0.34 - 0.72 0.30 - 0.74 0.30 - 0.74 0.28 - 0.63 0.53 - 0.86 

22 0.39 - 0.75 0.43 - 0.77 0.31 - 0.73 0.43 - 0.83 0.36 - 0.70 0.40 - 0.73 

23 0.34 - 0.61 0.28 - 0.58 0.21 - 0.48 0.16 - 0.42 0.32 - 0.53 0.31 - 0.53 

24 0.84 - 1.00 0.79 - 1.0 0.87 - 1.0 0.66 - 0.99 0.64 - 0.94 0.76 - 1.0 

25 0.57 - 0.90 0.39 - 0.75 0.49 - 0.90 0.44 - 0.86 0.46 - 0.81 0.28 - 0.63 

26 0.79 - 1.0 0.31 - 0.69 0.60 - 0.97 0 - 0.28 0.64 - 0.94 0.11 - 0.43 

27 0.90 - 1.0 0.57 - 0.90 0.66 - 0.99 0.49 - 0.90 0.64 - 0.94 0.57 - 0.89 

28 0.53 - 0.87 0.84 - 1.0 0.55 - 0.93 0.55 - 0.93 0.46 - 0.81 0.531 - 0.86 

29 0.05 - 0.35 0 - 0.16 0.01 - 0.34 0.0 - 0.0 0.11 - 0.43 0 - 0.15 

30 0.03 - 0.31 0.0 - 0.0 0.01 - 0.34 0 - 0.13 0.06 - 0.36 0.0 - 0.0 

*Values are rounded to 2 decimal places 
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 Design 1 Comparison Design 2 Comparison Design 3 Comparison 

Question 

Mean Response 
Time Confidence 
Interval for NEST 

Design 1 

Mean Response 
Time Confidence 

Interval for 
Sankey Diagram 

Mean Response 
Time Confidence 
Interval for NEST 

Design 2 

Mean Response 
Time Confidence 

Interval for 
Sankey Diagram 

Mean Response 
Time Confidence 
Interval for NEST 

Design 3 

Mean Response 
Time Confidence 

Interval for 
Sankey Diagram 

1 28.9 - 54.7 20.9 - 41.3 31.7 - 104.9 19.9 - 35.9 31.4 - 56.7 17.5 - 37.3 

2 13.0 - 19.6 21.3 - 34.3 15.9 - 31.1 24.8 - 51.6 13.6 - 25.0 24.9 - 42.0 

3 11.8 - 15.9 17.5 - 30.2 15.4 - 29.4 26.5 - 54.2 11.7 - 24.9 18.4 - 29.0 

4 10.4 - 26.1 14.5 - 28.1 9.9 - 16.7 13.6 - 21.5 9.9 - 18.8 21.1 - 38.2 

5 36.0 - 55.2 58.9 - 95.1 43.5 - 73.3 54.7 - 89.0 34.7 - 56.7 42.7 - 69.6 

6 35.1 - 55.4 23.3 - 74.4 31.3 - 51.0 29.1 - 72.4 32.9 - 52.0 28.3 - 45.5 

7 15.0 - 30.3 30.8 - 64.1 20.3 - 39.0 29.4 - 46.8 19.8 - 42.1 34.1 - 56.4 

8 22.7 - 35.1 24.7 - 43.7 17.0 - 37.5 24.5 - 48.3 22.2 - 36.4 29.8 - 46.9 

9 16.5 - 22.8 34.5 - 59.3 15.5 - 28.1 32.9 - 57.0 18.2 - 27.9 31.8 - 48.5 

10 21.9 - 46.7 17.2 - 23.9 18.0 - 44.4 20.8 - 34.6 23.9 - 35.9 18.9 - 28.5 

11 27.1 - 50.9 32.7 - 47.4 26.3 - 41.1 34.8 - 53.0 21.8 - 30.7 28.7 - 46.1 

12 30.3 - 48.1 37.0 - 58.7 35.4 - 64.6 39.0 - 73.0 29.6 - 55.1 42.4 - 66.1 

13 26.1 - 37.1 46.0 - 64.0 31.0 - 43.0 51.5 - 78.8 31.9 - 51.0 42.5 - 59.8 

14 38.7 - 54.7 61.9 - 87.9 47.8 - 84.4 74.3 -128.7 32.7 - 55.2 53.3 - 94.3 

15 19.1 - 29.6 22.1 - 35.6 16.4 - 27.4 20.5 - 34.5 16.2 - 25.1 21.2 - 38.5 

16 41.5 - 61.8 51.6 - 69.0 52.2 - 88.5 40.9 - 72.2 37.3 - 58.0 40.3 - 66.1 

17 13.0 - 18.2 17.3 - 25.3 14.4 - 25.0 20.2 - 32.5 11.8 - 18.5 18.2 - 33.4 

18 16.8 - 28.1 27.9 - 41.7 17.9 - 29.2 27.4 - 46.0 13.6 - 19.8 26.0 - 52.4 

19 30.2 - 50.4 20.9 - 30.9 21.8 - 35.3 23.8 - 36.4 20.9 - 38.6 23.8 - 35.5 

20 22.5 - 36.3 15.4 - 25.6 23.6 - 44.7 13.9 - 24.8 20.6 - 33.7 14.3 - 22.0 

21 58.5 - 94.1 44.3 - 89.0 65.2 - 99.3 41.3 - 73.3 57.2 - 99.9 35.3 - 64.3 

22 48.2 - 68.8 43.4 - 69.7 44.7 - 86.0 35.0 - 64.5 31.7 - 53.5 33.4 - 55.1 

23 44.4 - 81.7 40.8 - 64.8 42.8 - 70.0 48.2 - 101.6 44.2 - 69.2 34.3 - 53.9 

24 21.0 - 32.9 15.6 - 25.8 21.1 - 40.3 11.2 - 17.6 16.8 - 26.4 18.4 - 35.6 

25 23.7 - 33.5 20.4 - 31.0 22.1 - 39.4 17.3 - 28.3 20.2 - 31.2 18.8 - 31.6 

26 23.5 - 32.4 23.0 - 38.4 21.0 - 30.8 24.0 - 40.0 23.4 - 35.5 24.3 - 43.3 

27 27.2 - 36.8 25.2 - 36.5 31.2 - 44.3 27.6 - 46.4 32.3 - 50.5 26.5 - 38.5 

28 27.6 - 45.1 18.7 - 27.9 27.0 - 55.1 20.5 – 39.0 30.2 - 44.6 15.9 - 27.7 

29 31.6 - 44.3 25.8 - 40.7 30.6 - 56.6 26.9 - 48.3 26.5 - 37.4 30.3 - 46.0 

30 30.3 - 55.0 23.4 - 37.4 22.8 - 35.8 19.3 - 34.6 24.6 - 42.2 23.2 - 38.9 

*Values are rounded to 1 decimal place 

100



APPENDIX C

EFFECT SIZE DATA

101



This section presents the effect size results, using Cohen’s d, for accuracy and
response time for the 30 questions in each of the 3 design studies using the Sankey
diagram and the respective NEST design. Positive accuracy results present better
performance using the NEST design and negative results present better performance
using the Sankey diagram. Negative response time results present better perfor-
mance using the NEST design and positive results present better performance using
the Sankey diagram.

 Design 1 Comparison Design 2 Comparison Design 3 Comparison 

Question 

Accuracy 
Effect Size 
for NEST 

Design 1 vs 
Sankey 
Diagram 

Response 
Time 

Effect Size 
for NEST 
Design 1 

vs Sankey 
Diagram 

Accuracy 
Effect Size 
for NEST 

Design 2 vs 
Sankey 
Diagram 

Response 
Time 

Effect Size 
for NEST 
Design 2 

vs Sankey 
Diagram 

Accuracy 
Effect Size 
for NEST 

Design 3 vs 
Sankey 
Diagram 

Response 
Time 

Effect Size 
for NEST 
Design 3 

vs Sankey 
Diagram 

1 -0.83 0.36 -0.75 0.70 -0.66 0.55 

2 0.26 -0.86 0.30 -0.60 0.0 -0.73 

3 0.0 -0.82 0.0 -0.76 0.0 -0.33 

4 0.22 -0.16 0.0 -0.52 0.52 -0.82 

5 0.68 -0.86 0.31 -0.37 0.88 -0.31 

6 -0.04 -0.07 -0.18 -0.26 -0.03 0.23 

7 3.94 -0.77 5.38 -0.43 3.20 -0.46 

8 0.42 -0.26 1.10 -0.38 0.22 -0.43 

9 0.75 -1.19 1.55 -1.09 0.85 -0.90 

10 -0.28 0.60 -0.47 0.15 -0.42 0.42 

11 0.78 -0.04 0.78 -0.56 0.62 -0.60 

12 -0.19 -0.33 -0.44 -0.17 0.0 -0.35 

13 0.89 -1.21 0.81 -1.22 0.59 -0.39 

14 2.07 -1.01 1.37 -0.69 1.48 -0.66 

15 0.28 -0.29 0.43 -0.41 0.40 -0.49 

16 1.21 -0.36 1.21 0.36 0.83 -0.17 

17 0.0 -0.69 0.0 -0.53 0.0 -0.68 

18 1.24 -0.78 1.38 -0.77 0.94 -0.88 

19 -0.09 0.70 0.0 -0.11 -0.21 0.01 

20 -0.28 0.56 -0.40 0.80 -0.49 0.62 

21 -0.34 0.19 0.0 0.67 -0.51 0.59 

22 -0.07 0.06 -0.23 0.40 -0.07 -0.06 

23 0.12 0.25 0.20 -0.40 0.01 0.41 

24 0.12 0.44 0.43 1.04 -0.25 -0.29 

25 0.35 0.22 0.09 0.50 0.37 0.03 

26 0.97 -0.17 1.73 -0.42 1.21 -0.20 

27 0.69 0.09 0.31 0.04 0.14 0.43 

28 -0.63 0.74 0.0 0.42 -0.13 0.88 

29 0.4 0.27 0.65 0.23 0.59 -0.34 

30 0.63 0.46 0.43 0.15 0.73 0.10 

*Values are rounded to 2 decimal places 
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LOG-ODDS RATIO CONFIDENCE INTERVAL DATA

103



This section presents the log-odds ratio confidence interval results for accuracy and
response time for the 30 questions in each of the 3 design studies using the Sankey
diagram and the respective NEST design. Elements highlighted in red present sig-
nificantly better performance using the Sankey diagram and elements highlighted in
green present significantly better performance using the NEST design. N/A results
present no significant difference in performance between the design alternatives and
the Sankey diagram.

 Design 1 Comparison Design 2 Comparison Design 3 Comparison 

Question 

Accuracy Log-
Odds Ratio 
Confidence 

Interval  

Response Time 
Log-Odds 

Ratio 
Confidence 

Interval 

Accuracy Log-
Odds Ratio 
Confidence 

Interval 

Response Time 
Log-Odds 

Ratio 
Confidence 

Interval 

Accuracy Log-
Odds Ratio 
Confidence 

Interval 

Response Time 
Log-Odds 

Ratio 
Confidence 

Interval 

1 0.95 - 4.65 N/A N/A 0.34 - 1.33 0.16 - 2.94 N/A 

2 N/A 0.19 - 0.71 N/A 0.01 - 0.84 N/A 0.22 - 0.96 

3 N/A 0 - 0.64 N/A 0.10 - 1.26 N/A N/A 

4 N/A N/A N/A 0.06 - 0.58 0.38 - 3.1 0.53 - 1.09 

5 0.62 - 2.97 0.27 - 0.95 N/A N/A 0.82 - 2.75 N/A 

6 N/A N/A N/A N/A N/A N/A 

7 3.47 - 8.54 0.05 - 1.00 N/A N/A N/A 0.21 - 0.85 

8 N/A N/A 0.59 - 4.09 0.02 - 0.78 N/A N/A 

9 0.50 - 2.81 0.42 - 1.10 1.53 - 4.83 0.50 - 1.07 0.76 - 2.73 0.21 - 0.85 

10 N/A N/A N/A N/A 0.12 - 2.20 N/A 

11 0.40 - 3.17 N/A 0.24 - 4.29 N/A N/A N/A 

12 N/A N/A N/A N/A N/A N/A 

13 0.51 - 3.08 0.08 - 0.83 0.35 - 3.27 0.34 - 0.84 0.09 - 2.29 N/A 

14 2.35 - 5.70 N/A 1.54 - 5.90 0.11 - 0.80 2.06 - 7.31 0.01 - 0.68 

15 N/A N/A N/A N/A N/A N/A 

16 1.47 - 4.66 N/A 1.36 - 4.60 N/A 0.84 - 2.79 N/A 

17 N/A N/A N/A N/A N/A 0.02 - 0.73 

18 1.01 - 5.72 0.07 - 0.77 1.52 - 5.71 0.02 - 0.82 0.98 - 3.89 0.25 - 1.06 

19 N/A 0.12 - 0.9 N/A N/A N/A N/A 

20 N/A N/A 0.01 - 1.85 0.18 - 0.82 0.25 - 2.40 N/A 

21 0.09 - 1.27 0.03 - 0.70 N/A 0.01 - 0.88 0.34 - 1.69 N/A 

22 N/A N/A N/A N/A N/A N/A 

23 N/A N/A N/A N/A N/A N/A 

24 N/A N/A N/A 0.37 - 1.20 N/A N/A 

25 N/A N/A N/A N/A N/A N/A 

26 0.80 - 3.59 N/A 1.92 - 6.31 N/A 1.30 - 3.28 N/A 

27 0.36 - 4.35 N/A N/A N/A N/A N/A 

28 0.16 - 3.43 0.05 - 0.65 N/A N/A N/A 0.33 - 0.97 

29 N/A N/A N/A N/A N/A N/A 

30 N/A N/A N/A N/A N/A N/A 

*Values are rounded to 2 decimal places 
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