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Abstract

In the novel smart grid configuration of power networks, Energy Storage Systems
(ESSs) are emerging as one of the most effective and practical solutions to improve
the stability, reliability and security of electricity power grids, especially in presence
of high penetration of intermittent Renewable Energy Sources (RESs).

This PhD dissertation proposes a number of approaches in order to deal with
some typical issues of future active power systems, including optimal ESS sizing
and modelling problems, power flows management strategies and minimisation of
investment and operating costs. In particular, in the first part of the Thesis several
algorithms and methodologies for the management of microgrids and Virtual Power
Plants, integrating RES generators and battery ESSs, are proposed and analysed
for four cases of study, aimed at highlighting the potentialities of integrating ESSs
in different smart grid architectures. The management strategies here presented are
specifically based on rule-based and optimal management approaches. The promis-
ing results obtained in the energy management of power systems have highlighted
the importance of reliable component models in the implementation of the control
strategies. In fact, the performance of the energy management approach is only as
accurate as the data provided by models, batteries being the most challenging ele-
ment in the presented cases of study. Therefore, in the second part of this Thesis,
the issues in modelling battery technologies are addressed, particularly referring to
Lithium-Iron Phosphate (LFP) and Sodium-Nickel Chloride (SNB) systems. In the
first case, a simplified and unified model of lithium batteries is proposed for the
accurate prediction of charging processes evolution in EV applications, based on the
experimental tests on a 2.3 Ah LFP battery. Finally, a dynamic electrical modelling
is presented for a high temperature Sodium-Nickel Chloride battery. The proposed
modelling is developed from an extensive experimental testing and characterisation
of a commercial 23.5 kWh SNB, and is validated using a measured current-voltage
profile, triggering the whole battery operative range.
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Introduction

The awareness of climate changes caused by energy production and consumption

systems has driven the worldwide policies to promote a sustainable energy transi-

tion. In order to combine the needs of an energy growing demand with a sustainable

development, the distributed generation (DG) based on Renewable Energy Sources

(RESs) was significantly supported in the last years. However, the natural vari-

ability of some renewable sources, such as wind and solar, has introduced a series

of challenges in order to preserve the quality, reliability and controllability of the

electricity grid. As result, the classic hierarchical and strictly regulated management

model of the present power systems is no more suitable for handling a progressive

increment of energy supply from intermittent RES. In fact, the integration of these

technologies at a significant scale requires a much more flexible grid that can cope

with the variability and uncertainty of supply introduced by RES systems.

One of the most approved solutions is the use of a distributed electricity manage-

ment approach based on the local clustering of demand and generation and on the

adoption of a suitable network supervisory control. The aim is reducing the impact

of the intermittent RES generation and improving the dispatching efficiency both

technically and economically, resorting to the use of Energy Management Systems

(EMSs). In this novel energy configuration, Energy Storage Systems (ESSs) are

emerging as one of the most effective and practical solutions to improve the stability,

reliability and security of the novel smart grid architectures. In fact, they represent

the compensation devices that allow the time shifting of electricity generation and

load demand as well as the balance of the unavoidable mismatching related to fore-

casting errors of local demand and production, or system modelling. Particularly,
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battery technologies can be effectively exploited for these purposes: they are effi-

cient and versatile storage technologies, some commercial chemistries being already

mature for integrating RESs and providing smart grid services. Alongside station-

ary and centralised storage systems, distributed battery configurations have gained

momentum. In particular, as electric vehicles (EVs) become more popular, the pos-

sibility of using on-board batteries as load-side distributed ESSs has been widely

discussed in the technical literature. The related technology is called Vehicle-to-grid

(V2G) and enable EVs to provide a variety of services to grid operators and cus-

tomers. In this framework, the correct choice of storage technology, its optimal sizing

in terms of capacity and rating power, and the development of adequate manage-

ment strategies are presently considered some of the most important and challenging

aspects to be investigated in order to facilitate the reliable integration of the smart

grid architectures into the present distribution network.

This PhD dissertation proposes a number of approaches in order to deal with

such typical issues of future active power systems, including optimal ESS sizing and

modelling problems, power flows management strategies and minimisation of invest-

ment and operating costs. Chapter 1 introduces and describes main components of

smart grids, particularly focusing on Concentrating PhotoVoltaic (CPV) technology

and Battery Storage Systems (BESS). Such energy resources are deeply analysed

in order to highlight advantages, issues as well as challenges for their effective im-

plementation. Finally, some energy management strategies are presented, defining

their field of application for the deployment of reliable smart grid control systems. In

Chapter 2, several algorithms and methodologies for the management of smart net-

works, integrating RES generators and battery ESSs, are proposed and analysed. In

particular, the management strategies here presented are based on rule-based (RBS)

and optimal management (OMS) approaches. These are implemented in four cases

of study, aimed at highlighting the potentialities of integrating ESSs and V2G tech-

nologies in different smart grid architectures. Although RBSs have demonstrated

feasibility and effectiveness in the proposed scenarios, the best solutions, design or

operating conditions can be ensured only by the optimal control approach. In this

context, the optimal input profiles are obtained using suitable models that predict

the system behaviour. Because of the presence of uncertainty, optimisation requires

xii



accurate modelling in order to actually reach optimality. In fact, a simple model

could lead to significant system-model mismatching, being often insufficient to opti-

mise the objective function in the real application. In the analysed cases of study, one

of the most critical components is the BESS, which could need different degrees of

modelling accuracy, depending on the particular application. Specifically, in dynamic

optimisation problems a more complex mathematical formulation is often required

in order to deal with dynamic and non-linear behaviours of battery-based storage

systems. Additionally, since electrochemical ESSs group a number of technologies,

an “all-purpose” model can hardly represent the peculiarities of each battery system.

Therefore, based on prior knowledge and measurements from real BESS, ad-hoc bat-

tery models need to be developed and validated to ensure that their complexity and

accuracy will be adequate for their final implementation. Therefore, in Chapter 3,

the issues in modelling battery technologies are addressed, particularly referring to

Lithium-Iron Phosphate and Sodium-Nickel Chloride systems. In the first case, a

simplified and unified model of lithium batteries is proposed for the accurate pre-

diction of charging processes evolution in EV applications. The proposed estimation

algorithm aims at determining the duration of charge processes and battery voltage

profiles at different charging rates, providing the sole information on the battery

capacity, terminal voltage and SOC. In particular, the adopted electrical modelling

has been experimentally validated on a Lithium-Iron Phosphate battery. The model

is developed in order to be simple and accurate enough to allow its implementation

in off-board chargers, enabling the on-line forecast of EV charging profiles, and the

subsequent smart energy management of plugged EV fleets. Finally, in order to test

different battery technologies and with the aim of verifying the actual performance

of new storage candidates for smart grid applications, a dynamic electrical mod-

elling is presented for a high temperature Sodium-Nickel Chloride battery (SNB).

The proposed modelling is developed from an extensive experimental testing and

characterisation of a commercial 23.5 kWh SNB, and is validated using a measured

current-voltage profile, triggering the whole battery operative range. The aim is the

development of an accurate model easily implementable in smart grids EMS and,

hence, suitable for their on-line management and control.
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Chapter 1
Smart Grids, Distributed Generation

and Energy Storage Systems

1.1 Smart Grids and Active Networks

In the last years, the traditional and hierarchical organization of electrical power

systems is worldwide facing a number of challenges posed by the increasing deploy-

ment of distributed generation (DG). Distributed energy resources (DER) usually

supply local loads at distribution level by using non-conventional and/or renewable

energy sources (RES) like wind power, solar photovoltaic systems, fuel cells, biogas

and combined heat and power (CHP) plants. The current policies of connecting

these generators are generally based on a fit-and-forget philosophy, in which DG is

regarded as a mere passive element of the system. This approach can be ascribed to

the traditional design and operation of passive distribution networks, characterised

by unidirectional flows of energy. Although this philosophy has been demonstrated

to be effective for relatively moderate penetration of this type of distributed genera-

tors, a massive integration of DER will significantly affect the planning and operation

of the electrical power system. Such technical impacts are mostly related to power

quality issues, voltage rise effect, branch overload problems as well as protection and

stability concerns [1]. Therefore, in order to avoid restriction in the DG penetration

level and preserve the integrity and security of the power system, the operational

paradigm of distribution networks needs to change, evolving from an outdated pas-

sive management strategy toward a future grid active approach.

Active distribution networks are consequently considered the fundamental step
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to achieve an effective integration of DG in the distribution grid, making DER and,

particularly, RES fully controllable and capable of providing system regulation and

security services. Besides including flexible and intelligent control, active distribution

networks should also employ modern information and communication technologies

leading to the development of the Smart Grid (SG) paradigm [1–3].

In [4], the Smart Grid is defined as follows : “A Smart Grid is an electricity

network that can intelligently integrate the actions of all users connected to it –gen-

erators, consumers and those that do both–in order to efficiently deliver sustainable,

economic and secure electricity supplies. A Smart Grid employs innovative prod-

ucts and services together with intelligent monitoring, control, communication and

self-healing technologies to:

• better facilitate the connection and operation of generators of all sizes and

technologies;

• allow electricity consumers to play a part in optimising the operation of the

system;

• provide consumers with greater information and choice of supply;

• significantly reduce the environmental impact of the total electricity supply sys-

tem;

• deliver enhanced levels of reliability and security of supply.”

SGs are therefore characterised by advanced control and communication systems

devoted to the synergistic management and coordination of generators, end-users as

well as electricity market and systems operators. The aim is the maximisation of the

overall efficiency and cost minimisation, maintaining at the same time the reliability,

durability and stability of the system. To this end, smart grids rely on a number

of devices, including smart metering, wide area active control, network management

systems and advanced sensors. Moreover, demand side management (DSM) could

play a crucial role in increasing the flexibility and controllability of the future smart

systems [2]. In fact, demand response (DR) programs can be exploited to reduce the

peak loads and enhance the local use of electric generation from RES. Energy Stor-

age Systems (ESSs) are also widely required in order to allow a stable and reliable

operation of SGs. ESSs can in fact improve the operating capabilities of the grid and

address issues related to the variability of RES production. Another possibility is the

use of plug-in electric vehicles (PEVs) to provide a variety of grid services. By prop-

erly coordinating their charging/discharging processes when connected to the grid,



1.1 Smart Grids and Active Networks 3

Figure 1.1: Smart Grid architecture.

they could de facto represent low-cost, highly controllable, and rapidly responding

storage devices located near load centres. As can be observed in Fig. 1.1, the smart

grid architecture is composed of several building blocks, essentially based on Micro-

grids (MGs) and Virtual Power Plants (VPPs) network structures. MGs and VPPs

are two grid concepts that can be effectively applied in active network management

of a smart grid, allowing the efficient integration of RES, end-users and storages in

power systems. In particular, a MG is designed in order to supply both thermal and

electricity local needs by aggregating and properly managing distributed generators,

controllable loads and ESSs. The MG units are then controlled as a single power sys-

tem in order to fulfil different goals, ranging from economic benefits for consumers,

power quality, efficiency and reliability improvements for utilities, to the reduction of

carbon dioxide emissions [1,5–9]. These goals are achieved by adopting a smart and

appropriate high-level coordination and control system, namely the Energy Manage-

ment System (EMS), which receives in real-time the information about the status

of each MG element as well as weather forecasts and market electricity prices, and

synthesizes the most suitable set-point signals for each unit controller. Moreover, a

MG is capable of working both in grid-connected mode and in island, separating and

isolating itself from the utility’s distribution during brownouts or blackouts. This
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ability makes hence the MG structure suitable to guarantee secure and optimal en-

ergy supply to continuous processes or in remote places, also in presence of power

system failure. Practically, feasible islanding operation requires well-sized MG gener-

ation power systems and fast responding generating capacity, which can be achieved

by suitable energy storage systems.

A VPP is an alternative active network management approach based on the

clustering of demand and generation and on the adoption of a suitable network

supervisory control. VPPs aim at aggregating DG, ESSs and customers in order

to replace conventional power plant with more efficient and flexible systems. All

resources are coordinated over a wide geographical area without need of physical

connection. In fact, VPPs represent the ”Intenert of Energy” concept which ex-

ploits software and Web-connected systems to remotely and automatically dispatch

aggregated production and consequently enable the participation to the traditional

trading market [8, 9]. To this end, a VPP can sell its electricity to the energy mar-

ket or stipulate bilateral contracts with the customers (industrial or residential). It

can take part in the Day-ahead, Intraday Market as well as in the auxiliary service

market. As auxiliary service a VPP can not only offer active reserve for frequency

control or reactive power reserve for local voltage control, but also power quality,

communication or energy business services. Depending on roles and responsibility,

VPPs are divided in two different types: Commercial (CVPP) and Technical Virtual

Power Plant (TVPP). A CVPP aims at optimising the VPP from an economical

point of view by offering competitive energy blocks and services without respect to

network limitations. On the other hand, a TVPP aims at ensuring that the VPP is

operated in an optimised and secure way [10,11].

Although MGs and VPPs have a number of distinct differences, they are char-

acterised by the same fundamental components, as schematically depicted by Fig.

1.1. These could be generally ascribed to the following categories: distributed gen-

erators, energy storage devices, controllable loads, energy management and control

systems. In the rest of this Chapter, each MGs and VPPs element will be intro-

duced and described, particularly focusing on Concentrating PhotoVoltaic (CPV)

technology and Battery Storage Systems (BESS). Such energy resources will be then

analysed in order to highlight advantages, issues as well as challenges for their ef-

fective implementation in the future smart active network configurations. Finally,

some energy management strategies are presented, defining their field of application

for the deployment of reliable MG and VPP control systems.
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1.2 Distributed Generation

Distributed generation principally refers to small size generators connected to the

distribution grid, characterised by rated powers ranging from few kW to tens of

MW. A number of DG technologies are presently widely developed, examples of

which include traditional generators in the form of small combined heat and power

(CHP) plants and well-established renewable energy systems, such as wind turbines

and photovoltaic (PV) panels.

A CHP plant is an integrated system that efficiently generates electricity and

uses the heat from that process to produce steam, hot water, and/or hot air for

other purposes. Usually, it is located at or near a building or facility with the main

aim of satisfying at least a portion of the facility’s electrical demand and utilising

the heat generated by the electric power section in order to provide heating to the

industrial/domestic thermal loads. A CHP system can typically operates in two

different ways: electric-driven or heat-driven mode. In the former case, CHP units

are controlled to supply electrical loads, while in the latter CHP plants are dispatched

to meet the heat demand. This approach can lead to generation of electricity in excess

compared to the facility requirements, which can be exploited to power the rest of

MGs or VPPs loads.

Renewable generators are also important components of smart grids. Their in-

stallation in fact allows the reduction of green-house gas emissions from electrical

power sector, while ensuring a less-dependence from fossil-fuel and introducing more

variety in the electricity generation mix. Although established DG technologies in-

clude also geothermal generation and energy from biogas and biomass fuels, the most

widespread RES systems in the DG field are presently based on wind and solar en-

ergy. In fact, wind plants and PV systems are more distributed in nature than other

energy resources, their production being dependent only on weather and climatic

conditions. Whereas wind turbines are commonly developed in the 1-5 MW power

range, PV panels can be combined in a variety of sizes, obtaining systems from below

1 kW to hundreds of MW. For this reason, PV systems come with a greater flexibility

than wind plants, making them suitable for a wider range of applications at the dis-

tribution voltage level. Particularly, PV modules can be installed to supply houses

and residential buildings or to support energy-consuming production activities and

industrial processes. As a consequence, PV generation is preferred and deployed

worldwide as DER for local and isolated power systems electricity supply.
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Figure 1.2: CPV receiver and its main components.

Solar PV cells convert global (direct and diffuse) sun radiation into electricity

by exploiting the photo-electric effect. Commonly, PV modules are constituted of

several silicon cells connected in series and/or parallel; additionally, they are mounted

on fixed structure with a tilt angle dependent on the site and type of installation

(e.g. roof mounting or ground-mounted). Silicon-based systems allow conversion

efficiencies up to 25% and 22% for the single cell and panel, respectively [12]. These

efficiency levels are relatively low compared to other renewable energy systems, such

as wind or hydro technologies. Moreover, PV installations are characterised by a

higher land-use, both on a capacity and electricity-generation basis. In order to

address such issues, new PV concepts were recently developed. In particular, the

Concentrating PV technology represents the most advanced PV system, which has

already demonstrated its reliability and efficiency [13–17].

1.2.1 The Concentrating Photovoltaic Technology

The CPV basic element is the receiver, which is composed of the fundamental el-

ements reported in Fig. 1.2. The main advantage in the use of this technology is

represented by its potential to increase the efficiency, reducing at the same time

the active material used for the energy conversion process. In fact, CPV receivers

are characterised by optical systems that concentrate the solar direct radiation and,

consequently, significantly increase the incident radiative power on the photovoltaic

cells surface. As a consequence, the usage of expensive semiconductor material is

reduced, proportionally to the concentration factor. CPV systems typically use III-V
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multi-junction (MJ) solar cells, which allow the extension of the physical energy con-

version limit of a single photovoltaic material. In fact, MJ devices are characterised

by a wider working irradiative bandwidth than traditional silicon cells [18], reach-

ing efficiencies of 43% under concentrated light [12, 13]. It is worth noting that the

approach followed to obtain such results requires the development of an integrated

and complex system. As a consequence, some strict technical constraints need to be

satisfied due to the necessity of concentrating and continuously focusing the Direct

Normal Irradiation (DNI) on MJ cells with an even spatial distribution. Particularly,

this requires a high precision dual-axis solar tracker which allows the sun radiation

to focus continuously on the photovoltaic cells. In addition, a correct integration

among the concentrator optics, solar cells and sun tracker is mandatory in order to

obtain an efficient and reliable system. The complexity connected to the design,

joint to the management and the maintenance of such a technology, is presently

considered the main drawback for the CPV diffusion in the smart grid framework.

Furthermore, as the electrical generation from CPV strictly depends on the daily

trend of DNI, more variability is introduced, especially on short-term basis. In fact,

CPV power production is subject to rapid variations and fluctuations since the direct

component of solar radiation can drop to zero in few seconds in presence of clouds.

This implies a short-term intermittency of CPV generation, showing dynamics much

faster than those of traditional PV systems. Such a behaviour can be better under-

stood by looking at Fig. 1.3, where the profiles of CPV power output and DNI are

reported for a partially cloudy day. The higher degree of uncertainty and variability

of supply, combined with the dependence from the tracking error occurrences, makes

the forecasting and dispatch of CPV production a complex task, adding challenging

operating conditions for the energy management of electricity grids. The necessity

of having a reliable control for the deployment of active networks implies the knowl-

edge of actual performance of each resource. In the case of CPV plants, extensive

characterisation and modelling studies are hence required in order to facilitate their

integration as distributed generators. In the following, some characterisation studies

and performance analyses carried out on different CPV technologies are presented,

aiming at highlighting the main features and issues of these renewable systems.

1.2.1.1 Characterisation studies

At the present time, several photovoltaic companies and research groups have world-

wide developed a number of CPV solutions with the aim of increasing the system effi-
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Figure 1.3: Measured daily profiles of a CPV plant power production (green) and DNI
daily evolution (dashed red) during a partially cloudy day.

ciency and reducing costs, obtaining a more competitive product on the photovoltaic

market. In particular, based on the geometry of the optical configuration, CPV

technologies can be divided in refractive and reflective optics-based systems [19].

Examples of CPV modules implementing these two optical solutions are reported in

Fig. 1.4 for the sake of clarity.

So far, most commercial CPV modules employ refractive optics (mainly Fres-

nel lenses) because of their relatively low cost and reduced system complexity. In

fact, Fresnel lenses are usually made with low cost PMMA material characterised

by a typical thickness of 4-5 mm. However, this optical configuration introduces

chromatic aberration phenomena which contribute to the degradation of the overall

system performance [20]. Moreover, the spatial distribution of concentrated radia-

tion is a critical issue and can cause an incorrect heating, leading to hot spot effects

that increase the series resistance and the solar cells degradation. To overcome this

problem, a secondary optical element, namely the homogeniser, is commonly in-

stalled. The implementation of this solution allows to increase the acceptance angle

of CPV receivers and reduce the effect of optical misalignment and tracking accuracy

losses [18].

In the reflective optics-based systems, a Cassegrain configuration is typically

adopted despite the fact that parabolic mirrors can be used as well. Cassegrain-type

concentrators are characterised by higher complexity than Fresnel lenses since they
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(a) (b)

Figure 1.4: Examples of CPV modules. (a) Refractive and (b) Reflective configurations.

are based on a double reflection system, composed of a main collector and a secondary

reflector. In order to make uniform the concentrated radiation pattern and increase

the acceptance angle, an optical homogeniser is also implemented. In this case, the

optics design inputs are less challenging, permitting the implementation of simplified

non-imaging optics. In fact, these systems are not affected by chromatic aberrations

and hence a correct optical alignment is required only in the design phase.

A critical issue common to both CPV configurations is related to the design of the

heat sink, which can strongly influence the system conversion efficiency. In fact, the

cell temperature can rise considerably under concentrated light, causing a significant

drop in the open circuit voltage and negatively affecting the maximum delivered DC

power and, consequently, the overall system performance and reliability [21].

Considering the quite new concept of CPV applied to DG, extensive character-

isation studies are hence necessary in order to evaluate the feasibility of this RES

technology in smart grid applications. To this end, several tests have been carried

out on the two receiver prototypes shown in Fig. 1.4. Such experimental analyses

have included electrical and optical characterisation studies, thermal investigations

as well as light soaking tests.

Experimental set-up. The CPV receivers have been electrically and thermally

tested by means of the outdoor experimental set-up depicted in Fig. 1.5a, whereas the

optical characterisation has been performed using the indoor test system illustrated

in Fig. 1.5b.
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(a) (b)

Figure 1.5: Experimental set-up for CPV characterisation. (a) Outdoor test system for
electrical and thermal analyses (b) Indoor test system for optical analyses.

The adopted outdoor experimental set-up consists mainly of a Keithley 2651A

high power source-meter, used both as I-V curve tracer and as MPPT unit. The de-

vice is controlled by a laptop PC (CPU), running Virtual Instruments (VIs) specifi-

cally developed in the NI-Labview environment. All measurements can be monitored

on-line from the host computer through the VIs Graphical User Interface (GUI), as

shown in Fig. 1.6a. In order to acquire a complete I-V curve, the source-meter is

programmed to automatically generate variable voltage steps and acquire current

and voltage operating points, depending on the user settings. In the GUI, the mod-

ule performance and operating parameters, obtained processing the measured data,

are then numerically displayed, while resulting I-V and P-V curves are plotted in a

X-Y graph. Additionally, the outdoor facility of Fig. 1.5a includes a meteorological

station, exploited to acquire ambient parameters, such as DNI, Global Normal Ir-

radiance (GNI), external temperature, wind speed and direction as well as relative

humidity. The CPV cell temperatures are measured by means of either NTC ther-

mistors or PT100 probes, which can be placed both in the direct proximity of the
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Figure 1.6: Experimental set-up for CPV characterisation. (a) Outdoor test system for
electrical and thermal analyses (b) Indoor test system for optical analyses.

photoactive area and on the back of the module. All sensor signals are acquired by a

NI-SCXI data acquisition platform, controlled by a proper VI that automatically ac-

quires, elaborates and stores the environmental and module temperature data. The

resulting measurements and acquisition settings are monitored in the related GUI,

shown in 1.6b. The described testing equipment enables the simultaneous acquisi-

tion of atmospheric variables, CPV electrical and thermal parameters, which are also

sampled at the same time intervals. Therefore, the performance of the CPV module

can be studied and analysed under real operating conditions, evaluating the weather

patterns on the system power and efficiency. The experimental set-up implemented

for the optical characterisation and shown in Fig. 1.5b is used to evaluate the unifor-

mity of the irradiance distribution on the cell plane, produced by the CPV receiver

optics. The solar simulator Sun 2000 11048 by Abet Technologies is exploited as

light source. In order to understand how the optical elements spatially modify the
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Figure 1.7: I-V curves for the reflective (blue) and refractive (red) CPV receivers.

light distribution, the irradiance profile is captured by a CCD camera. The method

uses a Lambertian diffuser placed at the focus of the primary collector, e.g. a Fresnel

lens. The diffuser receives the concentrated light over the front side and transmits it

on the back side, producing an image of the irradiance distribution of the incident

light [22]. The spot image is then captured by the CCD camera located behind it

and finally processed using the Matlab software.

Performance Analyses. Several tests are carried out on the reflective and refrac-

tive prototypes of Fig. 1.4 in order to deeply understand the main factors influencing

their performance. Firstly, the two CPV systems have been electrically characterised,

extracting I-V curves and main electrical parameters, such as the open-circuit volt-

age (VOC), the short-circuit current (ISC), the maximum DC power (Pmax) and

efficiency (η). Referring to tests performed at 900 W/m2 DNI, obtained results are

well-summarised in Fig. 1.7 and in Table 1.1. Although the two modules are based

on different technologies and show slight differences in the MJ cell characteristics,

both have demonstrated to have reliable performance when optimal operating con-

ditions are considered, which means central hours of sunny days characterised by the

Table 1.1: Refractive and reflective CPV prototypes: comparison of receivers performance

VOC [V] ISC [A] Pmax [W] η [%]

Refractive Receiver 2.92 3.45 8.13 22.4

Reflective Receiver 2.97 2.60 6.70 21.6
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Figure 1.8: Comparison between the efficiency of the CPV module based on MJ solar cell
(red square) and a reference silicon solar cell (green triangle).

highest values of direct radiation. However, as the atmospheric conditions change

during the day, in terms of humidity and air mass, the spectrum of the solar radi-

ation at the ground undergoes to daily variation. In particular, the blue portion of

the solar spectrum is progressively absorbed or scattered as the air mass increases.

In MJ devices, the junctions are connected in series and the current flowing in the

device is determined by the junction that generates the lowest photo-current, which

is usually the top one, more sensitive to the blue radiation. In late afternoon, as the

blue portion of the solar spectrum is progressively absorbed or scattered, the top

junction generates a lower current and thus chokes the current flowing in the whole

device. As can be seen from Fig. 1.8, the efficiency of the CPV receiver based on

MJ solar cell decreases progressively during the day. As a reference, in Fig.1.8 the

efficiency measurements of a standard silicon cell are reported, as well. The efficiency

trend of the reference silicon cell is basically constant, which reveals that the spectral

mismatch for single-junction solar cells is negligible and the temperature variations

are not large enough to justify the performance drop registered in MJ solar cells.

Regardless of such tests, MJ solar cells are expected to undergo high temper-

ature at operative conditions because of the great power density levels impinging

on the receivers. In fact, the electrical conversion efficiency of a solar cell greatly

depends on its operating temperature, decreasing as the temperature rises. These

effects are considerably enhanced under light concentration, suggesting the need of a

complete monitoring of thermal performance. Different tests have been carried out

on the CPV prototypes in order to determine the temperature profiles in real op-
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Figure 1.9: Temperature evolution for a CPV receiver considering two heat sink config-
urations: simple metal plate (blue) and improved system with high thermal conductivity
compound (red).

erating conditions and investigate to what extend their thermal dynamics influence

the module performances. The results here reported refer to measurements carried

out on a three hours time-window at a mean DNI value of 900 W/m2 and ambient

temperature of 30-35◦C. The experimental data reported in Fig. 1.9 show as an

non-optimised thermal management can result in an extremely fast rise in photo-

voltaic cells temperature, hitting the value of 100◦C in less than 10 minutes. Such

a temporal evolution of the temperature has entailed a drastic drop in the module

performance. For instance, at the end of the test, the efficiency had decreased by

10.4% respect to the initial value. These outcomes clearly point out the importance

of correctly managing the operating temperature of a CPV module. In order to

match the temperature constraints of the CPV devices, the CPV receivers have been

subsequently equipped with heat sinks engineered to be thermally coupled with the

back-panel of the module. The contact thermal resistance between solar cell and

heat sink has been reduced using high thermal conductivity compound. As can be

observed in Fig. 1.9, the better heat dissipation obtained with this second configu-

ration lowers the final temperature to 30◦C respect to the first solution, leading to

stable thermal operations and reliable performance.

Another important concern in the operations of CPV systems is related to the

non-uniformity of the irradiance distribution on the cell plane, introduced by the

optics. In particular, the non-uniformity of the concentrated solar light causes high

illuminated areas and hot spot phenomena which result in an increase in the effective
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(a) (b)

Figure 1.10: Light distribution on the cell plane. (a) Fresnel lens. (b) Reflective ho-
mogeniser

series resistance. This in turn translates into a drop in the efficiency, affecting the

overall solar cell performance. Following these considerations, the irradiance spatial

distribution of CPV devices should be carefully analysed. In the scientific literature,

the effects of inhomogeneous illumination on the CPV solar cell plane have been com-

monly evaluated by simulations based on distributed circuit models [23]. However,

simulations provide reliable results only if accurate data for the solar cell distributed

model are available and the irradiance profiles over the cell are known. Illumina-

tion patterns are usually simulated starting from optical system models which can

hardly reproduce the actual profiles produced by manufactured optics accurately [24].

Therefore, the indoor test system illustrated in Fig. 1.5b has been used, obtaining

the irradiance profiles at the exit of the CPV optical system reported in Fig. 1.10.

In particular, Fig. 1.10a shows the irradiation distribution on the primary collector

focal plane. As can be observed, this flux distribution determines areas illuminated

at an irradiance level 250 times higher than the less irradiated ones, leading to an

increase in the effective series resistance and, therefore, to a drop in the fill fac-

tor. At the same time, non-illuminated areas work as dark diodes, contributing only
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with recombination current but not with photo-generation. The introduction of a

secondary optical element, i.e. the reflective homogeniser, has the purpose to im-

prove the uniformity of the irradiance distribution over the triple-junction solar cell.

As can be noticed from Fig. 1.10b, the geometrical characterisation and the flux

mapping demonstrate a poor spatial irradiation uniformity, with several hot spots

concentrated on the top-right region of the cell area. The presence of localised high

intensity peaks is one of the main reasons of the module degradation. This suggests

the importance of considering the effect of inhomogeneous illumination on the CPV

system power output in order to obtain a more accurate estimation of its effective

operating performance.

Final Remarks. The characterisation studies and analyses presented in the fore-

going paragraphs highlight the complexity of the CPV technology, its power pro-

duction and efficiency depending on a number of factors. These include not only

the direct irradiation but also MJ cell operative temperature, air mass and solar

spectrum as well as pointing accuracy of the dual-axis solar tracker and hot spot

phenomena due to optical misalignment. As a consequence, the estimation of CPV

production results in a multifactorial task, which adds more issues for the accurate

forecasting of CPV generation. Moreover, the high variability and short-term dy-

namics introduced by these systems pose challenging operating conditions, forcing

the installation of storage systems in order to make the CPV production dispatchable

and programmable, enabling its effective integration in active networks.

1.3 Electrical Storage Technologies

Electrical Energy Storage (EES) refers to a system able to convert electrical energy

into a form that can be stored and then converted back to electricity when needed.

The concept behind EESs is clearly not new, since large-scale Pumped Hydroelectric

Storage (PHES) is historically recognised and deployed as a fundamental component

of the high voltage power grid. However, several drivers are currently emerging to

support the installation of alternative EES technologies, especially at the distribution

grid level. These factors include: the rise in stochastic generation from RES, an

increasingly congested infrastructure, the development of smart grids as building

blocks of the new distribution grid architectures as well as the increased need for

flexibility, reliability and security in electricity supply. In order to deal with the above
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Figure 1.11: Classification of electrical energy storage.

issues and challenges, a number of EES systems have been extensively investigated,

some of them having already demonstrated their feasibility in several stationary

applications [25].

Electricity storage technologies can be categorised based on two different crite-

ria: physical operating principle and function [26]. The first approach is widely

adopted for classifying EESs, and takes into account the form of energy used to

store electricity. A complete classification of EES types is accordingly presented in

Fig. 1.11, based on [10]. In terms of the function, EES systems can be divided

in two main classes: the first includes the technologies intended firstly for high

power ratings, while the second comprises the EESs designed principally for energy

management purposes. The area of application for specific electricity storage tech-

nologies is restricted by physical, technical and economic limitations. For example,

PHES plants have been conventionally considered for bulk energy storage because

of their high-energy density characteristics, but their development implies the avail-

ability of adequate sites for two reservoirs, long lead time for the construction, as

well as environmental considerations [27]. On the other hand, Flywheels (FES) and

Super Capacitors (SCES) are mainly intended for high power/short duration ap-

plications [26, 27]. However, they are high costly technologies, being suitable for a

limited range of applications, e.g in the electric vehicles propulsion systems or hybrid

EESs, generally in combination with batteries.
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Among these various EES technologies, batteries storage systems (BESS) are the

most suitable for MGs and VPPs. In fact, electrochemical batteries are more effi-

cient and flexible EES than PHES, FES or SCES: they can be installed regardless of

geographical and land occupation constraints, which make them suitable for domes-

tic and residential installations, as well. Additionally, batteries size can be designed

ranging from a few kWh to several MWh and some electrochemical technologies

can be applied to both power and energy management applications. For these rea-

sons, they are likely to be widely adopted in the novel smart grid configuration [10].

A battery works by converting chemical energy into electrical energy by means of

various chemical reactions. In the past and recent years, a wide range of different

combinations of anode, cathode, and electrolyte materials have been investigated in

order to develop the best trade-off between cost and performance. These efforts have

been resulted in a number of BESS technologies, characterised by different degrees

of commercial maturity and availability. The following sections provide an overview

of the main types of batteries that can be successfully applied in the active network

and smart grid context.

1.3.1 Batteries Storage Systems

1.3.1.1 Lead-acid batteries

Lead acid (LA) battery represents the oldest and more widespread BESS technology,

being adapted during years for use in various applications. It is mainly used as

automotive starting, lightning, ignition (SLI) and main storage system in light-duty

electric vehicles (e.g. golf kart and lift trucks) as well as for stationary storage

applications, such as uninterruptible power supply (UPS) and emergency ESS in

power stations [27, 28]. The worldwide diffusion of this battery is primarily related

to its easy manufacture in a wide range of capacity sizes and to its relatively low

cost. However, the high specific weight, moderate cycle-life and reduced discharging

capabilities have limited their range of applications, LA batteries being unsuitable

for renewable integration and smart grid projects.

1.3.1.2 Lithium-ion batteries

The Lithium-Ion (Li-Ion) battery technology has recently emerged as the most

promising BESS on the market, specifically because of several characteristics that

make this battery type more suitable than other technologies in a variety of applica-



1.3 Electrical Storage Technologies 19

tions. In fact, Li-Ion batteries show the highest energy density, conversion efficiency

and cycle-life as well as the lowest weight among all rechargeable BESS [27]. There-

fore, besides being already widely employed for consumer and portable electronics,

Li-Ion batteries are now becoming the leading storage technology for plug-in hybrid

electric vehicles (PHEVs) and all-electric vehicles (EVs), as well. However, there are

still some challenges for developing large-scale Li-ion batteries. In particular, cost

and safety issues are the two main factors that obstacle the deployment of lithium-

ion for widespread use in power systems. Cell degradation and thermal runaway due

to overcharge and underdischarge phenomena require special packaging and inter-

nal protection circuits, increasing complexity and costs. In order to overcome such

criticalities and meet the cost and safety requirements for ESS applications, Li-ion

batteries have been designed in a range of different chemistries, each with unique

cost and performance characteristics. Considering cathode materials, lithium iron

phosphate (LiFePO4) based batteries are emerging as promising candidate for both

EES stationary and vehicular applications, due to its low cost and reduced environ-

mental impact as well as high stability [11, 29, 30]. The latter is in fact essential in

order to avoid safety issues due to thermal runaway at high temperatures. Thanks

to the improvements in Li-Ion technologies, stationary systems have been recently

deployed, demonstrating the feasibility of this battery type for frequency regulation

and spinning reserve services, RES integration and distribution grid support [31].

1.3.1.3 Molten salt batteries

Sodium-sulphur (NaS) and Sodium-nickel chloride (NaNiCl2) batteries are based on

a liquid sodium negative electrode and operate both at high temperatures, above

250◦C. The development of these electrochemical cells have been driven by the need

of identifying combinations of materials characterised by both low cost and high

specific energy. Moreover, because of their high internal temperature, operations of

molten salt batteries are independent from the ambient thermal conditions making

them suitable for applications in extreme climates, where other BESS typologies can

be not effectively employed.

NaS batteries are a relatively commercial mature and attractive candidate for

large-scale EES systems, finding applications in wind power integration and high-

value grid services, such as load-leveling or peak shaving [31]. In fact, they are gen-

erally used for energy-density applications, being able to sustain discharge processes

for long time-periods . This system is composed of a liquid sodium anode separated
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from the sulphur cathode by a ceramic electrolyte (β′′-alumina), which allows the

migration of sodium-ions while acting as a good electric insulator. The cell needs

to be operated at high temperatures, between 300◦C and 350◦C, which are required

to maintain the electrodes in molten states and ensure efficient ion transportation

through the ceramic solid electrolyte. Although NaS features very interesting prop-

erties for stationary ESS, such as very high specific energy and cycling flexibility,

it is still facing some challenges especially related to safety problems and incident

risk [32]. In fact, the direct contact of electrodes can results in fires and explosion,

mining the feasible and secure deployment of this technology in large-scale storage

systems.

In Sodium-nickel chloride batteries, the positive electrode is in solid state and

based on nickel element. This configuration requires the presence of a second elec-

trolyte in liquid state (sodium chloroaluminate, NaAlCl4) in order to improve the ion

conductivity of the electrode. In case of damage or solid electrolyte structure failure,

the sodium chloroaluminate reduces the effects of the exothermic reaction, leading

to continuous and safe operations of the ESS plant, without risk of fire or explosion.

The intrinsic safety and the wide variety of applications, ranging from residential to

grid support services, are encouraging the installation of such a technology in sev-

eral projects, including RES integration and frequency/voltage regulation [31, 33],

However, further improvements are needed in order to increase energy density and

power capability, and to lower specific costs.

1.3.1.4 Flow batteries

Redox flow battery (RFB) represents one of the most recent and advanced BESS

technology, being based on a novel electrochemical structure, which make them more

similar to fuel cell storage systems than traditional batteries. In fact, RFBs is con-

stituted of two external electrolyte tanks storing the solvable redox couples, and

of reaction stacks where the liquid electrolytes are pumped in, converting chemical

energy in electricity. This peculiar electrochemical structure results in one of the

more interesting features of such a technology: the capability of coming with inde-

pendent size of power and energy. Particularly, power is a function of the number

of cells that are stacked, whilst energy depends on the electrolyte volume, which

is circulated by pumps. Moreover, RFBs are characterised by high flexibility, high

depth-of-discharge, long durability and fast responsiveness [34]. Such features allow

for a variety of power and energy applications, ranging from power quality to energy
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management services. Among various RFB technologies, the leading chemistries at

the present is the Vanadium Redox battery (VRB), which is in fact the sole that

has reached effective commercial maturity. Although VRB systems are already been

successfully demonstrated in test and commercial plants, capital and cycle life cost

reductions as well as improvements in power and energy densities and further devel-

opment in electrochemical materials are still required in order to obtain a commercial

product widely deployed for smart-grid-oriented applications [27,34].

1.3.2 EES stationary applications for smart grids

EESs can be effectively deployed in order to support reliable operations of MG and

VPP systems as well as transmission power networks. However, these applications

still require to EESs different functions and energy/power capabilities. For instance,

at the utility grid level, storage systems need to carry out a number of short-duration

high-power functions, such as frequency regulation or RES fluctuations compensa-

tion. However, at the same time, they are demanded to support power system

planning and operation activities (i.e. transmission and distribution upgrade de-

ferral, load following and electric energy time shift), requiring long-duration energy

management capabilities. Therefore, for grid-scale applications, the deployment of

large energy capacity and power density energy storage systems is a mandatory ne-

cessity, which still requests further improvement in technologies and reduction of

specific costs. On the other hand, energy storage is a fundamental component of

active smart networks since the development of MGs and VPPs can not overlook

the primary role of EES in a number of system services, including maintaining en-

ergy balance and power flexibility, facilitating the integration of RES and improving

power quality [35]. In this case, the smaller capacity and lower initial costs facilitate

the diffusion of several EES technologies in the SG context. Moreover, these stor-

age installations could represents a test environment for EES systems, allowing the

development of models and performance studies which could be further applied to

utility grids, as well.

1.3.2.1 Energy balance and power flexibility

Balancing and flexibility are two main functionalities offered by storage systems.

Within SGs, the reliability of power supply is a fundamental requirement which im-

plies the management of all energy resources in order to maintain a balanced and
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efficient power system. In the MGs framework, the need for grid stability and flexi-

bility is particularly related to the presence of a large number of variable-generation

resources, such as wind and solar. Moreover, the ability of a MG to be disconnected

from the utility grid and to operate at islanded mode, requires suitable compensa-

tion device driving the transition from the grid-connected mode. Power and energy

capabilities of most EESs as well as their high dynamic responses can be effectively

exploited for these types of applications, operating as both short-term electricity

suppliers and power compensation devices. In addition, EES may act as emergency

power buffer for critical customers during fault situations.

1.3.2.2 Renewable energy resources integration

Although RES power plants are the main energy resources of active networks, their

reliable integration poses a number of challenges, especially due to the intermittent

and variable nature of their productions. In fact, the increasing connection of RES

generators add volatility to the grid supply and load balance. Because of the critical

need to instantaneously balance supply and demand, SGs and, particularly, MGs

need flexible and dispatchable energy storage resources, which can buffer the renew-

able power output by storing surplus energy and re-delivering it in periods of low

generation. Besides being used as energy buffers, EESs are also needed as power

compensation devices in order to counterbalance the rapid and unpredictable fluc-

tuations of RES generation. Storages can in fact used to smooth the production

of variable RES plants, making their power output more reliable and dispatchable.

Therefore, both the buffering and power flexibility offered by EESs enable active net-

works to integrate increasing capacity of intermittent RES systems [7], optimising

their operations and the exchange of power with the main grid.

1.3.2.3 Arbitrage

Price arbitrage implies the use of EES systems for retail electric energy time-shift in

order to reduce the overall cost of electricity. In this application, the spread between

peak and off-peak prices can be economically exploited by EESs. In fact, storage

devices can purchase and store energy from the grid when electricity prices are low,

and then sell and discharge during on-peak time periods. By implementing high-

energy density EES technologies, a MG or VPP can thus effectively enable arbitrage

functions.



1.3 Electrical Storage Technologies 23

1.3.2.4 Power quality service

The electric power quality service involves using storage to protect SG resources

against short-duration events that affect the quality of power. Thanks to the com-

bination with power electronics-based interfaces, EES systems can regulated their

output in terms of both active and reactive power, improving and regulating power

quality of MG and VPP customers. Suitable EES technologies can be further ex-

ploited to smooth out transient disturbances, such as voltage sags and short-term

spikes, harmonics and instant power shortage. Typically, these applications require

discharge duration ranges from a few seconds to a few minutes; particularly fast-

response and fast-ramping EESs are necessary in order to tackle with sudden voltage

variations.

1.3.3 Vehicle-to-grid Technology

As smart grid and active network configurations become more widespread, the need

for distributed battery systems are increasing, as well. Furthermore, the simulta-

neous transformation in the automotive sector is leading to the diffusion of new

electrified mobility forms, such as battery electric vehicles (BEVs). In these sys-

tems, a battery storage is used to power the vehicle, representing the key component

for enhancing the electric mobility and for the integration between the vehicular field

and the power grid. Consequently, as plug-in electric vehicles (PEVs) become more

popular, the possibility of using on-board batteries as load-side distributed EES sys-

tems has been widely discussed in the technical literature [36–48]. In particular, the

future impact of PEVs on performance and economics of electricity networks is one

of the main concerns related to the diffusion of electric vehicles. In this context, the

Grid-to-Vehicle (G2V) and Vehicle-to-Grid (V2G) technologies are typically consid-

ered as possible solutions. These enable the interaction between the smart electrical

network and PEVs in two different ways:

• Under the traditional G2V paradigm, PEVs behave exclusively as electricity

loads, demanding energy when they are connected to the grid in order to charge

their storage systems.

• Under the V2G paradigm, PEVs could behave both as electricity consumers

and electricity suppliers.



24 1. Smart Grids, Distributed Generation and Energy Storage Systems

A variety of grid services could be provided to grid operators and customers by ap-

propriately managing BEVs when connected to the grid, even applying the sole G2V

approach. In this case, PEVs can be considered as controllable loads, managing their

charging processes by exploiting DSM and DR strategies. Although G2V is presently

more easily implementable, the most promising technology for BEVs integration into

the SGs is certainly the V2G, which enables their management as distributed ESSs.

This consideration is based on results of several analyses that take into account the

actual number of cars per capita, average utilisation factors as well as time and space

correlation between electric energy and car use [37–39]. In fact, the vehicles are usu-

ally parked for 90% of the time, constituting idle electrochemical resources which

might be used for several network services, provided that a connection to the grid is

in place. In particular, the wide-scale diffusion of V2G could enable PEVs to provide

extra power supply, peak load shaving, load shifting and support to renewable en-

ergy resources exploitation. To this end, an aggregative structure is necessary since

competitive energy blocks and auxiliary services in energy markets can not be offered

by a single BEV’s owner, but can be provided by their aggregation [36]. Essentially,

the aggregator acts as an intermediary between each BEV’s user and the SG central

control, managing BEV batteries with the aim of primarily ensuring the mobility

customer requirements, but offering, at the same time, network balancing services.

This requires the adoption of proper management strategies, which should consider

driver mobility needs, V2G economy as well as demanded regulation performance.

1.4 Energy Management Strategies

In a smart grid configuration, the coordination of the energy and power flows is

performed by the Energy Management System (EMS). The EMS represents the MG

(VPP) central controller and its main objective is to define and synthesises the most

suitable power set-points signals for DGs, ESSs and controllable loads, based on

real-time operating conditions of components and system status as well as weather

forecasts and market electricity prices. Therefore, the EMS serves as a gateway

between the distribution network operator (DNO) or market operator (MO) and the

local controllers (LCs), associated at each DG, ESS and load unit [49]. On the basis

of system set-points or price inputs sent from DNO and MO, the EMS determines the

optimal operating condition of local units according to a certain objective function

(e.g. minimisation of energy costs and fuel consumption or maximisation of system
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energy autonomy). Finally, the power scheduling set-points are transferred to LCs,

which accordingly regulate the corresponding power output, depending on physical

constraints of DG and ESS unit. EMS central controllers rely on suitable algorithms,

which can be based on a number of management strategies. Generally, these are

formulated as optimal control problem since the EMS purpose is the minimisation

of a performance index defined over an extended period of time (e.g., one day) by

using a sequence of instantaneous control actions. Several methods can be used

for its solution, being mainly subdivided in four categories: numerical optimisation,

analytical optimal control theory, instantaneous optimisation, and heuristic control

techniques. In the first two cases, the problem is considered in its entirety, i.e.

taking into account at each instant information related to past, present, and future

time; in the latter two, the solution at each time is calculated based only on present

information.

1.4.1 Numerical global optimization

Numerical methods for global optimization require the knowledge of the entire con-

trol horizon and find the global optimal control numerically. This means that the

production from RES, load demands and electricity prices should be well defined

and known in advance. Due to the necessity of knowing a priori the system evo-

lution and to the required computational complexity, these methods are not easily

implementable for real-time applications. Linear programming, dynamic program-

ming and genetic algorithms belong to this category. In particular, the method

most widely used is dynamic programming [50–52], which solves the optimal control

backwards in time, i.e. starting from the final instant of the control horizon and

proceeding backwards, ending at the initial time.

Dynamic programming (DP) was originally used in 1940 by Richard Bellman and

allows the simplification of complicated control problems by means of their recursive

segmentation in simpler sub-problems. The DP approach has several advantages,

being able to find the global solution of both linear and non-linear problems, also

in presence of control and state constraints. However, it suffers from the so-called

curse of dimensionality, which entails the computational load exponential rise with

the increase of state variables dimension. This drawback amplifies the computational

complexity and limit the DP range of applications.
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1.4.2 Analytical optimal control techniques

Analytical methods consider the entire control horizon as well, but use an analytical

problem formulation to find the solution in closed and analytical form, consequently

lowering the resolution time. However, in order to obtain a suitable description which

can be completely solved by using these techniques, a significant simplification and

abstraction of the problem is often required. Among these methods, the most used

is the Pontryagin’s minimum principle [53].

Pontryagin’s minimum principle (PMP) was formulated in 1956 by the Russian

mathematician Lev Semyonovich Pontryagin as a special case of Euler-Lagrange

equation of calculus of variations. Being based on non-linear second-order differen-

tial equations, the dimension of the problem increases only linearly with the number

of variables, which entails a low computational complexity. However, PMP pro-

vides only necessary conditions for the optimal solution, potentially leading to local

optimal rather than to a global solution. Another limit of this technique is that,

it generally requires a-priori knowledge of the entire optimisation horizon, which

considerably limits its real-time implementation, unless combined with adaptive ap-

proaches.

1.4.3 Instantaneous optimisation

Instantaneous optimisation methods modify global optimal control problems into a

sequence of local (instantaneous) problems, calculating the solution as a sequence of

local minima. In this case, the cost function depends only on the present state of

system variables, enabling their real-time implementation. These family of control

strategies include: model predictive control (MPC), neural networks and particle

swarm optimisation approaches. Additionally, a further development of PMP can be

effectively used for on-line applications, by reducing the global optimisation problem

into local and solving the control problem in the continuous time domain, without

use of information regarding the future [53,54].

1.4.4 Heuristic control methods

Heuristic control techniques are not based on explicit optimisation, since the energy

management applies a pre-defined set of rules. Rules are typically derived by heuristic

or mathematical models on the basis of engineering knowledge of the system and
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practical experience. These strategies are robust and computationally efficient, and

hence easily implementable in real-time EMS. However, the main drawback is that

the results may not be optimal, due to the lack of a formal optimisation. Rule-based

control strategies and fuzzy logic methods are the most significant approaches of

these control techniques.

The rule-based control strategies (RBS) are static controllers, based on rule tables

of flowcharts used to define the operating point of system components. As a conse-

quence, the EMS takes decision based only on current information and instantaneous

conditions, which facilitates the respect of local constraints. In fact, the rules can be

theoretically developed in order to deal with any violation of system boundaries. On

the other hand, the rules are defined without referring to any standard methodology

and need to be again synthesised for every new system configuration.





Chapter 2
Management Strategies for

Microgrids and Virtual Power Plants

2.1 Introduction

The awareness of climate changes caused by energy production and consumption

systems has driven the worldwide policies to promote a sustainable energy transition.

In order to combine the needs of an energy growing demand with a sustainable

development, the distributed generation (DG) based on Renewable Energy Sources

(RES) was significantly supported in the last years. This, jointly with the subsides to

RES provided by many countries worldwide, has caused a fast-growing demand and

increasing deployment of RES conversion systems, creating the economic conditions

for a de facto energy source transition. However, the natural variability of some

renewable sources, such as wind and solar, has introduced a series of challenges in

order to preserve the quality, reliability and controllability of the electricity grid.

As result, the classic hierarchical and strictly regulated management model of the

present power systems is no more suitable for handling a progressive increment of

energy supply from intermittent RES. In fact, the integration of these technologies

at a significant scale requires a much more flexible grid that can cope with the

variability and uncertainty of supply introduced by RES systems. New operational

paradigms are consequently emerging, forcing toward the adoption of active smart

network architectures [7].

Microgrids (MGs) and Virtual Power Plants (VPPs) are two grid concepts that

can be effectively applied in active network management of a smart grid, allowing
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the efficient integration of RES into the power system [10]. Both approaches are

based on the clustering of demand and generation and on the adoption of a suitable

network supervisory control. The aim is reducing the impact of the intermittent RES

generation and improving the dispatching efficiency both technically and economi-

cally, resorting to the use of Energy Management Systems (EMSs). These avoid the

infrastructure strengthening of distribution and transmission networks, consequently

determining a neutral economic impact of RES exploitation on the power system.

However, due to the intermittency and poor predictability of RES generation cou-

pled with the uncertainty of load demands, new challenges arise for the design of

reliable and stable MGs and VPPs [55]. For example, depending on the short-term

variability of weather conditions, solar PV and wind energy generations are subject

to rapid fluctuations, which result in instability of active and reactive power profiles.

Additionally, the mismatch between RES production and load demand may lead

to unbalance conditions and consequently impair the stability and security of the

system. In order to address these problems, various strategies, including using con-

ventional generators [56], applying demand-side management (DSM) programs [57],

and enabling energy cooperation in networks of MGs and VPPs [58], have been pro-

posed. Among these technical options, Energy Storage Systems (ESSs) are emerging

as one of the most effective and practical solutions to improve the stability, reliability

and security of the novel smart grid architectures. In fact, ESSs may provide the

best compensation resources for a number of grid services, such as the time shifting

of electricity generation and load demand, the balance of the unavoidable forecasting

errors occurring in the prediction of local demand and production, and the stabili-

sation of the voltage and frequency for both short- and long-term applications.

Batteries can play a crucial role in this framework: they are efficient and ver-

satile ESS technologies, some commercial chemistries being already mature for in-

tegrating RESs and providing smart grid services [59]. Alongside stationary and

centralised storage systems, distributed battery configurations have gained momen-

tum. In particular, as electric vehicles (EVs) become more popular, the possibility

of using on-board batteries as load-side distributed ESS has been widely discussed

in the technical literature. The related technologies are called Vehicle-to-grid (V2G)

or Vehicle-to-home (V2H) and enable EVs to provide a variety of services to grid

operators and customers.

The presence of ESSs both in centralised and distributed configuration can make

the management of power balance and the definition of the supervisory strategy a
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challenging task, as they depend on a number of variables. In fact, storage devices

introduce additional degrees of freedom in the control of the system that thus needs

to be carefully defined. Defining the best management and operating mode for ESSs

can have a significant impact on the power systems operation since storage power

outputs can be controlled in order to reach several objectives (e.g. reducing the

system energy cost, minimising power losses, shifting peak load, compensating RES

power fluctuations and forecasting errors, and reducing the dependence from the

main utility grid [59]). Moreover, the off-line development and implementation of a

management strategy is fundamental in order to identify the proper rating of ESS

and avoid oversizing, to verify the effectiveness and reliability of control algorithms,

and enable the efficient and optimal use of all energy resources by technical and/or

economic point of view.

In this Chapter, several algorithms and methodologies for the management of

MGs and VPPs, integrating RES generators and battery ESSs, are proposed and

analysed. In particular, the management strategies here presented are based on two

different approaches that can be categorised as follows:

• rule-based strategies (RBS),

• optimal management strategy (OMS),

The proposed management strategies are implemented in four cases of study, aimed

at highlighting the potentialities of integrating ESSs in different smart grid archi-

tectures. The importance of defining a proper management algorithm in order to

obtain reliable and stable systems operation is underlined, as well.

2.2 V2G and ESS Integration in a VPP

The adoption of a VPP configuration is a quite new concept of managing active power

networks being recently analysed in a number of studies [60–63], and additionally

investigated in several European projects [64]. Originally, a VPP was defined as an

aggregation of distributed generators capable to operate as a unique power plant,

when properly coordinated. More recently, such an initial concept has been extended

to all forms of distributed energy resources, including controllable loads and energy

storage systems. Basically, a VPP gives the possibility to aggregate small grid cus-

tomers (loads, generators or both) who are able to offer competitive energy blocks
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and auxiliary services in energy markets and to compensate for unexpected power

fluctuations of wind and solar energy farms.

ESSs permit both the shifting in time of RES electricity generation and the

compensation for instantaneous energy unbalance and are thus considered basic ele-

ments of VPPs. Nevertheless, the high cost of energy storage technologies represents

so far the main drawback for their diffusion at the distribution grid level, requiring

a careful evaluation and a correct sizing, calibrated on the real application needs. A

feasible solution may be the joint management of stationary ESSs and distributed

storage systems located near load centres, such as batteries of plug-in electric ve-

hicles (PEVs). In this context, V2G technology [36, 39] could be usefully exploited

in order to reduce investment cost of centralised storages. In fact, if the charging

process of PEVs is appropriately managed, for instance by an aggregator [40], EV

batteries can be considered either as controllable loads or distributed ESSs, helping

with the regulation of the grid. Essentially, the aggregator acts as an intermediary

between each EV’s user and the VPP’s EMS, managing EV batteries with the aim

of primarily ensuring the mobility customer requirements, but offering, at the same

time, network balancing services. This requires the adoption of a proper manage-

ment strategy , which needs to consider driver mobility needs, V2G economy as well

as regulation performance.

In this Section, a rule-based management strategy for VPPs integrating EV stor-

age systems and stationary batteries is proposed. It aims at satisfying the VPP

load demand as much as possible by relying on the sole VPP generation resources.

Mathematical models of V2G and centralised ESS are firstly introduced and imple-

mented in the VPP management algorithm. Then, an optimisation procedure, aimed

at optimally designing the VPP by considering the effects of adopted management

strategies and storage systems, is applied. The optimal VPP design is achieved by

solving an optimisation problem, with the objective of minimising the total annual

cost of the system. The proposed management approach is finally validated by means

of a wide simulation study referred to an autonomous VPP characterised by a high

penetration of intermittent RES. The simulation results highlight the effectiveness

of the proposed strategy and the technical and economic benefits of mobile and sta-

tionary electrical storages in the energy management of a VPP. In a nutshell, the

main contribution of the proposed approach is that typical issues of future active

power systems, such as the optimal system planning and design, the definition of

a proper management strategy and the minimisation of investment and operating
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costs, are analysed and addressed in a synergistic way in order to obtain a reliable,

efficient and economic autonomous VPP.

2.2.1 Mathematical Modelling

The effectiveness of the proposed management algorithm considerably depends on

reliable modelling of all VPP components. The mathematical models specifically

developed for the battery and V2G systems as well as for the VPP generation units

(GUs) are described in the following sub-sections. In particular, specific aspects

related to the impact of the hardware constraints on the EMS are highlighted and

modelled.

2.2.1.1 Battery Model

In recent years, the technological progress in the field of electrochemical storage is

especially focused on lithium based batteries, which are considered the best candidate

for automotive and mobile applications thanks to their low weight, high energy

density, efficiency and cycle life. These features make Li-Ion batteries attractive also

for stationary installation, especially in areas characterized by space constraints. In

particular, the Lithium Iron Phosphate (LFP) is currently considered one of the most

versatile and adaptable battery technologies, especially in the vehicular field [29,65].

For these reasons, LFP-based batteries have been assumed as basic technology of

both storage packs of EVs and centralised battery (BESS).

In order to consider the effect of dynamic and non-linear behaviour of LFP bat-

teries, a dynamic energy model is developed. This is based on the analysis of ex-

perimental discharge and charge test results carried out on a 2.3 Ah/13.2 V LFP

battery. An example of data-based voltage and current curves are reported in Fig.

2.1. Referring to the experimental results, a numeric curve-fitting is performed in

order to find polynomial equations that give the best matching with charging and

discharging test outcomes. In particular, a ninth-order polynomial is used in order

to evaluate the discharge terminal voltage (V ) as a non-linear function of the battery

energy (E), as shown in (2.1).

V = a0 · E0 + a1 · E1 + a2 · E2 + a3 · E3 + ...+ a9 · E9. (2.1)

Moreover, it is worth noting that the LFP battery charge process is composed of

two phases: the first at constant current (CC) and the second at constant voltage



34 2. Management Strategies for Microgrids and Virtual Power Plants

(a) (b)

Figure 2.1: LFP battery voltage (blue) and current (red) experimental curves. (a) 0.25
C-rate discharge test. (b) 0.5 C-rate charging test.

(CV). While during the CC stage the terminal voltage is computed as a non linear

function of the energy, in the CV phase the voltage remains constant at its maximum

value (Vmax) and the current decreases. In this case, the battery current (I) can be

determined by means of a quadratic function of E:

I = b0 · E0 + b1 · E1 + b2 · E2. (2.2)

Clearly, (2.1) and (2.2) allow the calculation of V and I as function of the battery

stored energy E and, as a consequence, of its State of Charge (SOC). In order to

determine the battery power and the stored/delivered energy during a specific time

interval ∆t, a discrete time energy algorithm is thus considered. The battery energy

in a generic time step t and, consequently, its SOC can be accordingly obtained by

applying (2.3) and (2.4).

E(t) = E(t− 1) + P (t− 1)∆t, (2.3)

SOC(t) = SOC(t− 1) +
1

Cb
· I(t− 1)∆t, (2.4)

where E(t) and SOC(t) are respectively the updated battery energy and state-

of-charge at the generic time-step t, being Cb the nominal battery capacity and

representing ∆t the duration time of each interval. Furthermore, P indicates the

battery power, calculated by means of (2.5) or (2.6) for discharge or charge mode,

respectively.

P (t) = V (t) · I(t) (2.5)
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P (t) =

V (t) · I(t) CC Phase

Vmax · I(t) CV Phase
(2.6)

Still referring to (2.5) and (2.6), it is worth clarifying that I(t) and consequently P (t)

can be either positive or negative depending on battery operation as load (charging)

or generation unit (discharging). Given the value of E(t − 1), the corresponding

voltage V (t − 1) can be obtained from (2.1). By setting the discharge current rate

or applying (2.2) for the charge process, the value of the power P (t − 1) can be

accordingly determined . The updated battery energy is then evaluated by (2.3) and

subsequently used to calculate the next step voltage. In order to obtain a reliable and

representative emulator of V2G and battery systems, the proposed battery model

needs to include some operative constraints. These are defined as in (2.7) through

(2.10), where j can alternatively take the meaning of BESS or EV. Particularly, the

constraint (2.7) imposes upper and lower limits on the battery SOC, introduced in

order to preserve the battery life and avoid battery damage due to over-charging

and under-discharging phenomena [41–44]. In addition, as far as the battery pack

of an EV is concerned, SOCmin restricts the capacity usable for V2G management

purpose in order to guarantee in all cases an energy reserve for driving a preset

kilometer range. The battery current constraints are outlined in (2.8), where the

maximum tolerable charge/discharge current rates are considered. Batteries power

is constrained by (2.9) and the power limits are specified in (2.10). The latter defines

the constraints on the battery power capability at each time-step, by considering

three elements [39]: the maximum battery current rates, the maximum rated capacity

of the bidirectional AC/DC converter (PC) and the maximum power flow allowed

from the connection line (PL).

SOCmin
j ≤ SOCj(t) ≤ SOCmax

j (2.7)

Iminj ≤ Ij(t) ≤ Imaxj (2.8)

Pmin
j ≤ Pj(t) ≤ Pmax

j (2.9)

where: 
Pmin
j (t) = max(Iminj · Vj(t),−PC ,−PL)

Pmax
j (t) = min(Imaxj · Vj(t), PC , PL)

(2.10)
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Figure 2.2: Statistical time distribution of private cars en-route referred to a typical week:
work-days (green), Saturday (blue) and Sunday (yellow).

2.2.1.2 V2G Model

The V2G system is modelled by the aggregation of plugged EV batteries. V2G

storage and power flows from/to the grid are managed by the aggregator (namely

the V2G controller). It can estimate at each time-step the global available capacity,

according to the number of EVs connected to the grid, EV battery SOC, current

and power limits as well as driver requirements. This information allows the correct

evaluation of energy services that can be effectively provided by the V2G system at

each sampling interval.

The application of the V2G concept requires a detailed knowledge of driving

profiles, which can be obtained referring to daily mobility habits. In particular,

a proper mobility model is developed starting from the analysis of statistical time

distributions of vehicles on the road, as deduced from [66] and reported in Fig. 2.2.

At each time-step, the whole EVs fleet is accordingly partitioned into two groups:

the first composed of vehicles on the road (r) and the second represented by parked

EVs (q). Within the latter a further sub-fleet is defined by the set of parked and

plugged EVs (s), as follows:

s(t) = q(t) · ρ = [1− r(t)] · ρ (2.11)

In (2.11), ρ identifies the plug-in ratio parameter, which represents the percentage

of parked EVs that are actually plugged. Such a parameter takes into account the
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availability of charging infrastructure and the EV owner’s willingness to physically

connect the vehicle to the grid and provide V2G services. Assuming the EV fleet

constituted of nEV vehicles, its rated capacity and power are calculated by (2.12)

and (2.13) respectively.

En = Eb · nEV (2.12)

Pn = Pb · nEV (2.13)

being Eb and Pb the EV battery rated capacity and power respectively. Therefore,

based on the proposed battery and mobility models and applying (2.11) through

(2.13), the V2G controller can estimate at each time-step the global available V2G

capacity (Es) from (2.14).

Es(t) =



[
Es(t− 1) ·

(
1− r(t)

s(t− 1)

)]
+

+

[
Es(t− 2) ·

(
r(t− 1)

s(t− 2)

)]
+

−
(
CEV · r(t− 1) · nEV · ρ

)


(2.14)

Eq. (2.14) consists of three terms. The first evaluates the energy at the time t based

on the stored energy at the previous step Es(t− 1). From this quantity the capacity

subtracted by EVs which start their trips at the time t has been subtracted. The

second term represents a further additive component which takes into account the

energy added by EVs arrived to their destinations at the time t, which were en-route

in the previous step (t − 1) and parked and plugged at the time (t − 2). The third

term finally deducts the energy consumption of EVs (CEV ) on the road at the time

(t − 1). At each t-sampling interval, the V2G controller needs to compute also the

boundaries of the available V2G energy capacity, as defined in (2.15)-(2.16).

Emin
s ≤ Es(t) ≤ Emax

s (2.15)

where: 
Emax
s (t) =

(
SOCmax

EV − SOCmin
EV

)
· En · s(t)

Emin
s (t) = SOCmin

EV · En · s(t)
(2.16)

Still referring to (2.15) and (2.16), the energy charged in the plugged EVs battery
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can not exceed Emax
s (t), which represents the maximum aggregated battery available

at the considered time interval; whereas the energy supplied to the grid must be

lower limited by the energy Emin
s (t), necessary for guaranteeing emergency leavings.

Finally, the V2G controller complies with the following constraint, applied for the

definition of the actual power outputs of the aggregated V2G battery:

Pmin
s ≤ Ps(t) ≤ Pmax

s (2.17)

In (2.17), the maximum charge/discharge power capability of the V2G system are

calculated from the current limits of plugged EVs and rating power of the line con-

nection, in accordance with (2.10). It is worth noting that when the V2G system

is considered unavailable, Ps is equal to zero and thus there is no energy exchange

between plugged EVs and the VPP.

2.2.1.3 Non-renewable Generation Unit Model

The VPP is tasked with aggregating different distributed generators both renewable

and fossil. In particular, since VPPs are generally designed to supply electrical and

thermal loads, a combined heat and power (CHP) is generally required. In this case,

the CHP needs to be modelled in order to ensure a stable and secure management

of energy supplying within the VPP. To this end, some hypnotises are put forward.

The CHP is primarily supposed to be heat driven, being a gas turbine its prime

mover. Additionally, an external boiler is integrated within the CHP system at

the aim of increasing the VPP flexibility and reliability. The CHP plant is hence

modelled using rated thermal and electrical power, minimum loading capacity, heat

to power ratio and efficiency. In particular, as can be observed in Fig. 2.3, the

gas turbine efficiency (ηG) depends on the load power (PG), and it is consequently

modelled by a second order exponential function, as follows:

ηG = α · eβPG + γ · eεPG . (2.18)

By implementing such a model, the EMS is able to evaluate the CHP electrical

efficiency as the electrical power changes. Consequently, it is possible to estimate

the variations in fuel consumption due to partial load operating conditions. The

modulation of the CHP electrical power is limited by the constraints of its maximum

rated power (Pmax
G ) and technical minimum (Pmin

G ).
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Figure 2.3: Efficiency curve of a medium-size gas turbine as a function of load power
(p.u.).

2.2.1.4 RES and Load Models

The power productions of wind (PW ) and PV (PPV ) generators as well as VPP

loads (PL) are modelled from real input data obtained from two German network

operators. The measurement data were then normalised to the measured peak load,

obtaining synthetic hourly profiles. These are depicted in Fig. 2.4 for an average

week.

2.2.2 Energy Management Operating Strategy

The main goal of the EMS is satisfying the VPP load requirements as much as pos-

sible, by the exploitation of the VPP’s GUs and storage systems. In order to achieve

this primary purpose, a rule-based management strategy, derived from load following

criteria and energy balance equations, is proposed. The flow chart diagram reported

in Fig. 2.5 illustrates the main steps in the synthesis of the EMS strategy. Basi-

cally, the management algorithm starts from the hourly evaluation of load demand

and generation units production. The status of BESS and EVs operating in V2G

mode together with maximum and minimum charge and discharge capabilities are

estimated as well, by implementing the battery and V2G models described in (2.1)

through (2.17). The expected load and power sources productions are then used to

compute the VPP electric balance and detect the presence of an energy imbalance
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Figure 2.4: Weekly power production of PV (red) and wind (green) generators and load
power demand (blue).

condition in accordance with (2.19).

PT (t) = PL(t)− PG(t)− PW (t)− PPV (t). (2.19)

The identification of an electricity surplus or deficit event defines the specific control

action with the aim of completely satisfying the electric load requirements. The

sequence of management actions enables ESSs to priority support the VPP when

imbalance events occur, within the limits of their capacities and availability. In fact,

the introduction of energy storage systems in the VPP could be essentially exploited

to relax several energy management constraints, reducing modulation actions on the

VPP’s GUs and controllable loads, as clarified in the following. Moreover, although

the required balance services can be carried out by V2G and BESS, the proposed

strategy prioritizes the exploitation of V2G resources in order to reduce the sizing

needs for the centralised storage. The actual discharge/charge power of the V2G

system is defined as shown in Fig. 2.6a. Similarly, the power set-point for the BESS

system is determined on the basis of the decision process of Fig. 2.6b. If ESSs are

not able to cover the whole imbalance, GUs and controllable loads are dispatched

accordingly, following the set-point definition procedure of Fig. 2.6c. Assuming an

overproduction event, the EMS could act a reduction of the local fossil fuel energy
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Figure 2.5: Flow chart of the EMS algorithm

production, followed by modulation of RES generators, if the energy balance condi-

tion is still not satisfied. It is worth observing that, since the CHP is heat driven,

when a power reduction is required, the CHP controller activates the external boiler

in order to cover the whole heat demand. In case of energy underproduction, the

EMS modulates fossil fuel plants by increasing their energy production and then,

if the deficit condition persists, the controllable loads are regulated by resorting to

demand response (DR) agreements.

The EMS management strategy allows the recharge of EVs only when an over-

production occurs, preventing VPP overload which could be caused by unmanaged

charging. In spite of this, EV mobility requirements are in any case preserved thanks

to the introduction of proper constraints on SOC of V2G batteries, as in (2.7).

The applied EMS operating control is implemented assuming a decision making

interval equal to one hour. The choice of an hourly operating step is fundamentally

related to the sampling interval of the majority of the data-set used for modelling

electrical energy production and demand.

2.2.3 The VPP optimal design problem

The problem of optimally sizing the power capacity of wind and PV power plants

(P b
W and P b

PV , respectively) and the EVs fleet dimension (nEV ) for an autonomous

VPP is modelled by (2.20) through (2.26). The proposed economic optimisation

algorithm determines the minimum VPP annual total cost (TC) for the defined
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(a)

(b)

(c)

Figure 2.6: EMS operations: definition process of VPP resource set-points. (a) V2G. (b)
BESS. (c) GU and controllable loads.
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ensemble of decision variables, using the objective function reported in (2.20). The

TC is updated at each iteration by running a full simulation of the VPP operations

throughout a whole year with an hourly resolution. The optimal problem is hence

formulated as follows:

min TC = min
8760∑
t=1

∑
i,j

Gi(t) +Bj(t) +M(t) +D(t) (2.20)

subject to (2.21)-(2.22) ∀t ∈ [1, 8760],{
PL(t) + Ps(t) + PBESS(t)− PG(t)− PW (t)− PPV (t) = 0 (2.21)

QL(t)−QG(t) = 0 (2.22)

and constrained by (2.23) through (2.26):

8760∑
t=1

PW (t) + PPV (t) = 0.2 ·
8760∑
t=1

PL(t) (2.23)

P b,min
PV ≤ P b

PV ≤ P b,max
PV (2.24)

P b,min
W ≤ P b

W ≤ P b,max
W (2.25)

nEV ≥ nminEV , (2.26)

where Gi is the generation cost of the power plant i, including CHP, PV and wind

resources; Bj represents the storage cost for BESS and EVs, while M symbolises the

cost associated to RES power production modulation and D typifies the load deficit

cost. Moreover, QG defines the thermal power output of the CHP plant, being QL

the thermal power load demand.

As far as the problem constraints are concerned, (2.21) and (2.22) represent re-

spectively the hourly electrical and thermal VPP energy balance conditions, whereas

(2.23) defines the VPP design constraint connected to RES European Strategic en-

ergy plan goals. This particularly implies RES annual energy productions supplying

the 20% of the yearly demand of the district loads. Local RES and electric mobility

planning constraints are applied by (2.23)-(2.26), which could take into account both

the renewable plants capacity limits and local environmental planning restrictions.

The calculation of the TC in the objective function is based on four terms. Firstly,

the energy generation cost Gi is computed by means of the Levelised Unit Energy

Cost (LUEC) approach [67,68]. It consists of both annualised investment and oper-



44 2. Management Strategies for Microgrids and Virtual Power Plants

Figure 2.7: Virtual Power Plant structure: case of study.

ating costs of each generator, the latter including annual fuel and maintenance costs

of RES plants, CHP and external boiler. In particular, (2.18) is properly employed

for the correct evaluation of the CHP fuel cost. The V2G cost (included in the

Bj term) considers subsidiaries for the purchase of EVs and the cost of meter and

communication infrastructures, levelised during the EV life-time. Additionally, Bj

includes the annualised investment costs of the centralised storage system. Refer-

ring to M , the cost associated to wind and PV production curtailment is estimated

conservatively by adopting the external cost concept [69]. Finally, the cost of load

shedding operations is economically evaluated introducing the cost variable denoted

by the Value of Lost Load (VoLL), which represents an average cost caused by the

disconnection of VPP loads in periods of energy deficit. This parameter depends

on several factors, such as the type of customers and activities as well as duration,

frequency and time of outages [70–72]. More detailed information on the economic

assumptions used for calculating the VPP total cost can be additionally found in [73].

2.2.4 Simulations

In order to evaluate the effectiveness of the proposed EMS and VPP structure, a

simulation study is carried out by means of the Matlab Software Package. The

reference energy system is the benchmark industrial district illustrated in Fig. 2.7.

The VPP is basically composed of three energy suppliers: a 20 MW CHP plant,
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a wind farm and a PV power plant. The proposed VPP supplies both electrical

and thermal energy to an industrial zone and a city with 20,000 habitants. The

maximum residential load is 10 MW, while the industrial electrical and thermal

peak loads are assumed both equal to 17 MW. The car fleet of the overall VPP

consists of 11,000 vehicles, corresponding to about 550 passenger cars per 1,000

inhabitants [74]. A variable number of automobiles is then assumed to be replaced

by pure plug-in electric vehicles, characterised by CEV equal to 0.145 kWh/km in

accordance with the average energy consumption of commercial EVs. Moreover, a 23

kWh battery capacity is considered. However, since the SOC range of the battery

usable for V2G services is limited by (2.7), the SOC is effectively bounded to a

range of 45% − 95%. This allows the EV to have a supplemental kilometre range

of 40 km, which accounts for unexpected and additional journeys. In addition, EVs

are assumed to be plugged through power lines with a maximum rated power and

current-carrying capacity of 3.3 kW and 16 A, respectively. Regarding the plug-in

ratio parameter ρ, the percentage of parked EVs that are actually plugged is set

constant to 0.8 for each simulation time-interval. Based on this value it is possible

to determine the corresponding time distributions of vehicles providing V2G services,

as shown in Fig. 2.8.

The rule-based management algorithm integrated in the optimal problem is re-

cursively applied in order to determine the optimal size of VPP units by means of

(2.20) through (2.26). Therefore, planning constraints (2.24), (2.25) and (2.26) need

to be specified for the presented case of study. Particularly, a minimum EVs number

equal to 100 is set, whereas PV rated power P b
PV is considered varying between 5

MW and 10 MW. Finally, a variation range of 10 MW-22 MW is hypothesised for

the wind park.

In the following, three scenarios are analysed in order to compare the effectiveness

of different storage solutions for the autonomous VPP. The first is the reference

scenario, where no ESSs is deployed; the second evaluates VPP performance and

resources optimal rating considering the V2G system as distributed ESS; finally the

integration between V2G and stationary BESS is analysed in the third scenario.

2.2.4.1 Reference Scenario

In this scenario, the application of the optimisation algorithm allows to define the

optimal sizes of PV and wind generators that minimise the VPP annual total cost,

satisfying the design constraints. Referring to the VPP configuration of the refer-
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Figure 2.8: Statistical time distribution of EVs available for V2G services referred to a
typical week: work-days (red), Saturday (blue) and Sunday (yellow)).

ence case, Fig. 2.9a shows the hourly time evolution of VPP electrical consumption,

potential production without EMS actions, and the results of the management strat-

egy for a general three-days period. It can be observed that the VPP balance is not

globally achieved and the EMS has to resort to load shedding, especially in the peak

load periods. A summary of the reference scenario results is reported in Table 2.1.

2.2.4.2 Second Scenario

In the second scenario, a Vehicle-to-Grid algorithm is integrated into the EMS proce-

dure in order to improve the VPP reliability by managing the charging/discharging

cycles of PEVs batteries. The optimisation problem results can be observed in Table

2.1, whereas the corresponding hourly operation for a three-days period is depicted

in Fig. 2.9b. It is worth noting that the introduction of an EVs fleet operating in

V2G mode reduces the total cost by 2.3% and cuts load deficit cost by 64% respect

to the reference scenario results. However, it can be also observed that some con-

ditions of imbalance still occur and these are mainly distributed during peak load

hours.The annual frequency distribution of power deficit is depicted in Fig. 2.10 and

shows the inability of the VPP to supply the totality of load demand, resorting to

load curtailment operations for nearly 500 hours per year. The minimum number of

EVs necessary to reduce to zero the energy not supplied and reach the VPP energy

autonomy is consequently calculated, resulting in a fleet of 1895 EVs (i.e. 17.2% of

the overall VPP cars) Nevertheless, since the rise in storage costs is higher than the
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(a)

(b)

(c)

Figure 2.9: Time evolution of VPP electrical consumption (red), potential production
without EMS actions (green), and the results of the management strategy (blue). (a) Ref-
erence scenario. (b) First scenario. (c) Second scenario.
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Figure 2.10: Annual frequency distribution of power outages for the second scenario
optimal configuration.

deficit cost reduction, this solution results in increasing TC by 7.9% respect to the

reference scenario.

2.2.4.3 Third Scenario

In this scenario the centralised battery system supports the VPP during peak hours

in addition to the distributed V2G storage. The aim is finding the optimal dimension

of the EVs fleet which permits VPP islanding operations without resorting to load

shedding actions. To this end, the optimisation problem is formulated differently

from (2.20), adopting as objective function the minimisation of the load deficit cost

and using as decision variable the sole EVs number. Consequently, in this case,

the same optimal RES power plant dimension of the second scenario is assumed.

Moreover, the rated power and capacity of the stationary BESS are set equal to 0.9

MW and 6 MWh respectively. Such a sizing has been obtained from the analysis of

the annual distribution and value of power outages detected in the second scenario

as reported in Fig. 2.10. The optimal solution results in an minimum EVs number

equal to 1180, which represents the 8.4% of the whole VPP car fleet. As can be

observed in Fig. 2.9c and in Table 2.1, the proposed integrated storage system is

effectively managed in order to obtain a reliable autonomous VPP, reaching the full

hour energy balance with no power shortfalls. Nevertheless, the economic results of

Table 2.1 also show a total cost rise of 1.8% respect to the reference scenario and
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Table 2.1: Scenarios relevant results.

Unit 1st Scenario 2nd Scenario 3rd Scenario

Pb
PV MW 5 5 5

Pb
W MW 10 16 16

nEV - 506 1180

Generation Cost Me/y 10.89 11.44 11.35

EV Cost Me/y - 0.66 1.54

BESS Cost Me/y - - 0.24

Deficit Cost Me/y 1.45 0.52 0

Total Cost Me/y 12.93 12.63 13.16

4.2% in comparison to the second. Such an outcome is mainly due to the growth in

the EVs annual costs. In fact, the EVs number is computed in order to minimise

the annual VoLL cost and not to optimise the VPP total cost, as in the previous

scenarios. In spite of this, it is interesting to point out that the complete satisfaction

of the VPP electricity demand can be achieved at a lower total cost respect to the

sole V2G implementation suggested in the second scenario, where 1895 EVs are

necessary to reach the same result.

2.2.4.4 Sensitivity analysis

The emulation of the V2G storage presented in the previous sections is implemented

in the EMS algorithm considering a plug-in ratio ρ equal to 80%. At the present

time, this percentage would be very hardly achievable due to the low diffusion of

infrastructures suitable for the implementation of the V2G technology. For these

reasons, the evaluation of effects induced by lower plug-in ratios is fundamental in

order to validate the robustness of the obtained results. Therefore, the sensitivity

of total cost to ρ and nEV variables is analysed. Particularly for the third scenario,

the results shown in Fig. 2.11 reveal that the integration of V2G with the stationary

BESS makes the VPP robust to weaknesses of V2G infrastructure. This statement

can be deduced by using the total cost as a management quality index that annually

quantifies the energy balance into the VPP. In fact, assuming constant the number

of EVs as well as battery size, and variable the plug-in ratio, the total cost variation

can be only associated to the rise of the load curtailment actions, which in turn



50 2. Management Strategies for Microgrids and Virtual Power Plants

Figure 2.11: Evolution of total cost function versus EVs number and plug-in ratio for
the third scenario.

Figure 2.12: Differential annual cost versus EVs number and plug-in ratio.

are mainly related to the reduction of ρ. For example, considering fixed the VPP

configuration reported in Table 2.1 for the third scenario, the assumption of ρ equal

to 10% results in a 3.4% increase in TC from the value obtained with a plug-in

ratio of 80%. Therefore, considering the limited impact on the TC, such an outcome

points out the low sensitivity of the integrated ESS configuration to ρ variations.
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From a summary analysis of the second scenario, it’s clear that ρ has a more

significant impact on total cost and VPP energy management, since in this case the

V2G system is the only ESS of the VPP. In order to better quantify the consequences

of the integration between stationary BESS and V2G in an autonomous VPP, a

comparison between the two storage-based scenarios has been carried out, evaluating

the mathematical difference (∆) between the total cost functions of the second and

third scenario (referred to same conditions of ρ and nEV ). Fig. 2.12 graphically

summarizes the obtained outcomes, showing the dependence of the differential cost

∆ on ρ and nEV . Each trace represents a mathematical set of points in the (nEV ,

ρ) plane characterised by a constant ∆, where a positive ∆ indicates total cost of

the second scenario greater than that of the third. Referring to the trace for ∆= 0

as the reference curve, it can be observed that the ∆ evolution is characterised by

a different gradient in the two side of the plane (nEV , ρ) which assumes relevant

values when a combination of low (nEV , ρ) occurs. Particularly, a plug-in ratio lower

than 15% results in total cost of the third scenario less than that of the second for

every dimension of the EVs fleet. This shows the advantage of the V 2G + BESS

configuration in term of robustness, making it more suitable to support the VPP

especially during the start-up period of the V2G technology, when low values of

both ρ and nEV are highly probable. From these considerations, its evident that

the approach of minimising the VPP total cost does not provide always the best

solution. In fact, it gives only an economic evaluation of the VPP configurations

and does not take into the account the uncertainty of some system parameters,

such as ρ and nEV , which can significantly influence the VPP performance. Since

this critical remark does not emerge by the sole comparison of optimisation results

reported in Table 2.1, the proposed sensitivity analysis appears of utmost importance

in order to correctly estimate the feasibility of the VPP in every nEV -ρ condition.

In conclusion, simulation results have highlighted the economic and energy benefits

for an autonomous VPP featuring an integrated ESS. In particular, the synergy

between V2G and BESS allows the achievement of more robust VPP configuration,

permitting to make the results of the proposed optimisation procedure less dependent

on the uncertainty connected to V2G infrastructures.
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2.3 ESS Integration in an Industrial Microgrid

The previous section has highlighted the viability of centralised battery storage in

active power networks, especially when integrated with other ESS technologies. In

fact, although energy- and power-intensive services can be both provided by several

electrochemical storage technologies, the use of a sole stationary battery system for

smart grid services will likely result in storage oversizing and related unnecessary

investment costs. Referring to an islanded MG, its reliability can be ensured by in-

stalling adequate generation resources and ESS, the latter operating as both energy

back-up and power compensating unit. However, the strict specifications in terms

of capacity and power capability imposed in this case may not be satisfied by a

single storage technology without incurring in oversize and over-costs. The concept

of Hybrid Energy Storage System (HESS) is accordingly introduced, indicating a

system composed of two complementary ESS technologies. Generally, the most dif-

fused HESS configuration is based on a BESS coupled with high power ESSs, such

as flywheels or supercapacitors. Nevertheless, different combinations could be imple-

mented, for instance exploiting the synergistic integration of thermal and electrical

storage systems.

A novel approach is represented by the deployment of thermal energy storage

(TES) associated with small-scale Concentrating Solar Power (CSP) plants as sup-

porting units of micro smart grids. In fact, the use of thermal storage enables the

dispatchability of CSP plants, making this solar technology suitable for shifting en-

ergy, reducing feed-in-power variability, smoothing electricity production as well as

providing base load generation and scheduled power-to-grid profiles [75–77]. There-

fore, CSP plants with TES could be able to provide several energy services to the

MG, representing an ideal complement to battery systems. In fact, BESS can be

used for balancing the forecasting errors or compensating the fast power variations

of loads and RES generators. As a result, a proper sizing of the BESS could be

obtained considering its exploitation mainly for power applications.

In this Section, a rule-based management strategy for an industrial MG inte-

grating electrochemical and thermal storage systems is proposed. It aims at fully

supplying the MG loads by 100% RES generation and ensuring the accomplishment

of scheduled power-to-grid profiles. The microgrid will be developed from an existing

municipal waste treatment platform, which includes gasometers and CHP generators

as well as several energy-consuming processes. Therefore, a detailed analysis of its
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Figure 2.13: Schematic representation of the industrial microgrid.

electrical loads and a proper evaluation of the whole system energy balance is firstly

presented. Then, the necessity of effectively managing the available resources of the

waste treatment plant and determining charge/discharge cycles of storage systems

is addressed by the proposed management approach. To this end, the microgrid

power dispatching has been determined by controlling all the RES generators and

storage systems in a synergic way, considering also the different dynamics of demand

variations during the day and the week. Finally, the simulation results demonstrate

the feasibility of a small scale CSP plant combined with thermal and electrochemical

storage systems in order to enhance the reliability and autonomy of the industrial

microgrid, highlighting the effectiveness of the proposed management algorithm, as

well.

2.3.1 Microgrid Energy Balance and Modelling

The development of the reference industrial MG (schematically represented in Fig.

2.13) is planned in order to integrate a CSP-TES plant and a BESS in an exist-

ing waste treatment platform within the Concentrating Solar Power Project [78].

The project is co-funded by the European Union in the framework of the ERDF

2007-2013 and will be realised in the industrial district of Villacidro, in the south of

Sardinia (Italy). There, a waste treatment plant is already in place and includes a

landfill, an anaerobic digestion plant, a gasometers and a CHP system based on a
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couple of internal combustion engines. The biogas produced by the anaerobic diges-

tion process feeds one of the CHP units, and then the electricity production is used

to power the waste treatment plant. However, such a renewable generation is not

sufficient to cover all the electric load demand, requiring the purchase of energy from

the local distribution utility in order to fully supply the residual load. Since energy

interruptions in the platform operations would result in technical problems and eco-

nomic losses, the MG needs to effectively rely on its own generators and storage in

order to guarantee secure and optimal energy supply to continuous processes, also in

presence of power system failure. The installation of the CSP plant and BESS has

hence the primary purpose of improving the security of load supply, fully balancing

the residual load by the sole MG RES generators and storage systems. Consequently,

the MG power balance can be expressed as:

R(t) + S(t)− PJ(t)− PCSP (t) = G(t) (2.27)

where PG represents the power production of the CHP generator supplied by the

biogas from the landfill, PCSP being the power output of the concentrating solar

power plant, including also the TES system. Moreover, S is the power supplied or

absorbed by the battery storage, while G denotes the power exchanged by the MG

with the distribution grid. Finally, R indicates the MG residual load, further defined

as in (2.28).

R(t) = L(t)− P a
CHP (t) (2.28)

being L the total load of the waste treatment plant and P a
CHP the power supplied

by the CHP unit associated with the anaerobic digestion plant. The daily power

evolution of the residual load R during typical working and non-working days is

reported in Fig. 2.14. In particular, referring to Fig. 2.14a, the platform base load

can be identified, which represents the standby condition typical of non-working

hours and Sundays. On the other hand, the power profile of residual load during

working-days clearly shows high variability and fast dynamics, as can be observed

in Fig. 2.14b. Based on such considerations, R can be decomposed in three terms

in accordance with (2.29).

R(t) = Rb(t) +Rm(t) +Rd(t) (2.29)
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(a) (b)

Figure 2.14: Typical residual load power profiles. (a) Sundays. (b) working days.

The first element (Rb) represents the base load, while the second (Rm) indicates the

average demand, Rd accounting for the fast load variations. Due to their slower re-

sponse rates, the RES generators are not able to compensate the sudden variations of

power demand, highlighting the necessity of decoupling slow and fast load dynamics.

Particularly, BESS can be used in order to provide the power compensation of the

unavoidable unbalance conditions due to the slower dynamic response of the RES

generators.

2.3.1.1 Battery System

Considering a generic battery system, the power effectively exchanged with the grid

S can be obtained by (2.30).

S(t) = Pc(t) + Pd(t), (2.30)

Pd and Pc denoting respectively the power effectively delivered to and drawn from

the grid. It is worth noting that Pd and Pc are alternatively equal to zero, since

the battery cannot supply and absorb energy from the grid simultaneously. As a

consequence, the power S takes positive values when charging and negative when

discharging. Moreover, S is constrained by the BESS power exchange boundaries

(2.31), defined by the maximum battery charge/discharge current and by the power

capabilities of the bidirectional converter.

Smin ≤ S(t) ≤ Smax (2.31)
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The stored energy (E) can be subsequently calculated by (2.32).

E(t) = E(t− 1) +

∫
t

(
Pd(t)

ηd
+ ηc · Pc(t)

)
dt (2.32)

in which ηc and ηd represent the overall charging and discharging efficiency, respec-

tively. Finally, E must comply with upper (Emax) and lower (Emin) boundaries

defined in order to preserve both battery rated performance and lifetime. On the

basis of these considerations, the constraints imposed on E lead to:

Emin ≤ E(t) ≤ Emax. (2.33)

2.3.1.2 CHP Generator and Biogas Storage

The existing CHP plant of the waste treatment platform is composed of two identical

internal combustion engines, each supplied by different biogas sources as reported in

Table 2.2. As previously stated, the J1 electrical production is completely exploited

to power the platform loads whereas the J2 generation is modulated in order to

cover the base residual load and/or the long-period load variations, accounting also

for the biogas availability. In fact, the biogas extracted from the landfill (lG) is

stored in a gasometer, which directly feeds the J2 unit. This means that the power

output PJ needs to be properly managed taking into account the corresponding

biogas consumption (rG) and the resultant storage level (SOCG). Denoting by k the

lower heating value and by ηJ the efficiency of the CHP genset, (2.34) and (2.35)

hold.

The modulation of the CHP electrical power is clearly limited by global con-

straints given by its maximum rated power (Pmax
J ) and technical minimum (Pmin

J );

however, at each time-step it must also comply with the actual limitation related to

the biogas flow and consumption as well as gasometer SOC boundaries (2.36).

rG(t) =
PJ(t)

ηJ(t) · k
, ηJ = f(PJ) (2.34)

SOCG(t) = SOCG(t− 1) +
1

CG

∫
t

(
lG(t)− rG(t)

)
dt (2.35)

SOCmin
G ≤ SOCG(t) ≤ SOCmax

G (2.36)
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Table 2.2: Main characteristics of biogas supplied to CHP units.

Anaerobic Digestion Landfill

CHP Unit J1 J2

Methane Content 70% 45%

Lower Heating Value 25120 kJ/Nm3 16920 kJ/Nm3

2.3.1.3 CSP Plant

The concentrating solar power plant consists of three main sections: the solar field,

the power block and the thermal energy storage system. The solar field is based

on the linear Fresnel technology, while the power block is constituted of an Organic

Rankine Cycles (ORC) unit with a rated power output of 600 kWe and a 20% net

efficiency. The thermal energy storage consists of a packed bed single-tank based on

the thermocline principle and containing a low-cost filling material. It has a storage

capacity of 14.85 MWh, corresponding to about 5 hours of operation of the power

block at design conditions. The performance of the CSP plant is inferred from [79],

as a function of solar radiation and position.

2.3.2 Energy Management Operating Strategy

The proposed Energy Management System (EMS) consists of an appropriate rule-

based scheduling procedure, as summarized in Fig. 2.15. The management strategy

is developed in order to reach a full annual energy balance, obtained by satisfying the

instantaneous equality (2.27) at each time-step t. It is worth noting that the term

G in (2.27) generally refers to the power transferred from and to the utility grid.

However, the EMS aims primarily at satisfying the load demand only by exploiting

the microgrid resources, resulting in a power drawn from the main network equal to

zero. In this case, G is always negative and represents the MG electric generation

delivered to the grid. In order to complain with electricity market requirements and

grid operator regulations, feed-in power is often expected to respect forecast produc-

tions and/or scheduling programs. In fact, their accomplishment enhances the RES

programmability and penetration level, additionally avoiding RES owners to incur in

imbalance penalty charges. Based on these considerations, G will henceforth denote

the power-to-grid bids of the whole MG system, which are supposed to be constant

and mainly related to the expected production of the CSP plant. As a consequence,
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Figure 2.15: Flow chart of the EMS algorithm: definition process of the MG resource
set-points.

the proposed management strategy has a twofold purpose: besides balancing the

MG load, the EMS is in fact required to respect the feed-in power scheduling pro-

grams. The flow chart diagram reported in Fig. 2.15 illustrates the main steps in

the synthesis of the management strategy. Essentially, the EMS bases the decision

process on the evaluation of the potential production of the CSP plant, obtained by

considering that this RES system can be turned in a partially dispatchable resource

by well-managing its integrated TES. This, in fact, allows the optimal control of

the CSP electrical production in order to accomplish the two aforementioned EMS

tasks. Additionally, the status of BESS and biogas tank together with maximum

and minimum CHP power capabilities are estimated as well, by implementing the

battery and CHP models described in (2.30) through (2.36). The expected MG de-

mand and dynamics of residual load variations are then identified and computed by

applying (2.28) and (2.29). Finally, the CHP landfill-unit, CSP plant and storages

power set-points are determined by following the power dispatching rules summarise

in Fig. 2.15, which are mainly built on the following assumptions:

– scheduled power-to-grid profiles: constant and predictable;

– BESS compensates the fast load dynamic variations;
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– CSP production: keep constant by exploiting the thermal storage capability;

– CHP genset management rule: minimum load operations rather than shutting

down when the whole average and base load is supplied by the CSP plant.

The EMS management strategy enables the recharge of the battery by exploiting the

CSP over-production in off-load periods. Moreover, in order to preserve a defined

reference state at the end of the control horizon, the BESS could be recharged by

the CHP plant during night hours.

The applied EMS operating strategy is implemented in the following simulation

studies, assuming a 1-minute decision making interval. Such an operating step has

been chosen in order to well-compute the short-term variations of loads and deter-

mine the most adequate battery power response accordingly.

2.3.3 Simulations

In order to evaluate the effectiveness of the proposed EMS, a simulation study is

carried out by means of the Matlab Software Package. The simulations of the MG

operations under the proposed EMS strategy are carried out over a period of two

weeks, considering the measured residual load evolution and applying the expected

CSP power profiles. Moreover, a BESS characterised by a 500 kWh nominal capac-

ity and 250 kW rated power is taken into account. Since the performance of the

microgrid strictly depends on the CSP production, the feasibility of the proposed

management strategy needs to be demonstrated under various weather conditions.

Consequently, several simulation scenarios were defined in order to compare the re-

sults achievable with different CSP power outputs. In particular, the expected CSP

production is implemented considering typical days of January, April and July, which

are representative of the winter, spring/autumn and summer periods, respectively.

However, in order to test the robustness of the proposed microgrid management

strategy under challenging operating conditions and to demonstrate its effectiveness

regardless of the CSP generation, only the worst scenario is reported and related sim-

ulation results analysed. In this case, the two-weeks CSP power profile is obtained

considering alternately a sunny day and a cloudy day. Specifically, a zero CSP gen-

eration is set for the latter, while the former is referred to the production assessed for

a typical sunny day of January. By applying the CSP and TES models from [79] and

extrapolating the site solar radiation conditions from the Meteonorm R© software,

the total production of the CSP plant can be estimated. As previously stated, the
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CSP-TES power output is managed in order to achieve a constant profiles over the

day: particularly, for the presented case-study, it is assumed to be constant at 400

kWe from 10 a.m. to 5 p.m.

2.3.3.1 Simulation Results

The simulation results can be observed in Fig. 2.16. Specifically, Fig. 2.16a shows

the time evolution of MG resources power outputs for a general two-weeks period

whereas Fig. 2.16b focus closely on a shorter time-horizon of two-days, giving a more

extensive appreciation of the management outcomes. In addition, the battery power

and stored energy profiles are detailed in Fig.2.16c for the whole simulation period. It

can be observed that the proposed microgrid configuration and management strategy

allow the dispatch of power to the main grid with a programmable profile. The feed-

in power is in fact set constant to 200 kW during CSP operating hours. Such a

value can be effectively achieved and maintained by exploiting also the CHP unit

operations at minimum load. The lower load demand recorded during weekends

allows the power-to-grid profile to be then increased to 300 kW, providing a non-null

CSP production. Different observations need to be made when the power profiles

derived for cloudy days are analysed. In this case the CHP unit supplies both the

average and base residual load, while the fast load dynamics are compensated by

the battery in accordance with the EMS dispatching rules in Fig. 2.15. Since the

priority of the strategy is fully balancing the microgrid electrical energy demand, the

power-to-grid is in this case fixed to zero.

Overall, the reported results highlight that the integration between the CSP-TES

system and the battery storage, along with the adoption of a proper energy man-

agement strategy, makes the achievement of the annual and instantaneous electrical

balance feasible for the benchmark MG. This could consequently result in the re-

duction of contracted power of the waste treatment plant, substantially cutting its

electricity bill. Moreover, the EMS goal of trading energy respecting scheduling pro-

files is accomplished, as well. The reliability of feed-in power scheduling programs

could be a very remunerative requirement, additionally avoiding to incur in economic

duties related to errors in forecasting of local demand and production. Finally, the

integration of the small-scale CSP-TES plant and the BESS would provide more

flexibility to the overall system, increasing the security of power supply even in the

case of outage of the distribution grid or problems with a CHP unit.
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(a)

(b)

(c)

Figure 2.16: Time evolution of MG electrical residual load (green), CHP landfill-genset
production (black), CSP plant power output (red), battery charge/discharge power (purple)
and feed-in power (blue). (a) Two weeks. (b) Detail: two days. (c) Two weeks evolution
of BESS stored energy (orange) and power (purple).
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2.4 EV Storage System in a Cluster of Microgrids

The previous sections have demonstrated the improvements in MG and VPP oper-

ations due to the integration of storage systems both in centralised and distributed

configurations. As highlighted in the preceding analyses, the feasibility of achieved

results is strictly related to the effectiveness of the applied management algorithm,

which is derived from rule-based strategies (RBS) in the case-study of Sections 2.2-

2.3. These management strategies are characterised by a combinational behaviour

in which past and future estimations related to the evolution of the system are

neglected. In fact, the energy manager takes decision based only on current in-

formation. Due to such characteristics, RBS require low computational effort and

consequently are suitable for on-line implementation. However, they need a wide

knowledge of the system application and component models in order to determine

proper and effective management rules. Presently, several applications implement

this kind of energy management strategies: such as storage-photovoltaic systems [80],

HES, microgrids and Electric Vehicles [81]. In such cases, the RBS can become quite

complex because of the large number of control parameters involved. For instance,

the EMS needs to take into account several conditions, including the SOC of the

ESS, loads power requirements, operation mode, etc. As a consequence, the set of

possible conditions greatly increases, making the effectiveness of the management

strategy less robust in case of system modifications. Clearly, the RBS are capable of

controlling the application system but do not ensure its optimal behaviour. To this

end, optimisation methods need to be applied.

Several strategies have been proposed in the literature [53, 82–88] to solve the

problem of optimising a given performance index by determining profiles of control

and state variables. For the applications listed above, optimal controllers based on

dynamic programming (DP) are often implemented [50–52]. This numerical method

is based on the Bellman’s principle of optimality and guarantees the global optimal

solution but requires the knowledge of the entire system evolution. Moreover, since

DP solves partial differential equations, the computational load exponentially rises

with the increase of state variables dimension. This disadvantage is called curse

of dimensionality and amplifies the computational complexity, limiting the DP

implementation for large systems and real-time applications. Another approach is

based on analytical optimisation methods that consider the whole system evolution

as well, but use an analytical problem formulation to find the solution in a closed
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form. Among these methods, Pontryagin’s minimum principle (PMP) has been

recently introduced and implemented, especially in order to control hybrid electric

vehicles [54,89,90].

PMP is a special case of Euler-Lagrange equation originating from the calculus

of variations. It requires less computing time than DP because solves non-linear

second-order differential equations which increase linearly with the variable dimen-

sion. However, PMP provides only necessary conditions, implying that the obtained

optimal trajectory could be a local optimal and not a global solution. In spite of

this, under certain assumptions the necessary conditions from PMP become suffi-

cient for obtaining a global optimal control. Besides, PMP application allows the

reduction of global criterion to an instantaneous optimisation, making feasible its

real-time implementation and the achievement of a continuous-time control strategy.

Therefore, this approach could be effectively used to solve the problem of the opti-

mal management of power flows in MGs integrating storage systems and renewable

generators.

In this Section, a novel application of the PMP approach is proposed referred

to the optimal integration of V2G storage in a cluster of MGs. An one-day ahead

scheduling procedure for global optimisation is consequently developed in order to

define the daily charging/discharging profiles of each EV operating within MGs. The

synthesis of the optimal solution is carried out referring to an appropriate objective

function, which is defined considering the optimal contribution of each EV to the

minimisation of the daily energy exchange between the MGs and the main electricity

network. The worth and effectiveness of the proposed approach are subsequently

verified through a simulation case study, which refers to two MGs connected in an

unconventional manner by means of an EV operating in V2G mode.

2.4.1 MGs Cluster Modelling

A cluster of grid-connected MGs, which is schematically represented by the structure

shown in Fig. 2.17, can be usefully adopted in order to enable a cooperative frame

among MGs. In fact, heterogeneous MGs could be characterised by complementary

load time distributions and power generations, thus offering the opportunity of a

cooperative energy integration. In particular, the coordination and management of

the power transferred to/from each MG give great opportunities to maximise the

self-consumption, optimise the local use of RES production as well as improve the

global stability of the grid. However, considering each MG operating by means of its
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Figure 2.17: Schematic representation of the microgrids structure.

own point of common coupling (PCC), the direct power exchange within the cluster

is not possible. In this case, an EV fleet providing V2G services could be effectively

exploited as distributed and mobile storage system, becoming an unconventional and

additional power network, connecting each MG to the others.

2.4.1.1 Mathematical Modelling of EV Storage Systems

The time evolution of the energy stored in the battery of the j -th EV can be described

by the following continuous state equation:ėj(t) = −
(
pdj(t)

ηd
+ ηc · pcj(t) + prj(t)

)
ej(t0) = e0j

(2.37)

where ηc and ηd represent the overall charging and discharging efficiency, respectively;

e0j is the energy storage state at the initial time t0 for the j-th EV; pdj(t) denotes

the power effectively delivered to the grid, and pcj(t) the power effectively drawn

from the grid, prj(t) being the power requested to the EV battery during driving.

Subsequently, introducing the general term sj for denoting the power effectively

exchanged with the grid by the j-th EV, (2.38) holds. It is worth noting that pcj and

pdj are alternatively equal to zero, since each EV cannot supply and absorb energy
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from the grid simultaneously. As a consequence, sj can be obtained by (2.39). In

particular, the power sj takes positive values when discharging and negative when

charging. 
pdj(t) =

1

2
(sj(t) + |sj(t)|)

pcj(t) =
1

2
(sj(t)− |sj(t)|)

(2.38)

sj(t) = pcj(t) + pdj(t) (2.39)

Moreover, sj is constrained by the EV power exchange boundaries (2.40), defined

by the maximum battery charge/discharge current and by the maximum power flow

permitted by the grid interconnection line. In addition,the stored energy ej must

comply with upper (emaxj) and lower (eminj
) boundaries defined in order to preserve

both battery rated performance and lifetime. On the basis of these considerations,

the constraints imposed on ej lead to (2.41).

sminj
≤ sj(t) ≤ smaxj (2.40)

eminj
≤ ej(t) ≤ emaxj (2.41)

2.4.1.2 Mathematical Modelling of V2G Integration in MGs

Referring to the structure of Fig. 2.17, a number of N MGs can be considered. The

instantaneous electric power balance of the i -th MG can be consequently expressed

by:

gi(t) + ri(t) + si(t) = 0 i ∈ {1, ..., N}. (2.42)

Considering (2.42), gi is the total power traded by the MG with the main grid, si

represents the power exchanged by all the EVs plugged at the i -th MG, as defined

by (2.43), while ri indicates the MG residual load, which is obtained from (2.44).

si(t) =
M∑
j=1

sij(t) (2.43)

ri(t) = P i
RES(t) + Li(t), (2.44)

where M represents the total number of EVs managed in the involved group of MGs,

P i
RES being the power generated by RES and Li denoting the electric demand of the
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i -th MG.

2.4.2 Optimal V2G Management Strategy

The one-day ahead scheduling of EV charging/discharging profiles is obtained defin-

ing the optimal contribution of each EV to the minimisation of the daily energy

exchange between MGs and the main grid. This aims at reducing the MGs de-

pendence from the distribution utilities and increasing the energy autonomy of the

MGs cluster. In terms of optimisation problem, such an objective function can be

formulated as follows:

J(s∗j(t)) = min J(sj) ∀j ∈ {1, ...,M}

J(sj(t)) =

∫ T

0

f(sj(t)) dt =

∫ T

0

( N∑
i=1

gi(sj(t))
2

)
dt

(2.45)

subject to 
ėj(t) = −(α · sj(t) + β · |sj(t)|)− prj(t) (2.46)

ej(t0) = e0j (2.47)

ej(T ) = eTj . (2.48)

In particular, (2.46) is obtained by the combination of (2.37) and (2.39), α and β

being defined by (2.49): 
α =

1

2

(
1

ηd
+ ηc

)

β =
1

2

(
1

ηd
− ηc

) (2.49)

Finally, control and state variables constraints need to be considered for the

proper formulation of the optimal problem. These are defined in (2.40) and (2.41)

for all t ∈ [0, T ], but can be best computed in the following forms:

yj(t) = (sj(t)− sminj
)(sj(t)− smaxj) ≤ 0 (2.50)

kj(t) = (ej(t)− eminj
)(ej(t)− emaxj) ≤ 0 (2.51)

The solution of such an optimal control problem is derived by applying the Euler-
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Lagrange approach and, in particular, its generic formulation in terms of Pontryagin’s

minimum principle. In particular, the optimal problem can be analytically solved by

finding the optimal control law which minimises the cost functional (2.45). Starting

from these considerations, the problem statement can be formulated as follows:

Find a vector of optimal controls s∗j := {sj ∈ < : yj ≤ 0, ∀t ∈ [0, T ]} and the

corresponding vector of optimal responses e∗j := {ej ∈ < : kj ≤ 0, ∀t ∈ [0, T ]} such

that the dynamic system (2.46) is transferred from the initial state (2.47) to a fixed

value at the final time T (2.48) and such that the performance criterion (2.45) is

minimized.

Then, the PMP requires the definition of the Hamiltonian function which can be

formulated as:

H = f(sj(t)) +
M∑
j=1

λj(t)ėj(t) (2.52)

λj being the adjoint variables, assuming λ0 = 1 (regular case).

The constraints on the state variables need to be also considered in the Hamil-

tonian, in order to deal with the variations of the state before applying necessary

conditions of optimality. Since kj does not explicitly depend on the control variables

and ej can be controlled only indirectly via propagation through the state equations,

kj should be differentiated with respect to t in order to find a dependence on sj as

in (2.53).

k̇j(t) = ėj(t)(2ej(t)−emax−emin) = −(α·sj(t)+β·|sj(t)|)(2ej(t)−emax−emin) (2.53)

Associating a proper multiplier function µj, the first time derivative of state con-

straint k̇j is adjoined to H, leading to the definition of the Lagrangian function

(2.54).

L = H +
M∑
j=1

µj(t)k̇j(t) (2.54)

Moreover, the vector function µj must satisfy the following conditions:

µj(t)kj(t) = 0, µj(t) ≤ 0. (2.55)

Particularly, (2.55) implies µj=0 each time kj<0, which is verified in time periods

when the state boundaries (2.41) are not violated. On the basis of the Euler-Lagrange
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equations, the necessary optimality conditions assume the form reported in (2.56)

through (2.58).

ė∗j =
∂L
∂λj

(2.56)

λ̇∗j = − ∂L
∂ej

(2.57)

0 =
∂L
∂sj

(2.58)

Furthermore, according to PMP, (2.45) is minimised when the control variables sat-

isfy the minimum condition (2.59).

H(s∗j(t), e
∗
j(t), λ

∗
j , t) ≤ H(sj(t), e

∗
j(t), λ

∗
j , t) (2.59)

Remark : By applying (2.51)-(2.59), the resulting time-evolution of e∗j could

clearly highlight values of the state variables greater than the battery boundaries

(2.41). As a consequence, indicating by θ1 the instant time when the state boundary

is hit (entry time):

kj(θ1, e
∗
j(θ1) = 0, (2.60)

the adjoint variables and Halmitonian function may have discontinuities of the fol-

lowing form:

λ∗j(θ
−
1 ) = λ∗j(θ

+
1 ) + πj(θ1)

∂kj(θ1, e
∗
j(θ1)

∂ej
(2.61)

H(θ−1 ) = H(θ+1 )− πj(θ1)
∂kj(θ1, e

∗
j(θ1)

∂t
(2.62)

where πj(θ1) is a Lagrange multiplier. Condition (2.62) determines the entry time θ1,

while πj(θ1) is so chosen that the constraint (2.60) is satisfied, through the adjoint

equations (2.57) and (2.61).

2.4.3 Case of Study

In order to evaluate the effectiveness of the proposed optimal V2G scheduling ap-

proach, a case study is analysed, showing a possible application of the optimal prob-

lem formulation presented in the previous section. The case study illustrated in Fig.

2.18 is supposed to be basically constituted of two MGs: a family-run company W
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Figure 2.18: MGs clsuter: case of study.

and a house H, where one of the employers lives. In addition, the latter is assumed

to drive an EV to commute. In this case, the mathematical formulation can assume

the form reported in the following. In particular, (2.45) can be expressed as:

J(s∗(t)) = min J(s(t))

J(s(t)) =

∫ T

0

(
gW (s(t))2 + gH(s(t))2

)
dt

(2.63)

As a consequence, by introducing (2.42), (2.46) and (2.63) in (2.52), the Hamiltonian

becomes:

H =
(
rW (t) + sW (t)

)2
+
(
rH(t) + sH(t)

)2 − λ(α · s(t) + β · |s(t)|
)

(2.64)

It’s worth noting that the control variables sW and sH are alternative equal to

zero since the EV can not be in more than one location at the same time, their

corresponding relationship being defined by (2.65):

s(t) = sW (t) + sH(t). (2.65)

Moreover, when driving there is no power exchanged between the EV and the MGs

and the condition s(t) = 0 holds. In these time intervals, the battery energy con-

sumption is computed by the term pr(t), as in (2.37). The optimal control s∗(t) can

be then synthesised by applying (2.58)-(2.59). However, considering the resulting

evolution of the state variable, the obtained optimal power profile could be accord-

ingly modified. In fact, the identification of a constraints violation for a feasible
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response e(t) leads the system to work in a boundary interval [θ1, θ2], where:

k(t) = 0 ∀t ∈ [θ1, θ2] (2.66)

As soon as the violation occurs, the EV exceeding the limits will be disconnected

from the MG since no more power can be accepted or delivered by the battery. As

a consequence, for t ∈ [θ1, θ2] the optimal control s∗ is determined by s∗ = 0, while

e∗ = emax,min. Being e∗ constant, (2.67) holds.

ė∗(t) = 0 ∀t ∈ [θ1, θ2]. (2.67)

By introducing (2.53) and (2.67) in (2.54), the Lagrangian becomes:

L = H ∀t ∈ [θ1, θ2] (2.68)

Since the Hamiltonian function does not depend explicitly on the state variable,

(2.57) leads to:

λ̇∗ = 0 =⇒ λ∗ ≡ cost ∀t ∈ [θ1, θ2] (2.69)

Referring now to a non-boundary interval, the condition k(t) < 0 is always ver-

ified, entailing µ(t) = 0 by applying (2.55). Subsequently, the following conditions

can be easily derived:

L = H =⇒ λ̇∗ = 0 =⇒ λ∗ ≡ cost (2.70)

Then, the final optimal control s∗ must satisfy again the following optimality condi-

tions derived from (2.58), (2.59) and (2.50). s̃W (t) + s̃H(t) = λ(α + σβ)−
(
rW (t) + rH(t)

)
σ = sign(s̃(t))

(2.71)

s∗(t) =

s̃(t) for y(t) < 0

smax,min for y(t) = 0
(2.72)

The proposed optimal control strategy for this case study is implemented in the
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Matlab environment over a period T of 24 h, with a 1 minute time-resolution. For

this purpose, the main characteristics of the electric vehicle and its mobility habits,

W load and generator as well as H energy requirements have to be defined. First

of all, an EV daily travel program is considered as reported in Table 2.3. The

EV energy consumption is set equal to 0.2 kWh/km. Such a value is quite high

compared to nominal consumptions reported in data-sheets of many commercial

EVs. Nevertheless, real world test cases found consumption values very close to that

assumed in this study [91]. Moreover, a battery capacity of 30 kWh is considered.

However, since the SOC range of the battery is constrained to increase its lifetime,

in the simulations the SOC is assumed to vary within a 20% − 80% range. As a

consequence, the usable battery capacity is limited to 18 kWh. In addition, 3 kW

bi-directional power grid connections are considered in both W and H, whereas the

overall charging and discharging efficiencies are set to 90% and 85% respectively.

Regarding MGs, W is locally supplied by a 10 MW PV plant and a 3 MW wind

farm which provide electrical energy to an industrial zone characterised by a peak

load equal to 15 kW. Moreover, a 10 MW maximum load is assumed for the H

microgrid. Specifically, the electric load and generation of W and H are chosen to

be coherent with real operating conditions and for this reason they are extracted

from actual data of Sardinian RES power plants and residential and commercial

districts [92]. Two scenarios are then defined in order to compare results of the

optimal V2G scheduling strategy in different demand and generation conditions. In

greater details, the evolution of RES production in Case A is typical of a sunny

and poor windy day, as can be seen in Fig. 2.19a. In contrast, in Case B, PW
RES

assumes a more fluctuating daily evolution and a much lower peak value. Similar

considerations can be made for the W district load depicted in Fig. 2.19b, in which

the peak demand of Case B doubles the one in Case A. As far as the power flow

between the W MG and the main grid is concerned, the scenario profiles can be

observed in Fig. 2.19c. It can be noticed that in Case A a RES overproduction

Table 2.3: EV daily plans for 30 km commuting distance

0:00-7:00 7:01-8:00 8:01-17:00 17:01-18:00 18:01-24:00

Home X X

Work X

Moving X X
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(a) (b)

(c) (d)

Figure 2.19: The forecasted daily evolution of: (a) PW
RES, (b) LW , (c) rW and (d) rH

in pu with respect to the EV maximum bi-directional power. Case A (cyan) and Case B
(orange).

occurs during the central hours of the day, whereas in Case B the W MG is always

seen by the grid as a load, because LW is always higher than PW
RES. The evolutions of

household load are finally shown in Fig. 2.19d. In order to verify the effectiveness of

the proposed optimal management strategy, the results obtained in the two scenarios

are both compared with a case in which the EV is not introduced, and a configuration

where the EV is recharged by a dumb strategy. The latter recharges the EV at its

rated power as soon as it is plugged into the socket, in order to reach the maximum

allowed SOC. In the proposed optimal control strategy, the initial and final SOC are

assumed equal to 50%, in order to avoid high average SOC, which negatively affect

the battery lifetime, and to be initially ready to exchange energy with the power

grid [93].
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Figure 2.20: The daily evolutions of s∗ and e∗ in Case A: dumb charging (red) and
optimal control strategy (green).

Figure 2.21: The daily evolutions of the power exchanged between the MGs and the main
grid in Case A: without EV (black), dumb charging (on the top, in red) and optimal control
strategy (on the bottom, in green). The orange areas represent the energy absorbed by the
EV, whereas the cyan ones represent the energy delivered by the EV storage system.

2.4.3.1 Case A

This scenario is characterised by a H load that features two consumption peaks in

the morning and in the late evening, and by a W high renewable production, par-

ticularly concentrated during the working hours. In Fig. 2.20 the daily trends of

the optimal control s∗ and the corresponding evolution of e∗ are reported. Both
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Figure 2.22: The daily evolutions of objective function in Case A: without EV (black),
dumb charging (red) and optimal control strategy (green).

quantities are compared with those obtained by implementing the dumb charging

strategy. These results can be better analysed also considering the daily trends of

the power exchanged between the MGs and the main grid, reported in Fig. 2.21.

Particularly, the lower sub-plot shows the energy performance of the proposed op-

timal control. The coloured areas highlight the effects of the V2G service to the

minimisation of energy flow between MGs and the main grid. The comparison with

the dumb charging, reported in the upper sub-plot, highlights the obtained improve-

ment. By referring again to Fig. 2.20, the optimal strategy outcomes can be better

appreciated. Specifically, in the first part of the day, the EV is discharged to cover

the morning house loads only two hours before to leave: this in fact ensures to cover

the highest load peak and have enough energy to commute. Then, at work, the EV

starts charging about 20 minutes after his arrival in order to be able to absorb the

most of surplus energy around midday. Here, the power drawn by the EV is limited

by the boundaries on the control variable s, as highlighted in Fig. 2.20. As soon as

the EV is plugged at home in the evening, the V2G process is enabled and the vehicle

discharges in order to cover partially the house electrical demand during the evening

peak hours. Finally, at the end of the day when the lowest demand is expected, the

EV is gradually recharged up to the desired final SOC (50%). The time evolutions

of the objective function J depicted in Fig. 2.22 and its final values reported in

Tab. 2.4 corroborate the effectiveness of the proposed optimal V2G strategy. In

fact, as expected, the EV optimal management substantially reduces (by 34%) the

performance criterion respect to the dumb charging result. Furthermore, it is in-
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Figure 2.23: The daily evolutions of s∗ and e∗ in Case B: dumb charging (red) and
optimal control strategy (green).

Figure 2.24: The daily evolutions of the power exchanged between the MGs and the main
grid in Case B: without EV (black), dumb charging (on the top, in red) and optimal control
strategy (on the bottom, in green). The orange areas represent the energy absorbed by the
EV, whereas the cyan ones represent the energy delivered by the EV storage system.

teresting to point out that J is also optimised respect to the MGs system without

EVs, indicating the worth of the presented optimal approach for the reduction of the

MGs dependence from the main grid, and for the increase of their energy autonomy.

Clearly, these outcomes strictly depend on the production and consumption profiles,

which in this case are mainly characterised by a great excess of RES energy gener-
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Figure 2.25: The daily evolutions of objective function in Case B: without EV (black),
dumb charging (red) and optimal control strategy (green).

ation. Since the proposed optimal strategy aims at effectively working regardless of

the PV and wind productions, a worse scenario is analysed in the Case B.

2.4.3.2 Case B

The same simulation results developed in Case A are reported for Case B in Figs.

2.23-2.25. The Case B reflects a situation that can frequently happen during the

fall or winter months. In fact, the electricity generation from RES is very poor and

at each hour of the day W and H have to resort to the main grid in order to cover

their electric loads. As a consequence, the introduction of an EV worsens in any case

the MGs energy unbalance since it needs to be recharged during the day, increasing

the total load to be supplied by the main grid, as highlighted by the orange areas in

Fig. 2.24. Nevertheless, referring to the results shown in Figs. 2.23-2.25 and Table

2.4, the optimal control of the EV allows the achievement of better results respect

to the case of an uncontrolled charging, reducing by 13% the value of the objective

function. In particular, the proposed optimal control enables the EV recharge only

Table 2.4: Scenarios Objective Function results

MGs without EVs Dumb Charging Optimal V2G

Case A 3056.8 3780.6 2490.9

Case B 6922.8 8286.1 7342.4
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during the hours when the electricity demand is the lowest, such as in the early

morning, evening and at night, concentrating the discharge periods at work where

the highest peak loads are expected. Moreover, it’s worth observing, by the analysis

of Fig. 2.23, that, initially, the battery charges up to its maximum SOC in order

to be able to both commute and provide energy at work, reducing consequently the

local power unbalance. From these considerations, it is evident that the proposed

V2G scheduling strategy can optimally manage the charge/discharge processes even

in the conditions of both low RES production and high peak load, as highlighted by

the results reported for this case.

2.4.3.3 State of Charge Analysis

An important aspect to be considered when dealing with EVs charging algorithms is

the influence of the management strategy on the battery lifetime. The technical lit-

erature [93,94] suggests that one of the parameters most affecting the battery ageing

is the average SOC. In fact, especially high SOC are demonstrated to be a strong

acceleration factor for the reduction of the battery calendar life. In particular, such

states-of-charge correspond to high electrode potentials, causing electrolyte decom-

position and finally the reduction of the battery capacity [93]. Moreover, [93, 94]

highlight that the cycling effect, which is more emphasized in V2G applications,

contributes to the overall battery ageing less than long rest periods at high SOC,

hence the latter being the main cause of battery ageing. Starting from these consid-

erations, the average SOC has been calculated for the cases A and B and compared

with the dumb charging. The results are reported in Tab. 2.5 and allows to give

some interesting remarks, especially when analysed together with the SOC profiles

shown in Figs. 2.20 and 2.23. Particularly, it is evident that the proposed optimal

EV management strategy decreases standstill time at high SOC. As a consequence,

in both cases, the average SOC is drastically lower than that recorded for the dumb

charging approach.

Table 2.5: Average SOC results

Dumb Charging Optimal V2G

Case A 0.76 0.49

Case B 0.76 0.54



78 2. Management Strategies for Microgrids and Virtual Power Plants

In conclusion, the simulation results have highlighted that the proposed optimal

V2G scheduling strategy can be effectively implemented in order to minimise the

dependence of MG clusters from the main grid and increase their energy autonomy.

In particular, the optimal management of EV charging/discharging processes enables

the cooperation among MGs and exploits the capabilities of V2G as distributed and

mobile storage system.

2.5 A Battery Management Strategy for Micro-

grids

The previous section has demonstrated the effectiveness of the proposed optimal

management approach for the one-day ahead scheduling of V2G service. Similarly,

this control strategy can be effectively implemented for centralised storage systems in

order to optimise its use in Demand Response (DR) and RES buffering applications.

In the context of smart grid, several advantages could be in fact provided to utili-

ties, system operators and customers by optimal management strategies, including

maximisation of RES energy exploitation and profitability, as well as minimisation

of costs and peak loads. In particular, consumers can be stimulated by utilities

to join Demand Response (DR) programs by means of dynamic electricity pricing

strategies enabled by new smart metering systems [57]. Basically, dynamic pric-

ing can be grouped into two categories: time-of-use pricing and real-time pricing.

The former typically provides two or three price levels associated with specific time

slots, while the latter is based on hourly energy prices, better reflecting the prices

on the wholesale energy market. Clearly, dynamic prices represents an opportunity

for customers (from service sector to households) to exploit price variations for the

reduction of the electricity bill, also achieving additional benefits, such as lower-

ing demand peaks, maximizing the self-consumption and optimising the local use

of RES production. Despite this, in practical cases, consumers are responding less

than expected to changing in electricity prices [57]. This happens mainly because

a demand-side-management essentially requires a change in the customer electricity

usage habits that is not always effectively implemented or practicable.

A microgrid with energy storage devices and implementing an Optimal Manage-

ment Strategy (OMS) can be a promising solution for providing DR functionality

without significantly forcing users to shift and adjust their consumptions [95, 96].
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Figure 2.26: Schematic representation of a grid-connected hybrid microgrid.

However, the current high cost of energy storage technologies requires the devel-

opment of an OMS that optimally manages the storage units, considering the ESS

power limitations and state constraints as well as its degradation issues [97].

In this Section, an optimal management strategy is proposed referred to ESSs in-

tegration in grid-connected hybrid microgrids. The synthesis of the optimal solution

is carried out in order to minimise the daily MG electricity costs under variable de-

mands and dynamic prices. In particular, an optimal control problem formulation,

which takes into account ESS charging/discharging inefficiencies and constraints,

asymmetric real-time buying/selling prices, along with ESS degradation costs, is

proposed. The effectiveness of the proposed approach is verified on a case study,

which refers to a real microgrid locally supplied by two photovoltaic power plants.

2.5.1 Mathematical Modelling

Referring to the schematic representation of a grid-connected MG depicted in Fig.

2.26, it consists mainly of RES power plants, loads and storage systems. Conse-

quently, its instantaneous power balance can be expressed as in (2.42) assuming

i=1. In particular, in this case an on-site stationary storage systems is supposed to

be in place, hence s being the power exchanged by the ESS within the MG. Addi-

tionally, the storage modelling follows the formulation already derived in Section 2.4

for the V2G storage by means of (2.46) through (2.51), provided j=1 and pr=0.
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2.5.1.1 ESS Degradation Cost Defintion

Among all the performance characteristics of a storage resource, the cycle life is one of

the most important indexes that should be carefully considered. In fact, degradation

issues are a crucial aspect of most state-of-the-art ESSs since their capacity decreases

as a result of cycling. Consequently, the use of a storage system for price arbitrage

could significantly affects the ESS lifetime, reducing its ability to store and deliver

energy. In the definition of the OMS, a model of ESS degradation cost needs hence to

be included in order to optimise MG costs without badly impairing the ESS cycle life.

Considering the necessity of formulating an optimisation problem characterised by

low computational complexity and suitable for on-line applications, the estimation

of the ESS degradation cost is derived by means of the following simple model. In

particular, the equivalent cost of storage degradation is defined in terms of energy

capacity reduction as:

cm =
CR · dc
EEC

. (2.73)

In accordance with (2.73), the degradation cost (cm, e/kWh) can be quantified as a

function of the ESS replacement cost (CR, e/kWh), energy capacity degradation due

to cycling (dc, kWh/cycle) and equivalent energy per full-cycle (EEC , kWh/cycle).

Whereas CR corresponds to the kWh-cost of a new ESS, dc is evaluated as a fractional

capacity degradation, which represents the reduction of the ESS nominal energy by

a finite fraction for each charging/discharging cycle. This reduction is computed by

means of (2.74):

dc =
Eb − EEOL

N
, (2.74)

where Eb is the storage rated energy, EEOL indicates the energy capacity at the end

of life (EOL), N being the number of cycle life. Generally, the cycle life refers to the

capability of a battery to withstand a certain number of complete charge/discharge

cycles at a given depth of discharge (DOD), commonly in the 80%-100% range. The

nominal cycle life is evaluated as the maximum number of full-cycles N until the

battery’s end of life criteria is reached. Although partial cycling could have minor

effects on performance degradation, the degree of validity of such an assertion is diffi-

cult to determine since the capacity fade is affected by other factors, namely current

rates, operating temperatures and technology. In order to be as general as possi-

ble in the cm formulation, the cycle life is, therefore, determined by proportionally

adding the absolute value of the energy swings from partial and full cycling, divided
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by EEC . Consequently, equivalent full cycles are obtained, allowing the estimation

of the battery cycle life at the DOD cycling criteria provided by the producer.

2.5.2 Optimal ESS Management Strategy

The optimal ESS management proposed in this Section aims at minimising the MG

energy costs over a given time horizon (T ), accounting for specific energy purchasing

and selling cost, as well as for ESS usage. In terms of optimisation problem, such an

objective function can be formulated as follows:

J(s∗(t)) = min J(s(t))

J(s(t)) =

∫ T

0

f(s(t)) dt
(2.75)

subject to{
ė(t) = −(α · s(t) + β · |s(t)|) = −(α + σsβ) · s(t), σs = sign(s(t)) (2.76)

e(t0) = e0, e(T ) = eT . (2.77)

and constrained by (2.50) and (2.51). The cost function f is then defined as in (2.78).

f(t) =

cp(t) · g(t) + cm(t) · ė(t) for g(t) ≥ 0

cs(t) · g(t) + cm(t) · ė(t) for g(t) < 0
(2.78)

where cp and cs represent the specific energy purchasing and selling cost respectively,

whereas cm accounts for the ESS degradation cost and hence for its usage. Therefore,

based on (2.78), the cost function f can be better formulated by (2.79).

f(t) = c̄(t) · (1 + σg · γ) · g(t) +
(
cm(t) · ė(t)

)
σg = sign(g(t)), (2.79)

the average energy cost c̄ and γ being respectively defined as follows:

c̄ =
1

2
· (cp + cs), γ =

cp − cs
cp + cs

. (2.80)

Then, by substituting (2.42) and (2.76) in (2.79), the relationship (2.81) is achieved:

f(t) = q(t) +mf (t) · s(t), (2.81)
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where:

q = −c̄ · (1 + σg · γ) · r (2.82)

mf = −c̄ · (1 + σg · γ) + cm · (α + σsβ) · σs. (2.83)

The solution of such an optimal control problem is derived by applying the Euler-

Lagrange approach and, in particular, the formulation in terms of Pontryagin’s min-

imum principle presented in Section 2.4.2. As previously stated, the PMP requires

the definition of the Hamiltonian function, which can be formulated as:{H(s(t)) = f(s(t)) + λ · ė(t) = q(t) +mh(t) · s(t) (2.84)

mh = mf − λ(α + σsβ). (2.85)

In order to take into account the constraints on the state variable, the Lagrangian

is accordingly introduced, by adding (2.53) into (2.84).

L(s(t)) = H(s(t)) + µ(t) · k̇(t) =

= q(t) + [mh(t)− µ(t) · (α ·+β · σs)(2ej(t)− emax − emin)] · s(t),
(2.86)

(2.55) holding. Then, on the basis of the Euler-Lagrange equations, the necessary

optimality conditions assume the form reported in (2.56) through (2.58), provided

that the objective function f is minimised when the control variables satisfy the

minimum condition (2.59). Since (2.66)-(2.70) are still valid, L = H ∀t ∈ [0, T ].

Referring hence to (2.84), it can be seen that H linearly varies with s, thus its

minimisation occurs by either increasing or decreasing s to the maximum extent in

accordance with the sign of mh. This, in turn, depends on the sign of both s and

g, as highlighted by (2.84) and (2.85). Consequently, four different conditions may

occur depending on both σs and σg, as reported in Table 2.6. Proper s constraints

are accordingly derived, representing the boundaries conditions to be applied in the

Table 2.6: Control variables constraints from the proposed OMS formulation

σs σg r constraint s constraint

+1 +1 r ≤ 0 0 ≤ s ≤ min(smax,−r)
+1 -1 r ≥ −smax max(0,−r) ≤ s ≤ smax

-1 +1 r ≤ −smin smin ≤ s ≤ min(−r, 0)

-1 -1 r ≥ 0 max(smin,−r) ≤ s ≤ 0
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synthesis of the optimal control s∗ profile.

In addition, handling the state constraints (2.51) leads the solution of the optimal

control problem (2.75) to consist of a number of constrained and unconstrained

arcs. In fact, still referring to Section 2.4.2, a constrained interval requires that s is

held at zero once either maximum or minimum ESS energy level is reached. Then,

considering that H does not depend on e directly, it can be stated that λ is piecewise

constant over T . A backward strategy can be finally implemented in order to find

the sequence of sub-intervals as well as active state and control constraints, which

gives the optimal solution to the presented problem. Then, the optimal pairs (s∗

and e∗), along with the adjoint function can be derived such that all the necessary

conditions of optimality are satisfied for each time-interval.

2.5.3 Case of Study

The proposed ESS optimal scheduling approach is validated referring to a case of

study, which can be schematically represented by the MG already shown in Fig. 2.26.

The reference MG is presently installed in a building belonging to the Technology

Park of Sardinia (Italy) which hosts offices and laboratories. The MG power peak

demand is about 15 kW and its own electricity production system is constituted of

two PV power plants based on traditional flat-plate silicon and High Concentrator

PV (HCPV) technology. The HCPV system is a 6.2 kWp Soitec Demo plant, made

up of 90 modules and installed on a high precision dual-axis solar tracker. The

traditional PV system is a 18.71 kWp integrated silicon monocrystalline and amor-

phous plant, installed on the rooftop of the building. The deployment of the PV

power plants aims at reducing the MG dependency from the main electricity grid

and increasing the energy self-consumption. However, the presence of the HCPV

plant introduces challenging operating conditions for the energy management of the

MG due to the high variability of its power production, as explained in Chapter 1.

The installation of an ESS is hence assessed in order to make the HCPV system

production dispatchable and programmable, enabling its integration in the MG.

For this purpose, a Sodium-Nickel Chloride battery (SNB) characterized by a

rated capacity of 23.5 kWh (Eb) is selected. The battery SOC is additionally bounded

within a range of 10%-95% in order to increase the battery lifetime, as generally oc-

curs in practical applications. Moreover, due to the differences between the SNB

charging/discharging electrical and thermal behaviours, asymmetrical power limi-

tations are considered by taking into account maximum discharging and charging
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Figure 2.27: Profiles of the purchasing cost cp (on the top) and selling price cs (on the
bottom) for a working (black) and a weekend day (red).

powers of 8 kW (smax) and 6.25 kW (−smin) respectively. Finally, the overall charg-

ing and discharging efficiencies are both assumed equal to 90%. In order to estimate

the battery degradation cost, an analysis of the SNB capacity degradation issues has

been carried out. To this end, [98] identifies a large cycling window as the dominant

factor causing the battery capacity reduction. Consequently, the simple model of

(2.73) and (2.74) can be effectively used in order to estimate the battery degrada-

tion cost with a good approximation. In particular, by implementing the number

of life cycles and the replacement cost provided by the battery manufacturer, cm is

assumed equal to 0.01 e/kWh.

As far as the energy prices are concerned, the Italian electricity market is taken

into account [99]; particularly, the Unique National energy Price (PUN) and the

Sardinian Zonal Price (Pz) are used in order to define the specific energy purchasing

cost cp and selling price cs. In fact, the retail price cp is typically based on the PUN

augmented by transmission/distribution fees and other electricity system charges,

whereas the selling price cs could be determined in accordance with the hourly zone

price (Pz), since the MG can obtain economical compensation for the amount of

electricity injected into the grid [100]. Different cp and cs profiles are then introduced
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Figure 2.28: Typical electricity demand evolution in a working day (blue) and a weekend
day (red)

Figure 2.29: RES production in a partially cloudy day (Case A, orange) and in a sunny
day (Case B, green)

in order to account for trends of purchase and selling prices during working and

weekend days, as shown in Fig. 2.27. They represent daily reference time evolution

of energy prices evaluated by means of a statistical analysis of the Italian electricity

market [99]. Furthermore, it is worth of observing that the purchase costs and

selling prices are fully asymmetrical, cp being much greater than cs: this condition

is in fact typical of RES policies intended to promote the local self-consumption.

Regarding MG load and RES power profiles, several scenarios have been considered,
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as highlighted in Fig. 2.28 and Fig. 2.29, respectively. The profiles of Fig. 2.28

synthesize different possible MG load configurations recorded during working and

non-working days. In particular, during a working day, the load trend features two

consumption peaks in the morning and in the late afternoon, which are the time

periods characterized by most of the laboratory activities. Moreover, the base load

can be clearly identified, representing the MG standby condition typical of non-

working hours and weekend days.

Finally, considering the necessity of demonstrating the feasibility of the proposed

optimal ESS management strategy under different MG operating conditions, the RES

production effects are taking into account referring to two weather scenarios. These

are chosen in order to compare different HCPV production profiles which mainly

influence the total MG power generation (PRES). In particular, as can be noticed in

Fig. 2.29, Case A refers to a partially cloudy day, whereas Case B considers a sunny

day, resulting in a MG generation characterized by the typical production trend of

PV systems. In both cases, the cost and load profiles are those already shown in

Figs. 2.28 and 2.27 and previously defined, allowing the simultaneous evaluation of

MG cost savings during working and weekend days.

2.5.4 Simulations

In order to evaluate the effectiveness of the proposed OMS, a simulation study is

carried out by means of the Matlab Software Package. The proposed optimal man-

agement strategy is implemented for the case of study over a time horizon of 24 h,

with a 1-minute time-resolution. The results obtained in both Case A and Case B

are also compared to the baseline case, i.e. the MG without any ESS. For the sake of

optimality, it is assumed that the final ESS energy level must be equal to the initial

in order to preserve a defined reference state at the end of the control horizon. In

the following simulation, the condition (2.87) is accordingly applied.

e0 = eT = 0.5 · Eb (2.87)

Referring to the Case A, the optimal battery power and corresponding energy

evolutions are reported in Fig. 2.30. These outcomes can be better analysed also

considering the daily trends of the power exchanged between the MG and the main

grid shown in Fig. 2.31. Referring to Fig. 2.27, it is clear that the optimal ESS

control strategy avoids the purchase of energy when cp is high, by discharging the
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Figure 2.30: Optimal daily profiles of stored energy in the battery (blue) and power
(green) in Case A: working day (on the top) and weekend day (on the bottom).

Figure 2.31: Daily evolutions of the power exchanged between the MG and the main grid
in Case A with (black) and without the ESS (red): working day (on the top) and weekend
day (on the bottom).
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Figure 2.32: Optimal daily profiles of stored energy in the battery (blue) and power
(green) in Case B: working day (on the top) and weekend day (on the bottom).

Figure 2.33: Daily evolutions of the power exchanged between the MG and the main grid
in Case B with (black) and without the ESS (red): working day (on the top) and weekend
day (on the bottom).
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Table 2.7: Cost saving results

Working day Weekend day

Cost savings Total cost
w/o ESS

Cost savings Total cost
w/o ESS

Case A [e] 1.16 8.24 2.07 10.52

Case B [e] 1.26 5.80 2.09 9.53

battery if the load could not be fully covered by the RES production. Consequently,

some energy is purchased only when the costs are expected to be the lowest, which

happens in the time-periods 1:00-8:00 and 13:00-14:00. Furthermore, in the weekend

days the MG has also the possibility to sell most of the RES generation due to the

reduced load. In this case, the injection of energy into the main grid is managed

in order to maximise the profit. In fact, the energy is mainly sold during 8:00-

12:00 time-window and after 18:00. Accordingly, from 12:00 to 18:00 the battery is

recharged by absorbing the most of the surplus of the energy production.

The same simulation studies carried out in Case A are reported for Case B in

Figs. 2.32 and 2.33. The Case B reflects a typical sunny day with a high amount of

RES energy surplus. This is partially used to recharge the battery when the selling

prices are low, whereas the battery is discharged in order to cover the load demand

when purchase costs are estimated to be high.

The cost savings achieved in both Case A and Case B are summed up in Table

2.7. Referring to Case A at first, the implemented ESS management substantially

reduces the MG electricity cost by 14% (working day) and 19.7% (weekend day) in

comparison to the baseline case. Similarly, in Case B, the proposed optimal strategy

allows significant cost savings with respect to the MG without ESS, reducing by

about 22% the value of the objective function in both working and weekend days.

Finally, it is interesting to note that the power profiles of the battery are mostly

influenced by the HCPV production dynamics, as easy detectable in Fig. 2.30. Such

HCPV power fluctuations can be also clearly observed in the daily trend of power

exchanged between the main grid and the MG without ESS. However, when the ESS

is considered, the MG power profile is smoothed, as can be observed in Fig. 2.31.

Therefore, the installation and proper management of the battery storage enables

another important benefit besides the maximisation of the MG cost savings, that is

the compensation of the HCPV power fluctuations.
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Figure 2.34: Rule-based strategy for the benchmark MG.

2.5.4.1 OMS VS RBS: a comparative analysis

In order to validate the behaviour of the proposed optimal ESS management strat-

egy, a non-optimised rule-based algorithm is developed and implemented for the

benchmark MG. The aim is making a comparison between both solutions, and

demonstrates the superior behaviour of the optimal control strategy compared to

the non-optimised one. The developed RBS is based on the flowchart presented in

Fig. 2.34. Essentially, the management algorithm starts from the evaluation of load

demand and PV units production. Such quantities are then used to compute the

MG residual load in accordance with (2.44). The identification of a local electricity

surplus or deficit event defines the specific control action by resorting to both the

ESS and main grid in order to respect the MG electricity balance equation (2.42). It

is worth of noting that the storage’s SOC at the end of the time-period is handled by

the RBS in order to reach the same value measured at the beginning of the control

horizon, respecting (2.87). In this way the results from the two ESS management

strategies can be correctly compared.

Referring to the non-optimised RBS, the battery power and energy profiles are

reported in Fig. 2.35. These are depicted along with the results from the OMS strat-

egy in order to facilitate their comparison. By analysing the figures, the differences

in the ESS management between the two strategies can be easily detected. In fact,

it’s worth noting that the RBS defines the ESS power set-points on the base of the

sole residual load, regardless of the purchase and selling prices. Clearly, the actual

charge/discharge battery power is then limited by the constraints imposed on its
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(a)

(b)

Figure 2.35: Comparison between daily profiles of ESS stored energy and power for the
OMS strategy (Energy: blue; Power: green) and for the RBS algorithm (Energy: dashed
red; Power: dashed orange): working day (on the top) and weekend day (on the bottom).
(a) Case A. (b) Case B.
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Table 2.8: MG cost savings: comparison between RBS and OMS results

Cost savings

Working day Weekend day

RBS OMS RBS OMS

Case A [e] 1.02 1.16 1.57 2.07

Case B [e] 0.95 1.26 1.51 2.09

power and energy capacity, determining consequently the power effectively traded

by the MG with the main grid. As far as the objective function is concerned, the

numerical results reported in Tab. 2.8 show the greater cost savings obtained by

implementing the OMS algorithm. In fact, the optimal strategy allows a reduction

of the MG electricity cost by 6%-7% in the week-ends, and by 2%-6% during working

days, depending on the weather conditions as well.

In conclusion, the simulation results have highlighted that the proposed optimal

ESS scheduling strategy can be effectively implemented in order to minimise the MG

daily electricity costs, considering real-time prices and variable MG generation. In

particular, the ESS optimal management allows the achievement of significant daily

cost savings, respect to both the baseline case without any ESS and a non-optimised

rule-based management strategy.

2.6 Conclusions

In this Chapter several algorithms and management strategies for the integration of

ESSs in different smart grid architectures have been proposed and analysed. In par-

ticular, both rule-based and optimal management strategies have been presented,

showing their effectiveness and potentialities. However, it has been demonstrated

that the best solutions, design or operating conditions can be ensured only by the

optimal control approach. In this context, the optimal input profiles are obtained

using suitable models that predict the system behaviour. Because of the presence of

uncertainty, optimisation requires accurate modelling in order to actually reach opti-

mality. In fact, a simple model could lead to significant system-model mismatching,

being often insufficient to optimise the objective function in the real application. In

the analysed cases of study, one of the most critical components is the ESS, which
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could need a more accurate modelling than that presented in the previous sections,

depending on the particular application. Specifically, in dynamic optimisation prob-

lems a more complex mathematical formulation is required in order to deal with

dynamic and non-linear behaviours of battery-based storage systems. Additionally,

since electrochemical ESSs group a number of technologies, an ”all-purpose” model

can hardly represent the peculiarities of each battery system. Therefore, based on

prior knowledge and measurements from real BESS, ad-hoc battery models need to

be developed and validated to ensure that their complexity and accuracy will be

adequate for their final implementation in the optimal control framework.

In the next Chapter, the issues in modelling battery technologies are addressed,

particularly referring to Lithium-Iron Phosphate and Sodium-Nickel Chloride sys-

tems.





Chapter 3
Modelling of Battery Technologies

for Smart Electric Systems

3.1 Introduction

The present environmental and energy policies are steering a transformation in both

the power system and the automotive sector, speeding up the transition from fossil

fuels to sustainable technologies. On one hand, this has led to a rapid diffusion of

renewable energy resources, which are contributing to change the structure of the

electricity network from a centralised to a distributed form. Wind and PV power

fluctuations as well as load variations and sudden voltage drops are requiring more

flexibility and intelligence in the power systems management, forcing towards the

adoption of the smart grid paradigm. Energy storage systems have thus emerged

as crucial elements in the integration of renewable energy into the grid: they can in

fact compensate for the stochastic nature and sudden lacks of RES production, while

providing power smoothing and voltage regulation. In particular, electrochemical

batteries are efficient and versatile ESS technologies and, therefore, they are likely

to be widely adopted in the novel smart grid configuration.

On the other hand, more sustainable transportation systems are also demanded,

leading to the introduction of drive-train electrification into the automotive sector.

Presently, the plug-in hybrid electric vehicle (PHEV) is considered the first step in a

future prospective of a full electric mobility exemplified by the battery electric vehicle

(BEV). In these systems, besides internal combustion engine and electric motors, a

battery storage is used to power the vehicle, representing the key component for
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enhancing the electric mobility and for the integration between the vehicular field

and the power grid. Batteries have thus emerged as the most promising energy

storage device, attracting a significant amount of attention, as also pointed out by

considerable research efforts spent on this topic [25,27,30,33,34,93,101–103].

As the diffusion of smart grids and EVs is worldwide fostered, greater level of

accuracy in modelling the energy and dynamic performance of storages is needed.

Particularly, accurate battery models are required both in the design phase, in order

to validate the technology choice and sizing, and in real-time operation to estimate as

precisely as possible the actual battery response to power set-points. Accurate mod-

els are also needed in electric vehicles control algorithms and battery management

systems (BMSs) for the estimation of battery-pack state-of-charge, voltage evolution

and available power. Therefore, accurate battery modelling is essential to ensure

adequate performance and precision for the EMS in both smart grid and EVs appli-

cations. So far, a variety of battery models have been proposed with different degrees

of complexity and accuracy, being basically grouped into three classes: electrochem-

ical, mathematical and electrical [104–106]. The former provides high accurate mod-

elling of the electrochemical reactions inside the battery, its use being mandatory

in analysis of physical energy conversion processes oriented to batteries design and

optimisation. However, this type of modelling requires a high computational effort to

solve detailed partial differential equations, which make difficult its implementation

for real-time applications. On the contrary, in the mathematical modelling approach,

available experimental current-voltage characteristics are used to derive a run-time-

based model by applying statistical modelling or curve fitting approaches [107]. Nev-

ertheless, these models are not able to deal with the battery dynamics, being suitable

only for static applications. Finally, electrical models describe batteries as electric

circuits with parameters representing some physical phenomena of the battery. This

approach is widely implemented for system-level applications because requires low

computational time and memory, is simple to be used and analysed and provides

accurate dynamic behaviour of the battery. Such a type of models is additionally

divided into two major categories: impedance-based and Thévenin-based models.

The impedance-based models are derived from the frequency domain analysis of the

current-voltage behaviour of the battery and their parameters are extracted based on

electrochemical impedance spectroscopy. Contrariwise, the Thévenin-based model is

constituted of combinations of resistors, capacitors, and voltage sources, which are

typically obtained from current-voltage experiments in time domain. Such circuit-
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Figure 3.1: Thévenin-based battery model.

based models are therefore the most suitable for runtime estimations and for BMS

implementation, offering different degrees of accuracy depending on the complexity

of the implemented circuit.

The definition of an equivalent circuit-model is usually based on the general

Thévenin structure reported in Fig. 3.1. The circuit represents the load current

and the battery terminal voltage relationship, where RC parallel circuits are used to

model the battery relaxation and dynamic effects. All resistances and capacitances

are usually non-linear functions of the SOC, current rate and temperature, whereas

the battery open circuit voltage (OCV) shows a strong dependence from the SOC

and the current direction. The number of series connected RC circuits improves

the model accuracy, but simultaneously increases the execution time. Two series

RC parallel circuits are usually considered the best most appropriate compromise in

battery modelling [102], however, in several studies, using one RC pair has shown

accurate enough performance [107].

In this Chapter, the issues in battery modelling are addressed, particularly re-

ferring to Lithium-Iron Phosphate and Sodium-Nickel Chloride systems. In the first

case, a simplified and unified model of lithium batteries is proposed for the accurate

prediction of charging processes evolution in EV applications. In fact, the model is

developed in order to be simple and accurate enough to allow its implementation

in off-board chargers. The aim is on-line forecasting EV charging profiles at var-

ious C-rates and subsequently controlling the EV charging process for smart grid

applications. Finally, in order to test different battery technologies and with the

aim of verifying the actual performance of new storage candidates for smart and

microgrid applications, a dynamic electrical modelling is presented for a high tem-



98 3. Modelling of Battery Technologies for Smart Electric Systems

Figure 3.2: CC-CV charging strategy.

perature Sodium-Nickel Chloride battery. The aim is the development of an accurate

model easily implementable in microgrids EMS and, hence, suitable for their on-line

management and control.

3.2 A Lithium-Ion Battery Model for smart EVs

Lithium-ion (Li-ion) batteries offer the best trade-off between power-energy density

and costs for EV applications and, therefore, are presently the most used power

source for electrified mobility. Moreover, their capability to withstand high current

rates enables the EV to be fast recharged, addressing drivers range anxiety and

minimise filling duration. In this context, Level 3 fast chargers offer the possibil-

ity of charging EVs in less than 1 hour, operating like a filling gas station [108].

High current rates are consequently applied, within the limitations imposed by stor-

age technologies. Such boundaries can differ based on chemistries and structures

of distinct Li-Ion batteries, requiring suitable models to be included in off-board

general-purpose charging devices.

Lithium-based batteries are usually recharged by applying a constant current-

constant voltage (CC-CV) strategy. Such a strategy is composed of two phases, as

shown in Fig. 3.2. In the first stage the battery is charged at a constant current until

the voltage reaches its maximum charging value. In the second phase, a constant

voltage is imposed until the current falls below a given value. Depending on the

cathode chemistry of the lithium-ion battery and on the current rate, the SOC at

the end of the CC charge step assumes values between 70% and 90%. In addition,
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Figure 3.3: Equivalent circuit model of a lithium-ion battery.

the duration of this phase is related to the applied charging current, lasting about 1h

at 1C rate. Therefore the application of the CC method seems to be suitable for fast

charging applications of electric vehicles. In fact, Level 3 off-board chargers typically

operate with power levels between 50 and 100 kW which could entail a minimum

charge time of 15 minutes, guaranteeing a 50-80% SOC [108].

The adoption and the massive diffusion of fast charging method in EVs filling

stations require a strategy for the management of charging processes at high current

rates (greater than 1C) that ought to take into consideration an universal, simple and

efficient charging model suitable for Li-ion batteries of different chemistries and ca-

pacities. This task demands an off-board charging system capable to on-line estimate

both the charging time and the EV energy demand.

In this Section, a simplified, unified and normalised model of lithium batteries is

presented. The proposed estimation algorithm aims at determining the duration of

charge processes and battery voltage profiles at different charging rates, providing the

sole information on the battery capacity, terminal voltage and SOC. In particular, the

adopted electrical modelling is experimentally validated on a Lithium-Iron Phosphate

(LFP) battery. Finally, the worth of the proposed approach is highlighted by a

possible application for the smart management of EV charging process.

3.2.1 Battery Modelling Methodology

The adopted model, reported in Fig. 3.3, is based on the assumptions that all electro-

thermal processes are uniform and no variations of concentration and potentials occur

throughout the whole battery [109]. Consequently, the battery can be modelled by

lumped circuital components, extracted from experimental data. In particular, the

model of Fig. 3.3 is made up of a voltage source VOC , a terminal voltage VL, an
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internal DC resistance R0 and a RC parallel network, the latter accounting for the

effects of the transient response. The voltage source VOC represents the battery open

circuit voltage (OCV) which varies with the stored charge (SC) of the battery. As

far as the considered electrical battery model and its components are concerned, the

following equations can be used to describe the relationships between the terminal

voltage, the load current (iL), the open circuit voltage and the cumulative charge:

VOC(t) = VL(t)−Rint · iL (3.1)

SC(t) = SC(t− 1) +

∫
t

iL dt (3.2)

VL(t) =
n∑
k=0

(
αk SC

k
)

+ β ec SC . (3.3)

The OCV is expressed starting from the terminal voltage and subtracting the poten-

tial losses due to chemical and electrical internal resistive phenomena Rint (modelled

by the resistances R0 and R1). The terminal potential VL, as a function of the stored

charge, is determined fitting the experimental results using the nth-order function

reported in (3.3), where αk, β, c represent the coefficients of the polynomial and

exponential, respectively.

The procedure used to model the charging process of lithium batteries is based

on the method proposed in [103]. This essentially consists of five steps, as follows:

1. a set of charging curves of a Lithium battery is acquired at different constant

C-rates, showing the dependence of the terminal voltage from the time and

consequently from the stored charge, as given by (3.2)-(3.3);

2. a time normalization is performed in order to compare different charging pro-

files on similar time scale;

3. the DC resistance R0 is determined and the voltage rise due to it has been re-

moved from each charging curve, obtaining normalised and overlapped charging

profiles;

4. the normalised profile is fitted by using the function reported in (3.4) and

minimising the error by means of the least square algorithm;

5. in the last step, the mathematical model is obtained by applying the Laplace

transformation to the time derivative of (3.4).
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VL(t) = α0 + α1t+ βect (3.4)

In [103], the method was applied using experimental data of a generic lithium

battery, presumably based on manganese or cobalt cathode. Constant charging cur-

rents of 0.1C, 0.2C, 0.5C and 1C acquired at 25◦C were used to carry out the series

of charging tests. The model was subsequently validated by the comparison between

experimental results and simulations for two lithium batteries of different capaci-

ties, verifying that the fitted model can accurately represent the charging process

of a lithium-based battery. Nevertheless, the claimed generalisation of this model

ought to be verified for a larger number of lithium battery chemistries. In particu-

lar, considering the increasing popularity of LFP batteries for EVs applications and

the technology peculiarities in terms of voltage curve flatness, the method proposed

by [103] is here applied and its accuracy evaluated for a LFP battery. Moreover,

should this model be implemented into off-board fast charging systems, experimen-

tal data of charging test at high current rates are requested to be included in the

fitting procedure. Consequently, charging profiles at 2C and 3C are considered in

the parameters identification and battery model development, as discussed in the

following Sections.

3.2.2 LFP Charging Model

3.2.2.1 Test-bench and battery characterisation

The tested LFP battery is made up of 4 series-connected cells by the company

A123Systems and is characterized by a nominal voltage of 13.2 V, a 2.3 Ah capacity,

a fast charge current of 4C, and a maximum discharge current equal to 70 A and

120 A in continuous and pulse mode, respectively. The battery was tested using the

universal charger/discharger NextGeneration 7.36-8 by Schulze Elektronik, which al-

lows to charge and discharge a battery pack at different current rates. Several charge

and discharge tests were carried out in order to evaluate the battery performances

and voltage profiles at various operating conditions [30]. The collected data are here

used in order to develop a mathematical model of LFP batteries and subsequently

for its validation.

3.2.2.2 Model Parameters Identification Process

In this Section, a LFP dynamic charging model is presented, based on the 5-steps

procedure described in Section 3.2.1. As previously reported, the first step is to
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consider a set of charging tests performed at different C-rates. Although several

experimental data are available for the considered battery, on first approximation,

only the time evolution of the battery voltage terminal at 0.239C, 0.5C and 1C
rates have taken into account. As shown in Fig. 3.4a, a time scaling is required in

order to compare the charging curves and obtain a single profile which can describe

the battery dynamics at different charging currents. To accomplish this task, the

profiles are normalised in the time axis, considering the rate factors and the measured

charging durations. Fig. 3.4b shows the charging profiles after time normalisation.

In spite of their similarity, a slight difference appears between the voltage curves,

drawn the attention to the effect of the internal DC resistance (R0). This parameter

cab be obtained from the difference between charging profiles, ∆VL(t), applying

(3.5)-(3.7). In (3.7), ∆V mean
Lj

indicates the mean value of the difference between the

j-th charging profile and the reference one, the latter corresponding to experimental

data for 0.239C charge rate. By applying the Ohm’s law, the voltage rise (VRj) can

be easily calculated by (3.8).

∆iLj
= iLj

− iL0.239C (3.5)

∆VLj
(t) = VLj

(t)− VL0.239C(t) (3.6)

R0 =
1

n

n∑
j=1

(
∆V mean

Lj

∆iLj

)
(3.7)

VRj = R · iLj
. (3.8)

An almost perfect overlapping can be finally achieved by the removal of the effect

due to the DC resistance, as illustrated in Fig. 3.4c. Such a unique profile has

been subsequently considered in order to identify the electrical parameters of the

proposed equivalent circuit model and estimate the battery dynamics related to the

charging process.The mathematical model reported in (3.4) has been used to fit the

normalised profile. In particular, the normalised terminal voltage modelled by (3.4)

represents the battery dynamic response to a unit step of current at 1C. Based

on these considerations, the application of the Laplace transformation to the time

derivative of (3.4) allows the determination of the transfer function H(s) reported

in (3.9):

H(s) =
α1

s
+

βc

s+ c
. (3.9)
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(a)

(b)

(c)

Figure 3.4: LFP charging profiles at 0.239C (green), 0.5C (red) and 1C (blue). (a)
Experimental data. (b) Time normalisation. (c) Time normalisation and DC resistance
compensation.
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Figure 3.5: Complete equivalent circuit model for a lithium battery.

By adding the DC resistance of the battery, estimated by (3.7), the transfer function

of the complete equivalent model assumes the following form:

HB(s) =
α1

s
+

β c

s+ c
+R0 · C, (3.10)

being C the capacity of the battery. Eq. (3.10) can be decomposed into three blocks

representing: a storage element, a transient element and a resistive component. The

storage element is given by the first addend of (3.10) and can be represented by a

capacitor Cs, whose capacitance is obtained by applying (3.11). The second addend

identifies the transfer function of the transient block (3.12), which can be modelled

by a first order circuit made up of the resistor R1 and the capacitor C1 evaluated as in

(3.13). Finally, from the analysis of the transfer function (3.10) and of its elemental

blocks, the complete equivalent circuit model of the battery can be derived, as shown

in Fig. 3.5. It’s worth noting that the variable DC voltage source VOC of the electrical

circuit reported in Fig. 3.3 is replaced by the storage element Cs.

HB(s) =
α1

s
; Cs =

3600C
α1

(3.11)

Ht(s) =
βc

s+ c
−→ HRC(s) =

R1

R1C1s+ 1
(3.12)

R1 =
β

iL
; C1 =

3600C
cR1iL

−→ C1 =
3600C
cβ

(3.13)

By implementing this method in the Matlab-Simulink environment, the electric pa-

rameters of the LFP battery model can be identified at each charging rate, the
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Table 3.1: Electrical parameters of the battery model

R0 [Ω] Cs [F ] C1 [F ] R1 [Ω]

1C 0.5C 0.239C

0.12 122.2 13.44 1.10 2.20 4.61

obtained numeric results being reported in Table 3.1. The initial value of Cs is taken

as the terminal voltage of the battery at no load condition, which ranges from 10 V

to 11 V, depending on the experimental data. In order to achieve an unique charging

modelling, the initial states of charge are set at 10.5 V for each charging test.

3.2.3 Model Validation

The developed charging model is validated by comparing the simulation results to

the experimental data for the LFP battery under test. The voltage profiles obtained

at 1C, 0.5C and 0.239C-rates according to (3.4)-(3.13) are plotted in Fig. 3.6 and

(a) (b)

(c) (d)

Figure 3.6: Comparison between the LFP battery charge profiles obtained from the model
(red) and the experimental data (blue). (a) 1C. (b) 0.5C. (c) 0.239C. (d) 2C, with updated
DC resistance (green).
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Table 3.2: Charging model error analysis

1C 0.5C 0.239C

Max Error
[V] 0.095 0.553 0.128

[%] 0.8 5 1.1

Mean Error [V] 0.049 0.015 0.02

Table 3.3: Error analysis results at 2C and 3C, depending on DC resistance updating

w/o R0 updating with R0 updating

2C 3C 2C 3C

Max Error
[V] 0.169 0.24 0.07 0.10

[%] 1.2 1.7 0.5 0.7

Mean Error [V] 0.134 0.193 0.035 0.054

compared with the experimental charge curves of the tested LFP battery. As can

be seen from the figures, the predicted and measured profiles behave similarly and

are almost superimposed. The error analyses for the fitted models are given in Table

3.2. The maximum percentage error is 5%, obtained for the simulation at 0.5C.
Such a value results from the difference between the modelled initial state of charge

and the real one. In fact, in the model the terminal voltage at no load condition

is set to be 10.5 V, while the measured one at 0.5C is about 11 V. The maximum

error could be accordingly reduced to 0.7% by implementing the actual data in the

battery model. Following these considerations, the measurement of the battery OCV

before starting the charge process appears to be of utmost importance in order to

correctly estimate both the charging process evolution and the charging time at

the set C-rate. To further verify that the proposed battery model is also accurate

and effective for higher current rates, the experimental data at 2C and 3C are then

included for the modelling. The corresponding charging profiles are computed by

applying the equivalent circuit model and the parameters previously identified and

reported in Table 3.1 (except R1, which depends on the charging current value).

The predicted results are subsequently compared to the measurements. The error

analysis for each charging profiles is reported in Table 3.3. Although the found errors

are quite limited, such results could be improved by including the measured data at

2C and 3C rates in the identification process of the DC resistance and updating its
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Figure 3.7: Estimation of charging profiles at different C-rates starting from the knowledge
of battery terminal voltage.

value consequently. A 0.101 Ω resistor is accordingly determined and used to emulate

the charging profiles at the highest current rates. In Fig 3.6d, the voltage profiles

predicted at 2C-rate with and without updating the DC resistance are reported and

compared to the experimental data. In addition, Table 3.3 shows the error analysis

results. As expected, by comprehending this new R value, the charging process

evolution can be predicted with a greater accuracy. These outcomes indicate the

feasibility of the proposed charging model for LFP batteries, as well as for high-rates

charging applications.

3.2.4 Model Application for EV off-board Smart Chargers

The simple and accurate battery model adopted in this study clearly captures the

main features and dynamics of lithium batteries charging performance both at low

and high current rates, making it an excellent approach for off-board fast charging

applications. In fact, such a model could be usefully implemented in off-board charg-

ers with the aim of on-line forecasting EV charging profiles at various C-rates. This

is accomplished on the basis of information provided by the BMS to the charger

as soon as the EV has been plugged in. Starting from the knowledge of battery

terminal voltage and on the basis of past recharge data, the adopted strategy is able

to identify the equivalent circuit model parameters and subsequently predict with

a good accuracy charging voltage profiles at different C-rates, as demonstrated in

the previous section. An example of results achievable by this approach is reported
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Figure 3.8: EV’s user and charger constraints representation in the (t, SOC) plane:
maximum C-rate (blue), 1C (green) and 0.5C (red).

in Fig. 3.7, which shows the charging profiles forecasted at 0.5C, 1C and 2C for the

tested LFP battery. Such charge curves have been obtained by applying the proposed

equivalent model, using the electrical parameters reported in the previous Section

and the battery terminal voltage measured at no load condition. The duration of

each charge process is also indicated in the figure, showing the time required to reach

a battery SOC of about 80%. Another relevant aspect of such an on-line charging

estimation process is the ability to identify an appropriate range of final states of

charge and charging times which fulfil the EVs user requirements. In particular,

these constraints can be expressed as follows:

tcharge ≤ tuser (3.14)

SOC∗min ≤ SOC ≤ SOCmax (3.15)

where tuser represents the EV plugged-in time interval, whereas SOC∗min and SOCmax

are the battery minimum energy level required by the driver and the maximum en-

ergy level, respectively. Specifically, the battery SOC should not exceed the upper

boundary in order to preserve its rated performances and lifetime, especially at high

current rates. Referring to the (t, SOC) plane, (3.14) and (3.15) identify the area

highlighted in Fig. 3.8. Such a region is also limited by the SOC profile relative

to the maximum charging current drawn from the charger. As a consequence, it

is possible to choose the most suitable C-rate and EV battery final charging status
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Figure 3.9: Flowchart of the proposed approach.

in order to primarily satisfy the EV’s user requirements. In particular, following

the flowchart related to this approach and illustrated in Fig. 3.9, three different

final charging conditions could be found, considering only currents that allow the
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respect of user constraints. Such conditions identify a range of feasible points on

each t-SOC curve. This approach could be effectively utilised together with smart

charging strategies. In this case, the charge schedule can be selected by the network

operator (NO) to meet the driver requirements, as well as the system operator needs.

In the smart grid paradigm, an aggregative structure is required in order to enable

EVs providing grid services and accessing the market. In fact, the aggregator acts

as an intermediary between each EV’s user and the NO, appropriately coordinat-

ing EV charging [40]. Therefore, as can be observed in Fig. 3.10, all the results

of the charging estimation process could be communicated by the charger to the

aggregator. Based on set-points sent from the NO and/or market operator (MO),

the aggregator appropriately define the recharging power of each plugged EV, conse-

quently determining its charging current and duration. Afterwards, the aggregator

will send back the charging control signals to the corresponding charger units which

in turn will estimate and communicate in real-time the actual time evolution of the

EV load profile. By means of this charging approach, EVs can be hence considered

controllable loads, capable of entering into demand response (DR) control programs

to provide profitable grid services, such as reducing the peak load, smoothing out

the load profile and scheduling the load serving for specific time intervals. Moreover,

the entire scheduling process is conducted satisfying the EV’s user requirements and

respecting the physical constraints of both EV battery and off-board charger unit.

In conclusion, the simulation and experimental results have highlighted that the

proposed simplified and generalised model of lithium batteries can accurately repre-

sent the charging process of a Lithium Iron Phosphate battery at different current

rates. In particular, the modelling approach shows possible applications in the smart

grid framework, e.g. for the coordination and energy management of EVs charging

processes in off-board charging stations.

Figure 3.10: Schematic representation of the proposed smart charging strategy.
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3.3 A dynamic Model of Sodium-Nickel Chloride

Batteries

Currently, various battery technologies are already exploited in integrating RESs

and in providing smart grid services, such as lead-acid, lithium-ion and sodium-

sulfur (NaS) systems. However, their use in stationary energy storage applications is

limited owing to several factors. For instance, lead-acid batteries suffer from limited

cycle-life, toxicity of lead (Pb) and low energy density, while high energy cost as well

as thermal and safety management issues are the challenges related to lithium-based

technologies. Also, Na-S batteries still face several obstacles due to safety problems

and incident risk [32]. Therefore, alternative battery technologies could be taken into

consideration in order to provide successful storage requirement parameters such as

high energy density, low cost, high safety, increased cycle-life and environmental

compatibility [27].

In this framework, high temperature Sodium-Nickel Chloride batteries (SNBs)

have recently emerged as one of the most interesting storage candidates for smart

and microgrid applications [110], due to their high discharge rate and pulse power

capability, immunity to ambient temperature, unitary coulombic efficiency and in-

trinsic safety [111–114]. These characteristics make this technology a viable solution

to provide several grid-services, such as mitigation of RES power fluctuation, time

shifting, voltage regulation and forecasting errors compensation [110]. In order to

support the feasible use of this technology in smart grid applications, test and op-

erating performance results need to be provided and analysed. However, presently

there is a lack of such data since most studies and applications concern more ma-

ture technologies, particularly lithium-ion and lead-acid [104,115–120]. Considering

the importance of model accuracy for batteries deployment, the diffusion of the

SNB technology is strictly related to the development and adoption of suitable mod-

els able to estimate as precisely as possible the real battery power response in the

short- and long-term period. Up to now a few modelling techniques regarding SNBs

have been presented in the technical literature [52, 121]. In particular, [121] models

the electrochemical behaviour of the sodium-nickel chloride cell considering detailed

chemical properties, such as the evolution of the positive electrode reaction front dur-

ing discharging/charging. Its variations determine the state of an equivalent parallel

electrical circuit, whose parameters are however difficult to be determined, especially

at low SOC. A pure electrical circuit model is proposed in [52], which consists of an
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Figure 3.11: Schematic representation of the SNB cell structure.

ideal voltage source and a dynamic equivalent internal resistance, the latter varying

with the SOC and the temperature. Such an approach is appropriate for long-term

management of this kind of storage but presents inaccuracies in modelling the slow

and fast dynamics of the battery as well as in forecasting the terminal voltage evo-

lution and power pulse capability.

Based on such considerations, in this Section a two RC-branches dynamic electri-

cal model for a sodium-nickel chloride battery is presented. The proposed modelling

is developed from an extensive experimental testing and characterization of a com-

mercial 23.5 kWh SNB, and is validated using a measured current-voltage profile,

triggering the whole battery operative range. In particular, the validation results

highlight the good performance of the proposed approach in the 90%-40% SOC-

range, but also show its inaccuracies in modelling the dynamics and non-linearity

occurring at lower SOC. Therefore, it finally demonstrates that more accurate results

could be achieved only by implementing a novel equivalent circuit model, specifically

developed for sodium-nickel chloride batteries.

3.3.1 The Sodium-Nickel Chloride Technology

The Sodium-Nickel Chloride cell, schematically illustrated in Fig. 3.11, consists of a

liquid sodium negative electrode separated from the solid iron/nickel positive elec-

trode by a ceramic electrolyte (β′′-alumina), which allows the migration of sodium-

ions while acting as a good electric insulator. As the cathode is a solid metal, a

second electrolyte in liquid state (sodium chloroaluminate, NaAlCl4) is needed in

order to enhance the ion conducting properties of the positive electrode [111]. The
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melting point of this salt (158◦C) determines the minimum operating temperature of

the cell but the optimum performance is obtained in the 260◦C-350◦C temperature

range [112]. In fact, at these temperatures the ionic conductivity of the solid elec-

trolyte assumes values that guarantee the lowest contribution of the beta alumina

to the internal cell resistance. Thanks to the ceramic electrolyte, the battery has no

electrochemical self-discharge and the electrodes are not involved in side-reactions,

resulting in a coulombic efficiency of 100% [110, 111, 113]. Additionally, the consid-

ered Sodium-Nickel cell has a capacity of 38 Ah and is characterised by an energy

density level equal to 280 Wh/l [110]. The reversible reactions provide an open

circuit voltage (OCV) of 2.58 V. The overall cell chemical reaction is:

NiCl2 + 2Na� 2NaCl +Ni @OCV = 2.58V (3.16)

In normal working condition, the secondary electrolyte does not participate to the

charge/discharge reactions, but it has a key role in case of cell failure due to β′′-

alumina breaking. In fact, the presence of NaAlCl4 reduces the effects of the exother-

mic reactions and generates solid products with low vapour pressure that are not

dangerous, neither corrosive nor reactive [110]. Moreover, the generated aluminium

acts as a short circuit between the anode and the cathode, by-passing the faulty cell

and resulting in a safely operation of the other series-connected cells.

3.3.1.1 The iron-doping effect

One of the most attractive property of this technology is the capability of providing

high peak power pulses at any SOC (for a limited discharge duration) [110, 113].

This uncommon result is achieved by adding iron to the cathodic active material,

and consequently forming a second sodium/iron cell that takes part in the discharge

reaction. Since the open circuit voltage of the iron-chloride is 2.35 V/cell and the

nickel-chloride component provides an OCV of 2.58 V/cell, only the nickel cell is

discharged at voltage above the iron-cell OCV, in accordance with (3.16).

FeCl2 + 2Na→ 2NaCl + Fe @OCV = 2.35V (3.17)

In fact, the second reaction (3.17), which discharges the iron chloride, takes place

only as soon as the voltage cell drops below 2.35 V [121, 122]. This means that,

when the cell voltage rises above the iron-chloride OCV, for instance after a discharge
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Table 3.4: SNB module characteristics.

Unit Value

Rated discharge power kW 7.8

Rated Voltage V 620

Iron-component OCV V 564

Energy stored capacity kWh 23.5

Nominal temperature ◦C 260

Calendar life @ 80% DOD years 15

Cycle-life @ 80% DOD cycles 4500

power pulse, the iron cell is recharged from the remaining nickel-chloride as in (3.18),

making the SNB immediately ready for another high power pulse.

NiCl2 + Fe→ Ni+ FeCl2 (3.18)

This advantage is however combined with a penalty in terms of specific energy

reduction because about 20% of the cell capacity is discharged at lower voltage [121].

3.3.1.2 Module structure and electrical characteristics

The tested commercial module is made up of 240 cells connected in series, featuring

a total stored energy of 23.5 kWh [110]. The main basic rated operating data of the

considered SNB module are reported in Table 3.4. In the module, the cells are en-

closed in a metallic battery container and packaged within a sealed, vacuum modular

casing. The complete assembly includes also the ohmic heater, which is controlled by

the battery management system (BMS) for internal temperature control. Besides,

the BMS provides a number of additional functions, namely charge regulation, mon-

itoring and diagnostic through measurement and elaboration of battery parameters,

as well as remote maintenance and supervising by means of CAN-bus and/or LAN

interfaces and communication protocols [113].

3.3.2 SNB Modelling

Based on the previous analysis of battery modelling approaches, the non-linear two

RC-branches dynamic electrical model reported in Fig. 3.12 is applied for the SNB
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Figure 3.12: Proposed equivalent circuit model for the SNB module.

technology. The implemented SNB model consists of three main parts: a controlled

voltage source VOC representing the battery open circuit voltage, an internal re-

sistance R0 and two parallel polarization RC circuits. In particular, VOC is the

equilibrium potential of the battery; R0 is the ohmic internal resistance of circuit

and electrodes; while the two RC parallel elements model the transient response of

the battery. In fact, R1 and C1 describe the fast battery dynamics related to reac-

tion kinetics and surface effects on the electrodes arisen from double-layer formation,

whereas R2 and C2 represent the slower dynamics typical of diffusion processes in

the electrolyte and active materials. The model parameters depend non-linearly on

the battery SOC, temperature and current rate. In addition, their values are also

influenced by the current path, which takes into account whether the battery has

recently experienced a charge or discharge process. In order to define the model

parameters and correctly evaluate battery performance, the SOC-tracking during

battery operation is of particular importance. Referring to the SNB technology, the

SOC estimation can be simply evaluated by applying the coulomb-counting method,

since the cells are 100% coulombically efficient:

SOC(t) = SOC(t− 1) +
1

CB

∫
iL(t) dt (3.19)

where CB represents the nominal battery capacity and iL is the battery current,

defined positive for the charging process. As far as the considered electrical battery

model and the current-voltage relationships of its components are concerned, the

following equations can be used to describe the battery terminal voltage VL and the

voltages over the resistor-capacitor branches:

VL = VOC +R0 · iL + V1 + V2 (3.20)
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Figure 3.13: Schematic block representation of the Simascape equivalent model.

V1 + τ1
dV1
dt

= R1 · iL (3.21)

V2 + τ2
dV2
dt

= R2 · iL (3.22)

τi=RiCi, i ∈{1, 2} being the time constants of the corresponding RC-branch. Equa-

tion (3.20) implies that, during the relaxation period (iL=0), the terminal voltage VL

approaches the battery VOC , as the polarization and diffusion phenomena weaken,

resulting in the RC-circuit voltage decrease with decay rates determined by the time

constants τi. As a consequence, assuming a rest time sufficiently long, the VOC can

be identified by evaluating the steady-state terminal voltage of the battery. The sec-

ond order battery circuit is then implemented in the Matlab/Simulink environment,

by using the Simscape language. This modelling choice allows to create custom

circuit elements containing either multidimensional look-up tables or mathematical

functions that are used to map the non-linearity of model parameters. In fact, since

the Simscape platform is a physical modelling tool, the equivalent electrical circuit

elements can be developed using components like resistors and capacitors, obtaining

a more intuitive battery model. Moreover, the need of correlating the SNB electrical

behaviour to its thermal performance can be satisfied by exploiting the Simscape

multi-domain capability. Nevertheless, for the sake of simplicity, the implemented

electrical model evaluates the circuit parameters for just one internal temperature.

As a result, the schematic block representation of the implemented Simscape model

is depicted in Fig. 3.13.

3.3.2.1 Parameter Identification Method

The method used to identify the model parameters is based on the analysis of the

battery terminal voltage evolution during pulse discharge experiments. These tests
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Figure 3.14: Voltage response to a step load-current event for the SNB module: bat-
tery terminal voltage (blue) and current (dashed-green). The indication of the steady-time
instant, i.e. tss, is intended for guidance only.

consist of a sequence of constant current pulses aimed at characterising the whole

SOC range. Between each pulse, a rest time interval is set, allowing the analysis of

the voltage relaxation characteristic. The duration of rest time and the number of

pulses are both a compromise between accuracy and test duration. Starting from the

examination of a generic pulse, the voltage response to a step load-current event can

be observed in Fig. 3.14. Firstly, the internal resistance R0 can be easily calculated

by (3.23), after the preliminary identification of the associated voltage variation

(∆V ) when the current step is beginning or ending (∆I):

R0 =

∣∣∣∣∆V∆I

∣∣∣∣. (3.23)

Secondly, considering the response of the battery during the relaxation phase, the

time constants of RC-branches as well as the capacitor voltages can be determined

by fitting the fast and slow dynamics of the battery voltage by means of (3.24).

VL = VOC − U1 · e−t/τ1 − U2 · e−t/τ2 , (3.24)

U1,2 being the initial voltages of the two RC circuits at the beginning of the rest

period (t=tr). Subsequently, from the analysis of the capacitor responses to the

initial current step and knowing τ1,2 and U1,2, the preliminary estimations of R1, C1,
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R2 and C2 are obtained. In particular, at t=t−0 before the current step is applied, the

capacitors can be considered fully discharged since all the polarization and diffusion

phenomena due to the previous step can be assumed to be exhausted. Because

the capacitances state can not change instantaneously, their voltages are still equal

to zero at t=t+0 . Then, the battery is discharged at constant current for a period

sufficiently long to assume that the steady-state has been reached (t=tss). From this

time, C1 and C2 behave similarly to open-circuits, their voltages being those on R1

and R2, respectively. Based on these considerations, (3.25) holds.

Vi =

0 t = t0

Ri · iL tss ≤ t < tr
∀i ∈ {1, 2}. (3.25)

Thus, the complete capacitors response to the initial current step can be written as

follows:

Vi(t) = Vi(tss) + [Vi(t0)− Vi(tss)]e−t/τi = Ri · iL(1− e−t/τi) ∀i ∈ {1, 2}. (3.26)

By setting the time as the beginning of the rest time, i.e. t=tr, the initial guesses of

resistances and capacitances can be calculated by means of (3.27):

Ri =
Ui

iL(1− e−tr/τi)
; Ci =

τi
Ri

∀i ∈ {1, 2}. (3.27)

Finally, in order to optimise parameter identification and minimise the modelling

error, the non-linear least-squares solver provided by the Simulink Optimization

Toolbox is exploited. Specifically, each estimation task is performed in the Simulink

Design Optimization environment, which provides the link between the Simscape

battery model, the experimental test data, and the chosen optimisation algorithm.

Furthermore, the optimisation estimation problem has been well-formulated in or-

der to avoiding suboptimal local minima, by including suitable parameter bound

constraints and initial guesses, derived from (3.23)-(3.27).

3.3.3 Experimental results

3.3.3.1 Battery Test Set-up

The characterization of the SNB module and its subsequent validation tests are per-

formed by using the experimental DC set-up depicted in Fig. 3.15. Discharging
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Figure 3.15: Battery test set-up: 1) SNB module, 2) DC Power Supply, 3) DC Electronic
Load, 4) Data Acquisition System, 5) Host PC.

processes are managed by a programmable DC electronic load (EL EL-9750- 75 HP

by Elektro-Automatik), which features maximum current, voltage and power of 75

A, 750 V, and 7.2 kW, respectively. An EA PSI-81500-30 3U is used as power sup-

ply during charging. It can be exploited as controlled voltage or current source with

output voltage- and current-range equal to 0-1500 V and 0-30 A, respectively, its

maximum output power being 15 kW. A National Instruments cDAQ-9172 equipped

with a NI-9205 module is used to measure and acquire battery current and voltage.

All equipment is controlled and managed by means of Virtual Instruments (VIs)

specifically developed in the NI-Labview environment. All measurements can be

monitored online from the host computer through the VIs Graphical User Interface

(GUI), as shown in Fig 3.16. It permits to choose the device to perform the test on

the SNB module and to set the threshold levels for voltage, current and SOC. The

program is able to set the acquisition sampling time and to receive specific measure-

ments from the electronic load and power supply, such as the Ah counter and elapsed

time data. Discharging and charging processes are managed by properly coordi-

nating the VIs and the BMS software. In fact, battery characterisation tests can be

performed only by enabling the corresponding function into the BMS MonitorST523

management software, as reported in Fig. 3.17. It allows to check the status of the

battery pack, control the warm-up and SOC-reset charge as well as empower charg-
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Figure 3.16: VI User interface to control the SNB testing equipment

Figure 3.17: BMS software MonitorST523

ing/discharging tests depending on battery temperature, SOC and voltage levels.

All measurements are stored in the BMS memory and can be downloaded as a .bin

file and decoded in a .csv format for an easier handling. Current voltage and tem-

perature data are recorded by the BMS at variable time steps, depending on their

amplitude changes during the ongoing test. Therefore, data from VIs and BMS are

combined and merged in order to obtain a unified data structure and consequently

extract all the relevant information for the battery modelling and characterisation.

3.3.3.2 Model Parameters Identification: Analysis of Results

The pulse discharge experiment at 0.25C rate reported in Fig. 3.18 has been carried

out in order to characterise the battery OCV and extract mappings for the battery

parameters in the 90%-10% SOC-range. The test provides data at 10% SOC-step

with 20-minutes rest time up to 30% SOC. At lower SOC, the pulse rate is reduced

to 5% and the relaxation period increased to 40 minutes in order to better analyse

the effects of iron-doping on the battery voltage and parameters. In fact, as can be

observed in Fig. 3.18, the iron chloride OCV is hit during the discharge step between

40%-30% SOC, resulting in a significant impact on the voltage dynamics, especially
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Figure 3.18: Pulse discharge experiment at 0.25C rate. Measured voltage (blue) and
iron-component open circuit voltage (dashed red) on the left axis, and SOC (dashed black)
on the right axis.

at the beginning of the relaxation phases. The resulting parameter mappings are

presented in Fig. 3.19, whereas the simulation outcomes can be observed in Fig. 3.20.

As can be seen from the figures, the predicted and measured profiles behave similarly

and are almost superimposed. The mean absolute percentage error (MAPE) and the

maximum percentage error (PEmax) are 0.19% and 1.9%, respectively. Such a value of

PEmax can be explained by noting that the error greatly rises during transients below

30% SOC, due to the effect of the iron-doping, as previously mentioned. Particularly,

three different discharging behaviours can be identified in the experimental stepped

voltage curve:

1. 90%−40% SOC-range: both the discharge and rest phases are influenced only

by the nickel-component of the cathode;

2. 30% − 20% SOC-range: during the discharge process also the iron-reaction

takes place. As soon as the current-step terminates, the battery voltage rises

above the iron-chloride OCV and the iron cell is gradually recharged from the

remaining nickel-chloride;

3. 15% − 10% SOC-range: the nickel-cell is almost totally depleted and is not

able to substantially boost the restoration process of the battery OCV during

the rest time. Consequently, the steady-state voltage is not reached within the

40-minutes relaxation period.

Clearly, two RC circuits are not able to capture such a real behaviour of the SNB. As
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(a) (b)

(c) (d)

(e) (f)

Figure 3.19: Battery parameter mappings: (a) VOC , (b) R0, (c) R1, (d) R2, (e) C1, (f)
C2.

a consequence, a novel equivalent circuit model needs to be specifically developed in

order to represent the very uncommon dynamics and non-linearities of this battery

technology.

3.3.3.3 Model Validation

The model has been validated using a measured current-voltage profile of the SNB

module. The test was performed by discharging the battery at asymmetrical current

pulses spaced out by variable rest time intervals in order to trigger the whole SOC

range at different operating conditions. The results of the validation experiment can
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(a)

(b)

Figure 3.20: Pulse discharge experiment at 0.25C rate. (a) Measured (blue) and simu-
lated voltage (dashed red) on the left axis, and measured current (green) and SOC (dashed
black) on the right axis. (b) Voltage percentage error.

be observed in Fig. 3.21. As expected, the predicted profile is accurate in the 90%-

40% range, but is not able to follow the battery dynamics at lower SOC, particularly

below 20%. In fact, even small inaccuracies in modelling have great influence on the

simulation results, because of the high non-linearity of the OCV-curve at this stage.

The analysis of Fig. 3.21b shows that with a second-order model the MAPE and

PEmax are 0.6% and 2.8%, respectively. The development of a specific model, which

can predict the peculiar dynamics and behaviour of the SNBs, is necessary to further

improve the results accuracy.
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(a)

(b)

Figure 3.21: Validation test at asymmetrical current pulses. (a) Measured (blue) and
simulated voltage (dashed red) on the left axis, and measured current (green) and SOC
(dashed black) on the right axis. (b) Voltage percentage error.

3.3.3.4 Hysteresis Effect

The iron-doping of the positive electrode causes also an evident hysteresis effect on

the battery OCV, as shown in Fig. 3.22. In fact, the measurement of steady-state

voltage after charging and discharging pulses highlights the strong dependence of the

battery OCV on the current path from 5% to 30% SOC. This phenomenon happens

because, when charging begins, the iron and nickel components are recharged at the

same time, contrary to what happens during the discharge process, as previously

explained. This result implies that the dependence of battery parameters from the

current path needs to be take into account in developing an accurate SNB model.

Particularly, the novel model should be able to well-represent the different impact of

the iron-doping during charging and discharging processes, as well.

In conclusion, the simulation and experimental results have highlighted that the
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Figure 3.22: Hysteresis effect between discharge VOC curve (dashed-circle blue) and
charge VOC curve (dashed-diamond orange)

proposed two RC-branches dynamic electrical model for sodium-nickel chloride bat-

teries can accurately represent DC dynamics and behaviour in the 90%-40% SOC

range. The analysis of the experimental performance has however revealed a strong

impact of the cathodic iron doping on the battery operations. The dynamics and

non-linearities occurring at lower SOC are hence mainly due to the mixed iron/nickel

cathode and are the principal cause of the model inaccuracies. It finally demonstrates

that more accurate results could be achieved only by implementing a novel equivalent

circuit model, specifically developed for sodium-nickel chloride batteries and able to

deal with the non-linearities introduced by the iron-doping.





Conclusions and Future

Developments

The increasing use of Renewable Energy Sources (RESs), supported by economic

subsidies and environmental policies, is changing the structure of the power system,

contributing to its transformation from a centralized to a distributed form. However,

the critical issues related to RES production (such as variability, discontinuity and

poor predictability) are giving rise to new challenges in terms of reliability and

control of electrical power systems. One of the solutions proposed to deal with these

challenges is the integration of Energy Storage Systems (ESSs), which represent

hence a key component in the deployment of active electricity network configurations.

However, the presence of ESSs both in centralised and distributed configuration can

make the management of power balance and the definition of the supervisory strategy

a challenging task. In fact, storage devices introduce additional degrees of freedom

in the control of the system that thus needs to be carefully defined. Defining the best

management and operating mode for ESSs can have a significant impact on the power

systems operation since storage power outputs can be controlled in order to reach

several objectives (e.g. reducing the system energy cost, minimising power losses,

shifting peak load, compensating RES power fluctuations and forecasting errors, and

reducing the dependence from the main utility grid).

In this PhD dissertation, several algorithms and methodologies for the manage-

ment of microgrids (MGs) and Virtual Power Plants (VPPs), integrating RES gen-

erators and battery ESSs, are proposed and analysed for four cases of study, aimed

at highlighting the potentialities of integrating ESSs in different smart grid architec-

tures. In particular, a rule-based management strategy for VPPs integrating Vehicle-

to-Grid (V2G) storage systems and stationary batteries has been firstly proposed.

It aims at hourly balancing the VPP load demand and generation by properly coor-

dinating all the VPP power units (fossil and RES generators, controllable loads and
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storage systems). Simulation results have highlighted the economic and energy ben-

efits given by the integrated ESS configuration. In particular, the synergy between

V2G and battery ESS allows the achievement of more robust VPP configuration,

permitting to make the results less dependent on the uncertainty connected to V2G

infrastructures. Then, an EMS (Energy Management System) rule-based strategy

has been presented in order to manage a 100% RES-based MG, which will be devel-

oped from an existing municipal waste treatment platform. Its preliminary design

aims at studying the possibility to effectively integrate a small-scale Concentrating

Solar Power (CSP) plant with a thermocline thermal storage tank and a station-

ary battery system in an industrial MG. In particular, the simulation results have

demonstrated that an ad-hoc management strategy could be effectively implemented

in order to completely satisfy the load demand and ensure the accomplishment of

scheduled microgrid power-to-grid profiles, highlighting the effectiveness of the pro-

posed management algorithm, as well. An optimal control problem formulation,

based on the control theory of trajectory optimization, has been finally proposed.

This choice allows the application of Pontryagin’s Minimum Principle (PMP), which

can be solved analytically with low computational effort, making it suitable for on-

line applications. The worth and effectiveness of the proposed approach have been

verified through two simulation cases of study. The former refers to the optimal

integration of V2G storage in a cluster of MGs, while the latter concerns ESSs in-

tegration in grid-connected hybrid microgrids. In both cases, the simulation results

have highlighted that the proposed optimal V2G and ESS scheduling strategies can

be effectively implemented in order to minimise the dependence of MG clusters from

the main grid and increase their energy autonomy as well as optimise MGs daily

electricity cost, considering real-time prices and variable MG generation.

The promising results obtained in the energy management of power systems by

means of the use of ESSs and V2G technologies have highlighted the importance of

reliable component models in the implementation of the control strategies. In fact,

the performance of the EMS is only as accurate as the data provided by models, bat-

teries being the most challenging element in the presented cases of study. Therefore,

in the second part of this Thesis, the issues in modelling battery technologies are ad-

dressed, particularly referring to Lithium-Iron Phosphate (LFP) and Sodium-Nickel

Chloride (SNB) systems. Firstly, an LFP charging model for smart EV applications

has been proposed. The aim is the on-line forecast of EV charging profiles at various

C-rates in order to subsequently control the process by its implementation in off-
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board chargers. The model has been experimentally validated testing a 2.3 Ah LFP

battery. The comparison between the experimental results and the simulations at

different charging conditions have highlighted a good accuracy, even at high C-rates.

Secondly, a high temperature SNB dynamic model has been suggested. The pro-

posed model is based on an extensive experimental testing and characterization of a

commercial 23.5 kWh SNB, paying specific attention to the analysis of the iron dop-

ing effect on the battery operation. The model has been validated using a measured

current-voltage profile, constituted of an asymmetrical sequence of current steps and

relaxation intervals. The validation results demonstrate the good performance of the

proposed approach in a defined SOC range. However, due to the particular chemical

composition of the battery positive electrode, a novel modelling approach specific

for the SNB technology has been finally demonstrated to be necessary.

In conclusion, as the diffusion of smart grids and EVs is worldwide fostered,

electrical storage systems will play an increasing crucial role, becoming critical ele-

ments of the future power networks. Their modelling and management are therefore

two of the main challenges which need to be addressed in the short-mid period.

The presented results highlight the effectiveness of the developed approaches for the

useful integration of several storage technologies in the smart grid framework. Nev-

ertheless, the need for strategies directly implementable on-line opens for further

development of adaptive-PMP algorithms and for their field testing in experimental

pilot power plants. Moreover, future works are planned in order to face the chal-

lenges of modelling Sodium-Nickel Chloride batteries, by researching and developing

a novel equivalent circuit model, specifically developed for this storage technology

and able to deal with the non-linearities introduced by the cathode iron-doping.
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3.1 Thévenin-based battery model. . . . . . . . . . . . . . . . . . . . . . 97

3.2 CC-CV charging strategy. . . . . . . . . . . . . . . . . . . . . . . . . 98

3.3 Equivalent circuit model of a lithium-ion battery. . . . . . . . . . . . 99

3.4 LFP charging profiles at 0.239C (green), 0.5C (red) and 1C (blue). (a)
Experimental data. (b) Time normalisation. (c) Time normalisation
and DC resistance compensation. . . . . . . . . . . . . . . . . . . . . 103

3.5 Complete equivalent circuit model for a lithium battery. . . . . . . . 104



148 List of Figures

3.6 Comparison between the LFP battery charge profiles obtained from
the model (red) and the experimental data (blue). (a) 1C. (b) 0.5C.
(c) 0.239C. (d) 2C, with updated DC resistance (green). . . . . . . . 105

3.7 Estimation of charging profiles at different C-rates starting from the
knowledge of battery terminal voltage. . . . . . . . . . . . . . . . . . 107

3.8 EV’s user and charger constraints representation in the (t, SOC)
plane: maximum C-rate (blue), 1C (green) and 0.5C (red). . . . . . . 108

3.9 Flowchart of the proposed approach. . . . . . . . . . . . . . . . . . . 109
3.10 Schematic representation of the proposed smart charging strategy. . . 110
3.11 Schematic representation of the SNB cell structure. . . . . . . . . . . 112
3.12 Proposed equivalent circuit model for the SNB module. . . . . . . . . 115
3.13 Schematic block representation of the Simascape equivalent model. . 116
3.14 Voltage response to a step load-current event for the SNB module:

battery terminal voltage (blue) and current (dashed-green). The in-
dication of the steady-time instant, i.e. tss, is intended for guidance
only. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

3.15 Battery test set-up: 1) SNB module, 2) DC Power Supply, 3) DC
Electronic Load, 4) Data Acquisition System, 5) Host PC. . . . . . . 119

3.16 VI User interface to control the SNB testing equipment . . . . . . . . 120
3.17 BMS software MonitorST523 . . . . . . . . . . . . . . . . . . . . . . . 120
3.18 Pulse discharge experiment at 0.25C rate. Measured voltage (blue)

and iron-component open circuit voltage (dashed red) on the left axis,
and SOC (dashed black) on the right axis. . . . . . . . . . . . . . . . 121

3.19 Battery parameter mappings: (a) VOC , (b) R0, (c) R1, (d) R2, (e) C1,
(f) C2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

3.20 Pulse discharge experiment at 0.25C rate. (a) Measured (blue) and
simulated voltage (dashed red) on the left axis, and measured cur-
rent (green) and SOC (dashed black) on the right axis. (b) Voltage
percentage error. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

3.21 Validation test at asymmetrical current pulses. (a) Measured (blue)
and simulated voltage (dashed red) on the left axis, and measured
current (green) and SOC (dashed black) on the right axis. (b) Voltage
percentage error. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

3.22 Hysteresis effect between discharge VOC curve (dashed-circle blue)
and charge VOC curve (dashed-diamond orange) . . . . . . . . . . . . 125



List of Tables

1.1 Refractive and reflective CPV prototypes: comparison of receivers
performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1 Scenarios relevant results. . . . . . . . . . . . . . . . . . . . . . . . . 49
2.2 Main characteristics of biogas supplied to CHP units. . . . . . . . . . 57
2.3 EV daily plans for 30 km commuting distance . . . . . . . . . . . . . 71
2.4 Scenarios Objective Function results . . . . . . . . . . . . . . . . . . 76
2.5 Average SOC results . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
2.6 Control variables constraints from the proposed OMS formulation . . 82
2.7 Cost saving results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
2.8 MG cost savings: comparison between RBS and OMS results . . . . . 92

3.1 Electrical parameters of the battery model . . . . . . . . . . . . . . . 105
3.2 Charging model error analysis . . . . . . . . . . . . . . . . . . . . . . 106
3.3 Error analysis results at 2C and 3C, depending on DC resistance up-

dating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.4 SNB module characteristics. . . . . . . . . . . . . . . . . . . . . . . . 114


	Pagina vuota



