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Low-dimensional magnetic materials with spin- 1
2

moments can host a range of exotic magnetic
phenomena due to the intrinsic importance of quantum fluctuations to their behavior. Here, we re-
port the structure, magnetic structure and magnetic properties of copper(II) thiocyanate, Cu(NCS)2,
a one-dimensional coordination polymer which displays low-dimensional quantum magnetism. Mag-
netic susceptibility, electron paramagnetic resonance (EPR) spectroscopy, 13C magic-angle spinning
nuclear magnetic resonance (MASNMR) spectroscopy, and density functional theory (DFT) inves-
tigations indicate that Cu(NCS)2 behaves as a two-dimensional array of weakly coupled antiferro-
magnetic spin chains (J2 = 133(1) K, α = J1/J2 = 0.08). Powder neutron-diffraction measurements
confirm that Cu(NCS)2 orders as a commensurate antiferromagnet below TN = 12 K, with a strongly
reduced ordered moment (0.3µB) due to quantum fluctuations.

I. INTRODUCTION

Low-dimensional quantum magnets present some
of the most interesting problems in condensed-
matter physics, as they can represent theoretically-
tractable examples of many-body quantum systems.
One-dimensional quantum Heisenberg antiferromagnets
(QHAFM) show a wide range of unusual physi-
cal phenomena, including multiferroicity,1 fractional-
ized excitations2 and spin-Peierls transitions.3,4 Two-
dimensional QHAFM materials are important model sys-
tems to explore the quantum fluctuations implicated in
high-temperature superconductivity.5 Materials in which
the magnetic behavior is between 1D and 2D limits, such
as spin ladders and 2D lattices with spatially-anisotropic
exchange interactions, therefore provide ideal opportuni-
ties to explore models of quantum magnetism.6–8

Molecular frameworks—materials with framework
structures in which at least one component is a
molecule—are of current interest because they present
a number of contrasts to conventional inorganic mate-
rials. The increased physical separation of magnetic
centers allows for low-dimensional magnetic behavior,9

while the large variety of molecular ligands permits fine-
tuning of the magnetic interactions to a level beyond
that achievable in inorganic frameworks.10 Moreover, the
use of larger molecular ligands produces open crystal
structures, which can lead to permanent porosity allow-
ing for guest-dependent magnetic behavior.11 However,
a limitation of molecular-framework materials has been
that multi-atom ligands usually yield weak exchange in-
teractions (J ∼ 10 K) compared to inorganic materi-
als. As a result, the systematic investigation of their
magnetic properties is still relatively underdeveloped.
Nevertheless, frameworks constructed using a number
of simple ligands—including formate (HCOO– ),12–15

pyrazine (NC4H4N),16,17 dicyanamide (NCNCN– )18,19

and cyanide (CN– )20,21—have been shown to exhibit
a wide range of properties, including low-dimensional
magnetism,12 multiferroicity,14 fractionalisation15 and
room-temperature ferrimagnetism.22

In this paper, we study the molecular-framework mate-
rial copper(II) thiocyanate, Cu(NCS)2. This material is
part of a series of binary transition metal thiocyanates
that includes nickel(II),23 cobalt(II),24 silver(I)25 and
copper(I) thiocyanate.26 The existence of Cu(NCS)2 has
been known for over a century,27,28 but its structure has
proved elusive due to its propensity to be spontaneously
reduced to Cu(NCS) in aqueous solution. Despite the in-
stability of the parent compound, a number of complexes
of copper(II) thiocyanate with co-ligands have been re-
ported and their magnetic properties investigated.29–34

The magnetic interactions in these complexes are typi-
cally weak, as is usual for molecular-framework materials,
due to the extended superexchange pathways through
the auxiliary ligand.35 Even where Cu–NCS–Cu connec-
tivity is present, the magnetic communication is often
disrupted because the Jahn-Teller elongation of Cu2+

tends to occur along the S–Cu–S direction, preventing
efficient superexchange through the NCS– ligand.34 Nev-
ertheless, it has been shown that strong superexchange
coupling through the the NCS– ligand is possible.29–32

Moreover, the chemical similarities between thiocyanate
and halide ligands suggest that copper(II) thiocyanate
may have a structure analogous to its chloride and bro-
mide equivalents, which are low-dimensional magnetic
materials.36 These results suggest that the magnetic be-
havior of Cu(NCS)2 may be unconventional.

Here, we report the synthesis, crystal structure and
magnetic properties of Cu(NCS)2. Using powder X-
ray and neutron diffraction measurements, we show that
Cu(NCS)2 consists of Cu–NCS–Cu chains. Using a com-
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FIG. 1. (a) Structure of Cu(NCS)2. Copper atoms are shown
in dark blue, sulfur in yellow, carbon in black and nitrogen in
blue. The direction of the Jahn-Teller axis is indicated in red.
Copper atoms were refined with anisotropic displacement pa-
rameters and the NCS– ligand was refined isotropically. (b)
Rietveld refinement of synchrotron powder X-ray diffraction
data measured at 295 K. (c) Orientation of the thermal ex-
pansivity tensor relative to the crystal structure of Cu(NCS)2.
Blue indicates positive thermal expansion, and red, negative.
Color scheme for the structure as (a).

bination of magnetic susceptibility, electron paramag-
netic resonance (EPR) and magic-angle spinning nu-
clear magnetic resonance (MASNMR) measurements, we
show that its low-dimensional structure leads to low-
dimensional magnetic behavior. We identify Cu(NCS)2

as a quasi-one-dimensional (1D) magnetic material with
an intra-chain magnetic interaction J2 = 133 K that is
anomalously strong for a molecular framework. This cou-
pling is particularly notable as it occurs via a four-bond
superexchange through the NCS– ligand (Cu–N–C–S–
Cu). We explain the mechanism of superexchange using
quantum-chemical calculations. We use powder neutron
diffraction to determine the ordered magnetic structure
below TN = 12 K, which we find to be a G-type anti-
ferromagnet with an ordered magnetic moment that is
significantly reduced due to quantum fluctuations.

II. METHODS

A. Synthesis of Cu(NCS)2

Cu(NO3)2 · 2.5 H2O (2.33 g, 10 mmol) was dissolved in
the minimum quantity of deionized H2O (approx. 5 ml),
and rapidly added to a saturated solution of NH4NCS
(3.04 g, 40 mmol), giving an immediate black precipitate.
This was stirred for one minute, before being filtered un-
der vacuum and rapidly washed on the filter with 10 ml
H2O. The residue of was then dried at 50 ◦C for one hour,
giving a black microcrystalline powder (1.64 g, 91%).
The product was analyzed for its elemental purity (com-
bustion analysis for CHN and inductively-coupled plasma
mass spectrometry for Cu and S). The measured (calcu-
lated) elemental composition was CuS2C2N2: Cu 35.64%
(35.36%), S 35.56% (35.69%), C 13.28% (13.37%), N
15.31 (15.59%), H 0.0% (0.0%). This procedure, with
all quantities scaled up by a factor of three, was used to
synthesize the sample used for neutron-diffraction mea-
surements.

B. Synchrotron X-ray diffraction measurements

A high-resolution synchrotron X-ray powder diffrac-
tion measurement of Cu(NCS)2 was carried out at beam-
line 11-BM at the Advanced Photon Source (APS) us-
ing a wavelength of 0.414537 Å. The sample was loaded
into a 0.8 mm diameter Kapton capillary. Rietveld re-
finement of the data was carried out using Topas Aca-
demic 4.1.37,38 Lattice parameters, atomic positions and
displacement parameters (anisotropic for Cu, isotropic
for NCS) were allowed to refine freely, along with crys-
tallographic size and strain (anisotropically modelled us-
ing fourth-order spherical harmonics). A minor (1.17(2)
wt. %) secondary phase of α-Cu(NCS) was also found to
be present.
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C. Variable-temperature X-ray diffraction
measurements

Variable-temperature powder X-ray diffraction mea-
surements of Cu(NCS)2 were carried out on a Bruker
D8 laboratory diffractometer equipped with a Oxford
Cryosystems PheniX cryostat using Cu-Kα radiation
(λ = 1.540 Å). Data sets were measured over the tem-
perature range 13–250 K and Pawley refinement of the
data was carried out using Topas Academic 4.138,39 to
extract the variation in lattice parameters.

D. Neutron-diffraction measurements

Powder neutron-diffraction measurements were carried
out on the WISH instrument at the ISIS pulsed neutron
and muon source.40 A 4.26 g sample of Cu(NCS)2 was
loaded into a thin-walled vanadium canister 9.9 mm in di-
ameter up to a height of 61 mm to ensure the sample was
fully illuminated by the beam (height 40 mm). Diffrac-
tion measurements were carried out at 1.4 K, 20 K, 80 K,
150 K and 300 K, with shorter measurements carried out
in steps of 2 K between 4 K and 20 K. The data were cor-
rected for absorption using the Mantid software.41

E. Neutron-diffraction analysis

The nuclear structure determined from X-ray diffrac-
tion was confirmed by Rietveld refinement against
neutron-diffraction data. Due to the weakness of the
magnetic reflections, the magnetic structure was deter-
mined by refinement against data from which the nu-
clear Bragg peaks and background had been removed
via subtraction of a high-temperature (averaged 16–
20 K) data set. The magnetic structure was determined
by first indexing the magnetic Bragg peaks to deter-
mine the magnetic propagation vector, and then using
symmetry-mode analysis to determine the allowed mag-
netic irreducible representations using the ISODISTORT
software.42 Keeping the scale factor determined from the
nuclear Bragg Rietveld refinement fixed, we then refined
the direction and magnitude of the ordered moment for
the lowest-temperature (1.4 K) data set using Topas Aca-
demic 6.0.38 The temperature dependence of the ordered
moment over the range 4 K to 14 K was calculated by
refining its magnitude while fixing its direction.

F. EPR measurements

EPR measurements were performed on a Bruker E500
X-band spectrometer with a ER 4122SHQE cavity at a
microwave frequency of 9.385 GHz. The external mag-
netic field was modulated at 100 kHz with an amplitude
of 0.2 mT and the spectra were recorded as first harmon-
ics. The microwave power was set to 0.02 mW, suffi-

ciently small to prevent any saturation of the resonance
and concurrent line-width broadening. A sample of ap-
proximately 20 mg was loaded in an EPR tube inside an
Oxford Instruments ESR900 cryostat with a temperature
stability better than 0.1 K. Spectra were recorded in 1 K
steps for 5–15 K, in 10 K steps for 30–70 K and in 20 K
steps for higher temperatures. The EPR spectra were fit-
ted to powder pattern line-shapes with anisotropic g with
the EasySpin Toolbox for MATLAB.43 The magnetic sus-
ceptibilities were calculated by double integration of the
best-fit first-harmonic spectrum.

G. Electronic-structure calculations

Magnetic calculations were performed with the Vienna
Ab-initio Simulation Package (VASP)44 employing spin-
polarized Perdew-Burke-Ernzerhof (PBE) exchange-
correlation functionals45 with a plane-wave cutoff of
400 eV. To correct for the self-interaction error, we used
the rotationally invariant Hubbard-U correction by Du-
darev et al.,46 with Ueff = U − J obtained through the
linear-response method of Coccocioni et al.47 A 2×2×2-
supercell containing 8 Cu atoms was used to determine
the magnetic ground state and the magnetic exchange-
coupling constants. Experimental cell parameters de-
termined using synchrotron diffraction were used with
4×4×4 Monkhorst-Pack reciprocal grid48 and a 10−6 eV
self-consistent field (SCF) convergence limit.

Molecular calculations were performed in the Gaus-
sian16 package49 employing the 6-311G basis and
spin-polarized Becke, three-parameter, Lee-Yang-Parr
(B3LYP) functional. A cluster with 4 Cu atoms was
used to reduce the effect of the ends of the chain. SCF
cycles were converged to 10−6 Hartree.

We carried out calculations using the CRYSTAL
package50 to determine the hyperfine parameters. As
the hyperfine interaction is inherently a core property,
all-electron Gaussian basis sets, as employed by CRYS-
TAL, are expected to be more accurate. The molecular
Gaussian basis sets of Schäfer et al. were used with dif-
fuse functions removed.51 We made use of the B3LYP
exchange-correlation functional with 20% and 35% of
Hartree-Fock exchange (labelled Hyb20 and Hyb35, re-
spectively), because this has been previously shown to
yield good predictions of hyperfine parameters.52–54 Ex-
perimental cell parameters determined by synchrotron X-
ray diffraction were used with a 4×4×4 Monkhorst-Pack
reciprocal grid and 10−7 Hartree SCF convergence limit.

H. NMR measurements

NMR spectra were acquired on a 9.4 T Bruker Avance
II spectrometer operating at a Larmor frequency of
100.576 MHz for 13C with a conventional Bruker 4 mm
MAS low-γ probe, with an MAS rate of 12.5 kHz.
The radio-frequency amplitude of 83 kHz and 13C shift
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(29.5 ppm, lower peak) were calibrated on an adaman-
tane reference. Spectra were acquired using a rotor-
synchronized spin-echo pulse sequence with recycle de-
lays of 0.1 s. Variable temperature experiments were per-
formed using a liquid nitrogen heat exchanger. Tempera-
ture calibration was performed using 207Pb NMR exper-
iments on Pb(NO3)2.55 Fitting of the spectra was per-
formed assuming a Lorenztian lineshape using the Bruker
Topspin 3.0 software.

I. Physical property measurements

Measurements of the magnetic susceptibility were car-
ried out on a 20.5 mg sample of Cu(NCS)2 using a Quan-
tum Design Magnetic Property Measurement System 3
(MPMS) superconducting quantum interference device
(SQUID) magnetometer. The zero-field cooled (ZFC)
susceptibility was measured in an applied field of 0.01 T
over the temperature range 2–300 K. The small-field ap-
proximation for the susceptibility χ(T ) ' M

H , where M
is the magnetization and H is the magnetic field inten-
sity, was taken to be valid. Isothermal magnetization
measurements over the field range −4.5 to +4.5 T were
carried out at 2 K, 5 K, 10 K, 15 K, 20 K and 100 K. Data
were corrected for diamagnetism of the sample using Pas-
cal’s constants.56

Heat-capacity measurements were carried out on a
cold-pressed 13.1 mg pellet of Cu(NCS)2 and silver pow-
der (49 wt. %), using a Quantum Design Dynacool Phys-
ical Property Measurement system (PPMS), between 2
and 300 K. Contributions to the heat capacity due to sil-
ver were subtracted using tabulated values.57 Apiezon N
grease was used to ensure good thermal contact. Data in
the vicinity of the known thermal anomaly of the grease
(265–285 K) were neglected.58

III. RESULTS AND DISCUSSION

A. Synthesis and structural characterisation

By adding a concentrated aqueous solution of cop-
per(II) nitrate to a saturated aqueous solution of am-
monium thiocyanate, and rapidly filtering and drying it,
we were able to synthesize samples of Cu(NCS)2 as a
microcrystalline powder with only minor impurities of
Cu(NCS) (1.17(2) wt. %). From laboratory powder X-
ray diffraction measurements we determined that this
material was identical to that previously reported.28 We
were able to index these data to a triclinic unit cell and
then solve its structure using real-space methods and
Rietveld refinement as implemented in Topas Academic
4.1.38 The crystal structure is shown in Fig. 1(a). The
Rietveld fit against synchrotron data collected at the 11-
ID-B diffractometer at the APS is shown in Fig. 1(b).

The structure of Cu(NCS)2 can be conceptualized as
a distorted variant of the layered M(NCS)2 structure

TABLE I. Atomic coordinates for Cu(NCS)2 determined by
Rietveld refinement against synchrotron X-ray data at 295 K.

Space group P1

a (Å) 3.91596(2) α (◦) 82.37048(18)
b (Å) 5.65637(2) β (◦) 85.07189(18)
c (Å) 6.06770(3) γ (◦) 113.49967(16)

x y z Biso (Å2)
Cu 0 0 0 2.04(4)*
C −0.2600(5) −0.4845(3) 0.7875(3) 1.30(4)
N 0.1288(4) −0.7154(3) 0.1586(2) 1.44(3)
S −0.45039(14) 0.22294(9) 0.71543(8) 1.611(14)

r (Å) θ (◦)
Cu–N 1.9026(15) Cu–N–S 93.574(37)
Cu–S 2.41305(43) N–C–S 178.73(18)
S–C 1.6583(19) Cu–N–C 165.20(12)
C–N 1.1458(22) Cu–S–C 101.602(59)
Cu–SJT 3.06613(57)

Estimated standard errors are given in parentheses. *Biso

for Cu derived from anisotropic adps.

(M=Co, Ni, Hg),23,24,59 where the orbital order of the
Cu2+ cations leads to an effective reduction in chemical
dimensionality from a 2D sheet to a 1D chain [Fig. 1(c)].
Despite the low symmetry of the structure, the presence
of a center of symmetry at the copper enforces equiv-
alence between all Cu–NCS–Cu interactions along the
chain. Variable-temperature powder X-ray diffraction
measurements down to 13 K confirmed the absence of
any structural phase transitions. They also allowed us
to establish the degree of thermal expansion in this ma-
terial [Fig. 1(c)]. As with many molecular framework
materials, both the volumetric and linear thermal ex-
pansivities were significantly larger than for purely in-
organic materials,19 highlighting the increased relevance
of phonons for their physical properties.60 Diffuse re-
flectance measurements on powder samples of Cu(NCS)2

showed strong absorbance across the visible region, with
a band gap of 1.3(1) eV, likely corresponding to a strong
ligand-to-metal charge transfer absorption.

B. Bulk magnetic measurements and single-ion
properties

The measured magnetic susceptibility [Fig. 2(a,b)]
showed two principal features: a broad peak (Tmax =
86(2) K) and a rapid decrease at lower temperatures
(TN = 12.0 K). The anomaly at TN is more clearly
shown in the temperature derivative of the suscepti-
bility [Fig. 2(c)]. The large ratio of these parameters
l = Tmax/TN = 7.2 suggests low-dimensional or frus-
trated magnetism.61 At low temperatures (< 5K) we ob-
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FIG. 2. (a) Magnetic susceptibility measured using an MPMS
in an applied field of 0.01 T. Fits to 1D and 2D-QHAFM mod-
els over the temperature range 14–300 K are shown as dashed
and solid lines, respectively. (b) Magnetic susceptibility de-
rived from integration of variable-temperature EPR spectra.
Fits to 1D and 2D-QHAFM models over the range 14–300 K
are shown as dashed and solid lines, respectively. (c) Tem-
perature derivative of the magnetic susceptibility. (d) Powder
pattern fits to the EPR spectra. (e) Isothermal magnetisation
measurements. (f) Field derivative of isothermal magnetisa-
tion measurements. For panels (e) and (f), temperature is
indicated by the color (see key).

served a rise in susceptibility in our MPMS data [Fig
2(a)], which we ascribed to a small quantity of para-
magnetic orphan spins (approximately 1.2 % via Curie
law fitting). These orphan spins are commonly found
in samples of low dimensional antiferromagnetic mate-
rials and are the result of small quantities of defects.62

We also carried out variable-temperature EPR measure-
ments over the range 5–300 K [Fig. 2(b)]. From these
spectra, we determined the anisotropy of the g-tensor,
gz = 2.229, gy = 2.027 and gx = 2.047 at 5 K (temper-

FIG. 3. (a) The four nearest Cu–Cu distances and the four
primary exchange interactions. (b) The magnetic lattice
produced by considering these four interactions. As J3 is
small and does not cause any frustration it can be neglected,
producing a simple cuboidal magnetic lattice with spatially
anisotropic exchange.

ature dependence is shown in Supplementary Informa-
tion). The dominant contribution to the line-shape at
low temperatures is the g-factor anisotropy; however ad-
ditional homogeneous broadening from the finite spin life-
time and unresolved anisotropic broadening, likely from
electronic dipole-dipole interactions, were necessary to
account for the observed spectra [Fig. 2(d)]. The homo-
geneous broadening becomes more significant at higher
temperatures, likely due to shorter spin-excitation life-
times. The extracted susceptibility was consistent with
data measured using the MPMS in the paramagnetic
phase. Below TN, we found that the dynamic (measured
by EPR) and static (measured by MPMS) susceptibil-
ities began to diverge, with the dynamic susceptibility
falling to zero. This divergence is typical upon ordering
and has been observed in related low-dimensional mag-
netic materials.63 We note, however, that the observed
decrease in intensity, though rapid, occurs over a wider
temperature range than ordinarily observed.

C. Spin Hamiltonian from quantum-chemical
calculations

The complexity of potential superexchange pathways
typical of molecular frameworks led us to carry out
quantum-chemical calculations to guide further analysis.
We used spin-polarized density functional theory to cal-
culate the magnetic superexchange interactions, predict
the magnetic lattice, and propose a mechanism for the
strong superexchange observed. A linear-response calcu-
lation of the Hubbard-U parameter for Cu(SCN)2 yields
U = 7.35 eV, consistent with previous reports on copper
oxide and sulfides.64,65 Using this value for U , exchange
interactions were calculated as follows: a 2 × 2 × 2 su-
percell was constructed from the experimental structure,
and then decorated with eight distinct magnetic order-
ings. The DFT+U energies of these magnetic structures
were used to perform a multidimensional linear regression
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TABLE II. DFT+U derived interaction constants.
J1 (K) J2 (K) J3 (K) J4 (K)

Jn 13.0(1.8) 171.8(1.6) −2.2(1.6) 1.6(0.8)

FIG. 4. (a) Spin-density distribution in Cu(NCS)2. Light
blue and yellow colors indicate positive- and negative-spin
moments, respectively. (b) The highest occupied molecular
orbital in the Cu4 thiocycanate cluster. Phases are indicated
by red and blue colors. (c) Diagram illustrating the orbitals
involved in the superexchange interaction.

to the Heisenberg exchange Hamiltonian

H =
∑
i

∑
a

JaSi · Si,a, (1)

where Ja refers to the interaction between a-th closest
Cu–Cu pair in the structure, Si is the i-th spin, Si,a is
the spin connected to spin Si by interaction a and the
Hamiltonian is defined for unique interactions (i.e., each
pair is counted once). Exchange interactions are included
for the four nearest Cu–Cu distances. We neglected mag-
netic dipolar coupling because the large Cu–Cu distances
(dmin = 3.92 Å) and small moment will give negligibly
small dipolar interactions (on the order of 0.01 K).

Using this approach, we obtained a self-consistent
set of superexchange interactions Ja for the four short-
est Cu–Cu distances [Table II and Fig. 3(a)], which
in turn allowed us to predict the magnetic lattice of
Cu(NCS)2 [Fig. 3(b)]. The lattice consists of antiferro-

magnetic chains (J2) connected by order-of-magnitude
weaker antiferromagnetic interactions (J1) forming a
two-dimensional (2D) rectangular lattice. An even
weaker diagonal ferromagnetic interaction J3 is present
within the layers, which does not frustrate J1 and J2

and so is unlikely to affect the magnetic behavior sig-
nificantly. Finally, the layers are coupled antiferromag-
netically by J4, which is the shortest interlayer interac-
tion [Fig. 3(a,b)]. Our calculations therefore predict that
Cu(NCS)2 will behave as a 1D magnet at high tempera-
tures, with weak interchain couplings becoming relevant
at lower temperatures.

The strongest interaction (J2) occurs along the Cu–N–
C–S–chain, which can be understood by examining the
calculated spin density distribution [Fig. 4(a)]. Participa-
tion of the Cu 3dx2−y2 orbital is evident, as expected from

the crystal-field model of square planar Cu2+ (d9). How-
ever, the most important observation is a strong spin de-
localisation along the σ-bonds Cu–S and Cu–N. Antifer-
romagnetic intra-molecular coupling in the thiocyanate
anion is observed between the two unpaired spins. To
understand better the mechanism of this strong mag-
netic superexchange, we performed molecular calcula-
tions on a [Cu4(NCS)10]2– copper thiocyanate cluster
with antiferromagnetic order [Fig. 4(b)]. The calculated
highest-occupied molecular orbital is consistent with the
N––C––S– valence-bond resonance form, where the N-
terminus is approximately sp2-hybridized. This N sp2

orbital can bond with the Cu dx2−y2 orbital due to the
C–N–Cu bond angle of 165◦. Thus, we can consider the
superexchange as occurring through a single molecular
orbital where a simultaneous transfer of both spins allows
the two half-filled dx2−y2 orbitals to couple antiferromag-
netically [Fig. 4(c)]. This mechanism is consistent with
a correlation-type superexchange, and despite the near-
90◦ Cu–S–C angle, the single-orbital character of the su-
perexchange means the coupling is antiferromagnetic, as
predicted by the Goodenough-Kanamori rules.66

D. Spin density from NMR measurements

The high sensitivity of the NMR isotropic chemical
shift δiso to the local magnetic susceptibility means that
NMR can probe the local spin distribution. Conse-
quently, NMR measurements provide a strong check on
the validity of calculated spin and electron densities,
in particular through the extent of paramagnetic spin-
density transfer. We therefore measured 13C MASNMR
spectra over the range 144–313 K, to establish the reli-
ability of our calculations. From these spectra we ex-
tracted the isotropic 13C shift δiso shown in Fig. 5(a),
which can be related to the magnetic susceptibility χ0 as

δiso = δCS
iso + Φχ0, (2)

where δCS
iso is the chemical shift due to the chemical shield-

ing of electrons and Φ a constant related to the param-
agnetic spin-density transfer. In this case, we have taken
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FIG. 5. (a) 13C MASNMR spectra illustrating the evolution
of δiso with temperature. (b) Linear fitting of the experimen-
tal isotropic chemical shift, δiso, (left) to the experimental
MPMS-measured magnetic susceptibility, χ0, (right) to ex-
tract a value for Φ (see Eq. (2)).

TABLE III. NMR scaling factor Φ from DFT and 13C NMR.

Φ (mol emu−1)
Expt 2.52 × 106

PBE+U 1.71 × 106

Hyb20 2.00 × 106

Hyb35 1.88 × 106

δCS
iso = 133.1 ppm, as this remains approximately con-

stant in diamagnetic NCS– materials.67–69 By linear fit-
ting of δiso to the experimental magnetic susceptibility
(measured in an applied field of 0.01 T) we were able to
extract a value for Φ of 2.52× 106 mol emu−1 [Fig. 5(b)].
This compares to the PBE+U value of 1.71 × 106 mol
emu−1 [Table III], demonstrating the reliability of the
calculations. Finally, we note that our DFT+U calcula-
tions using plane-wave basis sets are also consistent with
our hybrid calculations using Gaussian basis sets. These
hybrid calculations provided us with the hyperfine pa-
rameters for 63Cu and 65Cu: principal values for 63Cu of
AAA = −467.99 MHz, ABB = 304.03 MHz and ACC =
163.96 MHz, and for 65Cu of AAA = −500.78 MHz,
ABB = 325.34 MHz and ACC = 175.45 MHz.

E. Spin Hamiltonian from bulk magnetic
measurements

As our quantum-chemical calculations suggested that
the magnetic interactions were likely to be low dimen-
sional, we carried out fits to the paramagnetic part of
both the MPMS and EPR data sets (T > 14 K) using
low-dimensional models, including both a 1D uniform-
chain model (fitting J2 and giso, fixing J1 = J3 = J4 =

TABLE IV. Fitted interaction constants and giso.

J1D
2 (K) J2D

2 (K) J2D
1 (K) g1D

iso g2D
iso

MPMS 136.5(4) 133.88(7) 10.71(6) 2.032(4) 2.056(1)
EPR 137(3) 132.6(1.7) 17(2) 2.101* 2.101*

*giso derived from fitting EPR spectrum at 5 K.

0)70 and the 2D coupled chain or rectangular antiferro-
magnet model (fitting J1, J2 and giso, fixing J3 = J4 =
0).8 We found that the 1D- and 2D-QHAFM models were
able to fit both data sets well, but the 2D model was
better able to account for the lower-temperature range
(T < 30 K) [Fig. 2(a,b)]. The independent fits of the
MPMS and EPR derived susceptibilities yielded com-
parable values for the exchange constants, with a large

J2D,MPMS
2 =133.88(7) K and relatively small α2D,MPMS =

J2D,MPMS
1 /J2D,MPMS

2 = 0.08 [Table V]. These fitted val-
ues are broadly consistent with those predicted by our
DFT calculations, although the calculations overestimate
the overall strength of the interactions. The small dis-
crepancy (∼3%) between the fitted value of giso and that
derived from the peak shapes of the EPR spectra is typ-
ical for MPMS-derived measurements of g, and is likely
due to small errors in experimental sample mass.

The strength of the magnetic interactions here is com-
parable to the purely inorganic copper(II) halides de-
spite their much-reduced distance between metal cen-
ters. However, the lower TN of Cu(NCS)2 means it can
be considered a more low-dimensional system; by com-
parison, for CuCl2 Tmax = 70 K and TN = 23.9 K (l =
3.0),36,71 and for CuBr2 Tmax = 226 K and TN = 73.5 K
(l = 3.1).1,36 Isothermal magnetisation measurements
also showed evidence of a metamagnetic transition at an
applied field of 1.4 T in the ordered phase [Fig. 2(e,f)].
This transition showed no evidence of hysteresis. The
low field at which this transition occurs relative to the
strong intrachain coupling indicates that it is probably a
spin-flop transition, in which the spins rotate away from
their easy axis to lie perpendicular to the applied field.72

Further analysis was restricted because for our powder
sample the applied field will make a random angle with
the easy axis, broadening the transition.

Heat-capacity measurements on a pelleted sample
of Cu(NCS)2 did not show a pronounced anomaly at
TN [Fig. 6(a)], consistent with the presence of low-
dimensional magnetic correlations above TN. In this con-

FIG. 6. (a) Specific heat divided by temperature, C/T , for
Cu(NCS)2 including both magnetic and lattice contributions.
The theoretical heat capacity of a 1D QHAFM is included for
comparison. (b) Temperature derivative of the specific heat
capacity, dC/dT , plotted over the low temperature region, to
highlight the anomaly at around TN=12 K.
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text, we note that for a uniform 1D QHAFM, on cooling
to TN = 0.08J only 8% of the magnetic entropy would
remain unaccounted for.70 Examination of the temper-
ature derivative of heat capacity showed a change in
slope near to TN which may be indicative of the order-
ing transition [Fig. 6(b)]. The small magnitude of the
magnetic heat capacity relative to the phononic contri-
bution prevented us from reliably extracting it, as we
lacked both a suitable diamagnetic analogue and an ap-
propriate model to account for the anisotropic vibration.
A model incorporating two different Debye temperatures
(105 K and 450 K) was able to account for the major-
ity of the high-temperature heat capacity, reflecting the
strongly anisotropic phonons expected for a chain like-
structure, but was insufficiently quantitative to extract
the magnetic heat capacity.

F. Magnetic ground state from neutron-diffraction
measurements

TABLE V. Components of the ordered magnetic moment
derived from Rietveld refinement to neutron-diffraction data
measured at 1.4 K.

Ma (µB) Mb (µB) Mc (µB)
0.311(8) −0.413(17) 0.278(16)

Estimated standard errors in parentheses.

Having established that the paramagnetic phase
Cu(NCS)2 is well-described by a 2D QHAFM Hamilto-
nian, we were then led to investigate the magnetic ground
state. We were motivated in particular because the rapid
decrease in magnetic susceptibility below TN is consistent
with either a spin-Peierls lattice-driven transition to a
singlet state or a conventional transition to a long-range
ordered antiferromagnet.4 We therefore carried out low-
temperature neutron-diffraction measurements in order
to ascertain the ground state. On cooling below TN we
observed additional superlattice reflections correspond-
ing to a k = [ 1

20 1
2 ]∗ propagation vector [Fig. 7(a,b)].

The intensities of these weak reflections decreased rapidly
with increasing Q and were not accompanied by a signif-
icant structural distortion, indicating that this is a long-
range ordered antiferromagnetic ground state.

Symmetry analysis carried out using the ISODIS-
TORT software package showed that only a single ir-
reducible representation, mU+

1 in Miller and Love’s
notation,73 is consistent with the observed propagation
vector, which gives a magnetic space group of Ps1. The
resulting magnetic unit cell is related to the nuclear unit
cell by the transformation matrixa′

b′

c′

 =

 0 1 0
−1 0 1
0 0 2

a
b
c

 .

The ordered structure is shown in Fig. 7(a), and is con-
sistent with the calculated exchange constants and can

FIG. 7. (a) Magnetic structure of Cu(NCS)2 determined at
2 K. The nuclear cell is indicated by a solid line, and the mag-
netic cell by dashed lines. Atoms are colored as follows: Cu
dark blue, N light blue, C black and S yellow. The directions
of the ordered moments are shown by red arrows. Weak Cu–S
interactions are shown as black dashed lines and the CuN4 co-
ordination polyhedron is indicated by a light blue square. (b)
Rietveld refinement of neutron scattering data for Cu(NCS)2,
with nuclear peaks and background subtracted using a high-
temperature data set. The magnetic peaks are labelled with
Miller indices corresponding to the nuclear cell. (c) Tempera-
ture dependence of the ordered magnetic moment, fitted using
the equations for both 3D Heisenberg (β = 0.365) and Ising
magnets (β = 0.302). The inset shows the temperature evo-
lution of the ( 1

2
0 1

2
) reflection on heating from 1.4 K to 14 K.

be considered as a G-type ordering on the cuboidal lat-
tice formed by the three shortest non-coplanar Cu–Cu
distances ([100], [101] and [001]). Rietveld refinement of
the magnetic structure against the 1.4 K data set (with
nuclear scattering removed by subtraction of a high-
temperature data set) gave a nearly saturated ordered
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moment M0 = 0.30(3)µB per Cu [Fig. 7(b)]. This strong
reduction in the ordered moment, compared to the maxi-
mum value of 1µB per Cu, is consistent with the expected
highly-fluctuating nature of low-dimensional quantum
magnetism even in the ordered phase. It is also compa-
rable to the mean-field estimate for coupled 1D QHAFM

chains, M0/µB ≈ α
2

1
2 ≈ 0.2, where the interchain cou-

pling has been approximated as (J1 +J4)/2.74–76 Refine-
ment of the moment direction revealed that it lies within
the plane of the Cu dx2−y2 orbital. The temperature de-
pendence of the magnetic order parameter could be fitted
to M/M1.4 K = A(TN−T )β , β = 0.33(3), which is consis-
tent with this transition belonging to a 3D universality
class [Fig. 7(c)]; however we were unable to distinguish
between different spin anisotropies due to the relative
weakness of the magnetic reflections.77

IV. CONCLUSIONS

Our study reports the magnetic structure, single-ion
properties and magnetic interactions of a thiocyanate-
based molecular framework, and resolves the long-
standing question of the chemical identity and struc-
ture of this simple binary pseudohalide.78 We have
also demonstrated that Cu(NCS)2 is a low-dimensional
magnet, which behaves at high temperatures as a 1D
QHAFM and at intermediate temperatures as a rectan-
gular 2D QHAFM, before ordering as a three-dimensional
antiferromagnet. The significantly reduced ordered
moment suggests that, like LiCuVO4,79 Li2CuZrO4

80

and Cu(DCO2)2 · 4 D2O,15 signatures of low dimensional
quantum behavior persist even in the 3D ordered state.

The categorisation of NCS– as a pseudohalide—that is,
a molecular anion that behaves like a single atom halide
anion—was a concept developed to explain the structures
and reactivities of NCS– based materials.81 Our results
give further weight to the use of this analogy for ratio-
nalizing magnetic properties.

Nevertheless, careful design will be necessary to ex-

ploit these ligands fully. In the related materials
Cu(NCS)2(pyrazine)2

35 and Cu(NCS)2(pyrimidine)2,34

chemical substitutions that might be expected to reduce
the dimensionality of the magnetic interactions by sup-
pressing interactions between the Cu(NCS)2 chains in-
stead reorient the magnetic dx2−y2 orbital out of the
plane containing the chain, reducing the superexchange
interaction from J = 133 K to J = −1.00 K.34 In molec-
ular frameworks, therefore, the sensitivity of the over-
lap integral to ligand orientation can be increased com-
pared to inorganic materials. The heightened propensity
of molecular framework materials to undergo large struc-
tural distortions thus also suggests that they will prove
valuable systems to study coupling between mechanical
and magnetic degrees of freedom.82,83
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A. Stunault, and H. M. Rønnow, Nat. Phys. 9, 435 (2013).

3 I. S. Jacobs, J. W. Bray, H. R. Hart, L. V. Interrante, J. S.
Kasper, G. D. Watkins, D. E. Prober, and J. C. Bonner,
Phys. Rev. B 14, 3036 (1976).

4 M. Hase, I. Terasaki, and K. Uchinokura, Phys. Rev. Lett.
70, 3651 (1993).

5 E. Manousakis, Rev. Mod. Phys. 63, 1 (1991).

6 S. E. Dutton, M. Kumar, Z. G. Soos, C. L. Broholm, and
R. J. Cava, J. Phys.: Condens. Matter 24, 166001 (2012).

7 E. Dagotto and T. M. Rice, Science 271, 618 (1996).
8 B. C. Keith, C. P. Landee, T. Valleau, M. M. Turnbull,

and N. Harrison, Phys. Rev. B 84, 104442 (2011).
9 J. Liu, P. A. Goddard, J. Singleton, J. Brambleby,
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